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Preface

Certain events quite within the realm of possibility, such as a major as-
teroid collision, global bioterrorism, abrupt global warming—even cer-
tain lab accidents—could have unimaginably terrible consequences up
to and including the extinction of the human race, possibly within the
near future. The scientific and popular literature dealing with possible
megacatastrophes is vast. But law and the social sciences, with the par-
tial exception of economics—there is an extensive economic literature
on global warming—have paid little attention to such possibilities.
This seems to me regrettable. I am not a Green, an alarmist, an apoca-
lyptic visionary, a catastrophist, a Chicken Little, a Luddite, an anticap-
italist, or even a pessimist. But for reasons explained in chapter 1, I have
come to believe that what I shall be calling the “catastrophic risks” are
real and growing and that the social sciences, in particular economics,
statistics, cognitive psychology, and law, have an essential role to play
in the design of policies and institutions for combating them.

As may the mathematical methods sometimes used in the analysis
of extreme events, such as the promisingly named “catastrophe the-



ory,” which has some economic applications1 and is used in some of
the studies I cite; or chaos theory,2 or the branch of statistics known as
reliability theory, which is used “where a single copy of a system is de-
signed: space ships, huge dams, nuclear research equipment, etc. All
these objects must be extremely reliable. At the same time we very often
have no prototype or any previous experience. How to evaluate their
reliability? In what terms? What is the ‘confidence’ of such evaluation?”3

Lack of relevant previous experience is one of the frequent character-
istics of the catastrophic risks discussed in this book.4 But apart from a
brief discussion of chaos theory in chapter 1, I do not employ these
methods. They are highly technical, and I have wanted to make the
book intelligible to the general reader, including the mathless lawyer,
so no math beyond the junior high school level is employed. Nor for
that matter is any knowledge of economics, statistics, or the other fields
on which I draw presupposed—not even law.

Granted, there are dangers in an age of specialization in attempting
to bring different disciplinary perspectives to bear on the analysis of
catastrophic risks—or indeed in attempting to analyze the different risks
in a lump. No one individual can be a master of all these perspectives
or an expert in the full range of risks. But specialization has its draw-
backs and the occasional generalist study its advantages; and it is dif-
ficult to see how the catastrophic risks can be understood and dealt
with sensibly unless they are occasionally viewed together and from
all relevant points of view.

The germ of the book is a review I did of Margaret Atwood’s 2003
novel Oryx and Crake.5 Set in the near future, her novel depicts the
virtual extinction of the human race by a bioterrorist against a back-
ground of global ruination caused by uncontrolled technological ad-
vance. I was curious whether there was any scientific basis for her dark
vision—and discovered that there was and that the social sciences
were not taking it as seriously as it deserved. The law was paying no
attention at all, because law is court-centric and there have been no
cases involving catastrophic risks in the sense in which I am using the
term, and because a cultural gulf separates lawyers from scientists.

I had agreed to review Atwood’s novel because of my growing in-
terest not in catastrophe as such but in technology, an interest awak-
ened by a trial that I had recently conducted involving the validity and
infringement of the patent on the antidepressant drug Paxil.6 At the
trial, distinguished scientists testified about fascinating but abstruse is-
sues of biochemistry and I was led to wonder whether the law’s con-
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ventional methods for resolving science-laden legal disputes were ad-
equate in an era of increasing scientific complexity. The research that
I have done for this book has convinced me that law is indeed lagging
dangerously behind an accelerating scientific revolution.

So rapid is the advance of science that some of the scientific find-
ings reported in this book will undoubtedly have changed by the time
the book is published. Nevertheless I hope that my discussion of the ana-
lytical techniques and institutional reforms necessary to meet the so-
cial challenges of modern science is sufficiently general to retain, for a
time anyway, its relevance in the face of continuing scientific advances.

I have received a great deal of help with this book. Amanda Butler,
Nicole Eitmann, Roger Ford, Adele Grignon, Phil Kenny, Carl LeSueur,
Grace Liu, Paul Ma, Gavin Martinson, and especially Paul Clark and
Liss Palamkunnel, provided exemplary assistance with the research re-
quired for the book. I had fruitful discussions concerning the subject
matter with Gary Becker, Shana Dale, Daniel Dennett, Timothy Ferris,
Michael Fisher, Christine Jolls, Barry Kellman, Lawrence Lessig, Daniel
Levine, John Mearsheimer, Eric Posner, Stanley Sokul, Stephen Stigler,
Larry Summers, Cass Sunstein, and John Yoo, as well as with distin-
guished scientists who gave generously of their time to this scientific
innocent with his dumb questions: Stephen Berry, John Deutch, Henry
Frisch, Robert Haselkorn, Richard Kron, Raymond Pierrehumbert, and
Chung-I Wu. I also wish to acknowledge the helpful suggestions and
leads of Michael Aronson, Edward Castronova, Kenneth Dam, Eric
Drexler, Dedi Felman, Andrew Franknoi, Howard Kunreuther, Herbert
Lin, Richard Lindzen, William Nordhaus, Mark Siegler, Jonathan Wiener,
and an anonymous reader for the Oxford University Press. Andrew
Baak, Gary Becker, Eric Drexler, Jonathan Masur, John Mearsheimer,
Shelley Murphey, Todd Murphey, Martha Nussbaum, Ian Parry, Char-
lene Posner, Eric Posner, Martin Rees, Jay Richardson, Cass Sunstein,
Victoria Sutton, and John Yoo gave me valuable comments on portions
of the manuscript itself; David Friedman’s and Scott Hemphill’s de-
tailed comments on the entire manuscript deserve a special acknowl-
edgment. An early version of the book formed the basis of a talk that
I gave at the University of Chicago’s Workshop on Rational Choice in
the Social Sciences. I thank the participants in the workshop for their
comments.
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Introduction

You wouldn’t see the asteroid, even though it was several miles in
diameter, because it would be hurtling toward you at 15 to 25 miles

a second. At that speed, the column of air between the asteroid and
the earth’s surface would be compressed with such force that the col-
umn’s temperature would soar to several times that of the sun, inciner-
ating everything in its path. When the asteroid struck, it would penetrate
deep into the ground and explode, creating an enormous crater and
ejecting burning rocks and dense clouds of soot into the atmosphere,
wrapping the globe in a mantle of fiery debris that would raise surface
temperatures by as much as 100 degrees Fahrenheit and shut down
photosynthesis for years. The shock waves from the collision would
have precipitated earthquakes and volcanic eruptions, gargantuan tidal
waves, and huge forest fires. A quarter of the earth’s human population
might be dead within 24 hours of the strike, and the rest soon after.

But there might no longer be an earth for an asteroid to strike. In a
high-energy particle accelerator, physicists bent on re-creating condi-
tions at the birth of the universe collide the nuclei of heavy atoms, con-
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taining large numbers of protons and neutrons, at speeds near that of
light, shattering these particles into their constituent quarks. Because
some of these quarks, called strange quarks, are hyperdense, here is
what might happen: A shower of strange quarks clumps, forming a tiny
bit of strange matter that has a negative electric charge. Because of its
charge, the strange matter attracts the nuclei in the vicinity (nuclei have
a positive charge), fusing with them to form a larger mass of strange
matter that expands exponentially. Within a fraction of a second the
earth is compressed to a hyperdense sphere 100 meters in diameter,
explodes in the manner of a supernova, and vanishes.

By then, however, the earth might have been made uninhabitable
for human beings and most other creatures by abrupt climate changes.
Here is a possible scenario: A sudden steep increase in global tempera-
tures is produced by the continued burning of gasoline and other fos-
sil fuels (fossilized remains of ancient organisms—hence carbon com-
pounds, which when burned give off carbon-based gases) and the
deforestation of the Amazon rain forest. The burning and deforestation
inject into the atmosphere carbon dioxide and other gases that retain the
heat reflected from the earth’s surface. The higher temperatures result-
ing from the increased atmospheric concentration of these “greenhouse”
gases cause the Greenland and Antarctic ice caps to melt, raising ocean
levels to a point at which the world’s coastal areas are inundated and
melting the permafrost in Alaska and Siberia. The melting releases im-
mense quantities of methane, the most heat-retentive of the greenhouse
gases, which causes more melting of the permafrost, a further release of
methane, and a further warming effect, resulting in a runaway green-
house spiral that destroys agriculture in the tropics because the warm-
ing is too sudden to enable the crops to be adapted to the new condi-
tions. European agriculture is destroyed as well because the melting of
the north polar ice cap dilutes the salty water of the North Atlantic, caus-
ing the Gulf Stream to straighten out and flow due north, so that it no
longer heats Europe. Europe lies at a high latitude, and without the
warming effect of the Gulf Stream quickly becomes as frigid as Siberia.

Worse threatens. Higher temperatures increase the amount of water
vapor in the atmosphere. So there are more clouds, and they may be
opaque to the sun but not to the heat radiated back from the earth. If
so, surface temperatures will begin to fall, causing precipitation in-
creasingly to take the form of snow rather than rain, forcing a further
drop in surface temperatures. The upward spiral of the earth’s tem-
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perature has been reversed but only to usher in an equally disastrous
downward spiral ending in “snowball earth”—the entire planet encased
in thick ice pierced only by the tips of a few volcanoes.

Yet before any of these dramatic climatic changes occurred, the
human race might have exterminated itself through engineered plagues
devised and disseminated by lunatics inspired with apocalyptic visions:
With the aid of gene-splicing kits stolen from high school classrooms,
religious terrorists and rogue scientists create a strain of the smallpox
vaccine that is incurable, is immune to vaccine, and kills all its victims,
rather than just 30 percent as in the case of natural smallpox. In a single
round-the-world flight, a biological Unabomber, dropping off incon-
spicuous aerosol dispensers in major airports, infects several thousand
people with the juiced-up smallpox. In the 12 to 14 days before symp-
toms appear, each of the initially infected victims infects five or six oth-
ers, who in turn infect five or six others, and so on. Within a month
more than 100 million people are infected, including almost all health
workers and other “first responders,” making it impossible to establish
and enforce a quarantine. Before a vaccine or cure can be found, all
but a few human beings, living in remote places, have died. Lacking
the requisite research skills and production facilities, the remnant can-
not control the disease and soon succumb as well.

What is catastrophe?

None of these disasters (which along with a number of others form
the subject matter of chapter 1) is certain to occur. But any of them

might, with more than trivial probability. The catastrophic asteroid strike
and the abrupt climate spirals are part of the earth’s prehistory. They
have happened before; they could happen again. Should either of the
other two megacatastrophes sketched above occur—the world-ending
lab accident or the devastating bioterrorist attack—it would be an ex-
ample of modern technology run amok. So might be abrupt global
warming, and not just because internal combustion engines and elec-
trical generation are products of technology; technology affects the cli-
mate indirectly as well as directly by its positive effects on the growth of
the economy and of world population. Both are factors in global warm-
ing and in another of the catastrophe scenarios as well—a precipitous
and irreversible loss of biodiversity.

Introduction
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All these disasters and more would be catastrophes in the sense the
word bears when used to designate an event that is believed to have
a very low probability of materializing but that if it does materialize will
produce a harm so great and sudden as to seem discontinuous with the
flow of events that preceded it. The low probability of such disasters—
frequently the unknown probability, as in the case of bioterrorism and
abrupt global warming—is among the things that baffle efforts at re-
sponding rationally to them. But respond we must; at least we must
consider seriously whether to respond; for these events can happen,
and any of them would be catastrophic in the sense of cataclysmic
rather than the milder sense in which a hurricane or earthquake might
be termed “catastrophic”1 because its unexpected severity caused large
losses to property owners and insurance companies.2 One definition
of “catastrophe” given by Webster’s Third New International Dictio-
nary is “a momentous tragic usually sudden event marked by effects
ranging from extreme misfortune to utter overthrow or ruin.” Concen-
trate on the top of the range (“utter overthrow or ruin”) and you will
have a good grasp of how I use the word in this book.

The catastrophes that particularly interest me are those that threaten
the survival of the human race. Even so lethal an event as the great flu
pandemic (“Spanish influenza”) of 1918–1919, which is estimated to
have killed between 20 and 40 million people worldwide,3 or the AIDS
pandemic, which may well exceed that toll—already more than 20
million have died in sub-Saharan Africa alone,4 though over a much
longer period of time and out of a much larger world population—is
only marginal to my concerns. Pandemics are an old story, and can kill
substantial fractions of local or regional populations. But they have
never jeopardized the survival of the human race as a whole, as bio-
terrorism may do.

I forgo consideration of the moral disasters to which continued tech-
nological advances may conceivably give rise. The prominent bioethicist
Leon Kass contends that “technology is not problem but tragedy.” By
this he doesn’t mean that technology may destroy us physically, which
is my primary concern, although enslavement of the human race or its
subjection to totalitarian tyranny would be genuine catastrophes even
in my austere sense of the word. He means that “homogenization, medi-
ocrity, pacification, drug-induced contentment, debasement of taste,
souls without loves and longings—these are the inevitable results of
making the essence of human nature the last project for technical mas-
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tery.”5 Kass is the chairman of President Bush’s Council on Bioethics,
which recently issued a report that warns

of a sex-unbalanced society, the result of unrestrained free choice
in selecting the sex of children; or of a change-resisting geron-
tocracy, with the “elders” still young in body but old and tired in
outlook. And there are still uglier possibilities: an increasingly
stratified and inegalitarian society, now with purchased biological
enhancements, with enlarged gaps between the over-privileged
few and the under-privileged many; a society of narcissists fo-
cused on personal satisfaction and self-regard, with little concern
for the next generation or the common good; a society of social
conformists but with shallow attachments, given over to cosmetic
fashions and trivial pursuits; or a society of fiercely competitive
individuals, caught up in an ever-spiraling struggle to get ahead,
using the latest biotechnical assistance both to perform better
and to deal with the added psychic stress.6

Kass is right that technology can have social consequences. Think
of how the Internet has given rise to an enormously increased volume
of pornography and how the abortifacient (“morning after”) pill may
soon write finis to the right-to-life movement.7 The transformation in
the social role of women in the last half century, with resulting effects
on marriage and divorce rates, extramarital sex, and the status of homo-
sexuals, is the result to a significant degree of technological progress.
Technological progress has produced labor-saving household devices,
safe and effective contraception that interferes minimally or not at all
with sexual pleasure, an abundance of jobs that do not require mas-
culine physical strength, and a drastic decline in infant mortality, which
has reduced the amount of time that women need to be pregnant in
order to be confident of producing a target number of children who
will survive to adulthood. The combined effect of these developments
has been to reduce the demand for marriage and increase the demand
for extramarital sex, the public role of women, the age of marriage and
of giving birth, the incidence of births out of wedlock, and tolerance
for sexual deviance (a word rapidly going out of fashion), while re-
ducing the overall birth rate and the amount of time that mothers
spend with their children. Developments in communications technol-
ogy may have had equally profound and, to the conventional-minded,
disturbing effects.

Introduction
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Do the social and moral consequences of modern technology (many
of them presciently depicted in Aldous Huxley’s satiric novel Brave
New World)—consequences fostered by an outlook that regards our
biological nature as merely a set of “unsolved technical problems”8—
portend moral decay? Radical change, probably;9 moral decay, per-
haps, but I do not attempt to deal with the question in this book. 

What if anything should society be doing to try to prevent the ca-
tastrophes with which I shall be dealing? “If anything” is an important
qualification. Not all problems are soluble, and we mustn’t merely as-
sume that we can do something about the catastrophic risks that cloud
the future. We must first of all try to get a handle on their true gravity,
which is a function both of the probability that one or another of them
will materialize if we do nothing and of the awfulness of the conse-
quences if that happens. Then we must weigh the costs that would
have to be borne, and the psychological and political obstacles that
would have to be overcome, in order to implement effective methods
of reducing the risks.

The analytical and institutional challenges are formidable. In part
this is because of the centrality of science and science policy10 to the
catastrophic risks and their prevention. A number of the risks are ac-
tually the product of scientific research or its technological applica-
tions.11 Some are preventable by modern technology—and often by
modern technology alone. Of still others technology is both cause and
potential cure. The intertwining of catastrophe and technology is thus
a major concern of the book. The challenge of managing science and
technology in relation to the catastrophic risks is an enormous one,
and if it can be met it will be by a mosaic of institutional arrangements,
analytical procedures, regulatory measures, and professional skills. I
am particularly interested in determining the positions that law, policy
analysis, and the social sciences should occupy in that mosaic. At pres-
ent, none of these fields, with the principal exception of economic
analysis of global warming, is taking the catastrophic risks seriously
and addressing them constructively. This has partly to do with features
of the risks that make them intractable to conventional analytical
methods, although I shall argue that cost-benefit analysis of possible
responses has unexplored potential.

In the case of law, neglect of the catastrophic risks is part of a larger
problem, that of the law’s faltering struggle to cope with the onrush of
science.12 It is an old story,13 but a true one, and becoming more wor-
risome by the day. Think for example of how law has been challenged
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by scientific progress that has enlarged our knowledge of causal rela-
tions. In the old days, the only ascertainable cause-and-effect relations
tended to be of the “A hit B” or “A ran down B” variety: one cause that
was of interest to the law and one readily identifiable effect, following
closely upon the cause. Modern science enables remote causes to be
identified and diffuse effects traced to them. A radiation leak in year y
might create 10 excess cancers in a population of 100,000 people in
year y + 20, giving rise to baffling questions of who should be permit-
ted to sue for damages and in what amount.14 The Delaney Amend-
ment to the Food, Drug, and Cosmetic Act, forbidding sale of any food
additive containing carcinogens in however small a quantity,15 became
obsolete and had to be partially repealed16 when the advance of sci-
ence enabled such minute quantities of carcinogens to be detected that
plainly harmless substances were being outlawed. Falling detection
limits are also generating patent-infringement litigation over accidental
“appropriations” of minute amounts of patented compounds.17 Such
problems are real and from the standpoint of the legal profession and
the legal system serious.18 But they are not catastrophic in the sense in
which I am using the term, and so they do not belong to my subject.

The sheer difficulty of modern science is one obstacle to coping
with catastrophic risks. Another is the bafflement that most people feel
when they try to think about events that have an extremely low prob-
ability of occurring even if they will inflict enormous harm if they do
occur. The human mind does not handle even simple statistical propo-
sitions well, and has particular difficulty grasping things with which
human beings have no firsthand experience.19 By definition, we have
little experience with low-probability events and often none at all, so
that such events can be apprehended only in statistical terms. The two
difficulties, that of grasping the significance of low-probability events
and that of thinking in statistical terms, thus are closely related. Both
appear to be evolutionarily adaptive, moreover—“hard-wired” in our
brains—and therefore tenacious. Because mental capacity and there-
fore attention are limited, human beings would not have survived in
the dangerous circumstances of the ancestral environment had they
been prone to let their attention wander from situations fraught with a
high probability of immediate death, as when being attacked by a preda-
tor, requiring maximum alertness, to low-probability menaces—which
anyway they couldn’t have done much about. It is only when the over-
all probability of death declines, which happened after our biological
evolution was essentially complete, that it becomes rational to focus on
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eliminating small risks. So it is not surprising that evolution did not pro-
duce an ability to think clearly about such risks as a standard part of
our mental skill set.

The mental exertion required to think about things that one has not
experienced is a form of imagination cost and a clue to why people 
do better in dealing with probabilities when they are restated as fre-
quencies (such as “once in a thousand years” rather than “a one-in-a-
thousand chance”).20 The frequency format implies that one is being
asked about things that have happened—which may justify an infer-
ence that they will happen about as often in the future—rather than
about things that haven’t happened yet though they may in the future.

Probabilities are related to frequencies through the law of large
numbers.21 The probability that a balanced coin fairly tossed will come
up heads on the first toss is 50 percent, but if the coin is tossed only
once or twice heads are quite likely not to be observed. In 100 tosses,
however, there will be about 50 heads, and in 1 million tosses the num-
ber of heads will be very close to 500,000 and the probability will have
been transformed into a frequency. But suppose there’s a one in a
thousand chance that the coin when tossed will land on its edge rather
than on either of its sides. Suppose further that the coin is tossed only
once a year. Then in a thousand years the coin can be expected to be
observed on its edge only once. So if we decide at the outset that we
don’t want the coin to land on its edge, we will be deciding on the basis
of probabilities, not frequencies, as it is unlikely that tossing the coin
once or a few times will enable us to observe an actual edge-landing.
But it requires more mental effort to act on the basis of probabilities
than on the basis of frequencies. Anyone who doubts this will be dis-
abused by reflection on the inability even of experts and responsible
officials to take the risk of a 9/11-type terrorist attack seriously until it
actually happened, though the risk was well known.

Not that frequencies—experience rather than prediction—are an
infallible guide. Obviously one can go wrong in assuming that the fu-
ture will repeat the past. That is the pitfall that philosophers discuss
under the rubric of the fallacy of induction. But it is the kind of as-
sumption that comes naturally to people, whereas thinking in terms of
numerical probabilities is learned behavior—and not learned well, be-
cause it is not taught well and often is not taught at all. Systematic bi-
ases that cause erroneous judgments are less likely to afflict people
who are experienced in the relevant activity,22 however, and so experts
may be able to help the general public respond intelligently to risk.

C A T A S T R O P H E
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A related distinction to bear in mind is between notional and moti-
vational belief. It is possible to affirm a proposition on which one
would never act, simply because the proposition was not felt deeply
enough to impel action. Everyone knows that he or she will die some-
day, and maybe sooner rather than later, but a great many people do
not act as if they knew it. They take foolish risks, avoid doctors, don’t
make a will, and let the premiums on their life insurance lapse, be-
cause they feel invulnerable though they know they aren’t.

There is tension between the psychological and economic accounts
of behavior, both of which I employ in this book; the former empha-
sizes irrationality and the latter rationality. But it may be possible to dis-
solve much of the tension by redescribing the kinds of irrational be-
havior emphasized in recent cognitive psychology, such as the difficulty
with the handling of probabilities that I have just been discussing, as
behavior in response to costs of processing information. This is in con-
trast to the costs of acquiring information, which have been a staple
topic in economics for almost half a century. (The union of rational-
choice economics with cognitive psychology, the latter emphasizing
the discrepancies between rational and actual human behavior, is thus
sometimes termed “behavioral economics.”) But whether or not fully
compatible with rational-choice economics, the findings of cognitive
psychology are indispensable to understanding the human response to
phenomena that lie as far outside the ordinary experience of people as
the catastrophic risks do.

The interdisciplinary perspective employed in this book yields some
fresh, and to a degree paradoxical, insights. For example, when proba-
bilities of death are very low, estimates of the value of life may be de-
pressed to the point at which the cost in human lives of a maximum
disaster—right up to and including the extinction of the human race—
would be lower than that of a disaster that killed many fewer people.
What is more, an uncritical belief that saving lives is always a good
thing may impede effective responses to some catastrophic risks.

Another paradox is that the existence of reputable scientific dissent
from a consensus (for example, on the likely consequences of global
warming) may justify greater expenditures on averting a catastrophe
than if the consensus were unchallenged, even though the dissenters
will be arguing for lower expenditures. And, speaking of global warm-
ing, we shall see that a tax on emissions of greenhouse gases might ar-
rest global warming even if the demand for fossil fuels were com-
pletely unresponsive to higher prices in the short run. We’ll also see
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that the propriety of curtailing civil liberties in response to the threat
of catastrophic risks created by terrorist groups or deranged scientists
ought to depend on whether such a curtailment would itself create a
catastrophic risk. Furthermore, when conditions are changing rapidly,
predictions based on simple extrapolation from past experience are
likely to be completely unreliable. This last point is not very fresh, but
it deserves emphasis because of the frequency with which connois-
seurs of catastrophe tell us that bioterrorism, for example, is a minor
threat because few people have been killed by it in the entire course
of human history.

The organization of this book

The principal catastrophic risks, as they now appear, can be divided
into four more or less homogeneous classes, all discussed in chap-

ter 1. The first consists of natural catastrophes, such as pandemics (wide-
spread, often global, epidemics) and asteroid collisions. Technology
did not create or augment the risks in this class (with a partial excep-
tion regarding pandemics), but is critical to the response.

The second class consists of laboratory or other scientific accidents,
for example accidents involving particle accelerators, nanotechnology
(the manipulation of atoms and molecules to create new molecules
and other structures—a nanometer is a billionth of a meter), and arti-
ficial intelligence. Technology is the cause of these risks, and slowing
down technology may therefore be the right response.

The third class consists of other unintentional albeit man-made ca-
tastrophes, such as exhaustion of natural resources (the traditional, yet
least likely, disaster scenario), global warming, and loss of biodiversity.
Both global warming and biodiversity depletion are consequences of
energy generation, land clearing, gene splicing, and other human ac-
tivities that affect climate and genetic variety. The fourth and final class
of catastrophic risks consists of deliberately perpetrated catastrophes,
comprising “nuclear winter,” bioweaponry, cyberterrorism, and digital
means of surveillance and encryption. Because the employment of
these tactics by nations, at least on a global scale, is unlikely at pres-
ent (except in the case of surveillance and encryption), this category
largely equates to technological terrorism.

One catastrophic risk within each of the four classes receives partic-
ular emphasis not only in chapter 1 but throughout the book: asteroid
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collisions in the first class, particle-accelerator disasters in the second,
global warming in the third, and bioterrorism in the fourth—the four
that I sketched at the outset of this introduction. Chapter 1 describes
them at length and with many references to the scientific literature in
order that the reader will understand the scientific reasoning and evi-
dence that have persuaded me that these are risks worth worrying about.

Chapter 2 explores why such risks are analytically, psychologically,
politically, economically, and practically so difficult to cope with or
even to perceive. The obstacles include science fiction, doomsayers
(and the occasional Pollyanna), politics as seen through the lens of
public-choice theory, scientific illiteracy and science worship, exter-
nalities and the lack of a good theory of technological change, and the
cognitive limitations mentioned already that people brush up against
in dealing with very small probabilities. The chapter introduces the
term “economy of attention”23 to name the deficiencies in mental ca-
pacity and institutional resources that make it difficult to think con-
structively about all the low-probability disasters at once, and identi-
fies fallacies in previous considerations of the catastrophic risks. One
of these is an interesting selection fallacy: by definition, all but the last
doomsday prediction is false.24 Yet it does not follow, as many seem to
think, that all doomsday predictions must be false; what follows is only
that all such predictions but one are false.

What can be done to improve the assessment of the catastrophic
risks and of the possible responses to them is the subject of chapter 3.
My focus there is on analytical techniques, centrally cost-benefit analy-
sis, the use of which by U.S. government agencies to evaluate pro-
posed regulations of health and safety is now standard.25 Two points
need to be emphasized when a proposed regulation is aimed at pre-
venting a harm that has only a probability, and not a certainty, of oc-
curring unless the regulation is adopted. The first is that the probabil-
ity of an event is a function of the interval under consideration. The
probability of an asteroid collision is much greater in the next thou-
sand years than in the next six months. (Most of the probability figures
in this book are annual probabilities.)

Second, the simplest way to capture in quantitative terms the proba-
bilistic character of a harm is to multiply the cost that the harm will im-
pose should it occur by the probability that it will occur. The product
is the “expected cost” of the harm; equally it is the expected benefit of
a measure that would prevent the harm from ever occurring. The ex-
pected cost (benefit) of a 1 percent chance of $1,000 is $10.
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Cost-benefit analysis is not yet being used to evaluate the possible
responses to the catastrophic risks. That is a shame. Such analysis is in-
valuable in revealing both anomalies in public policy and opportuni-
ties for improving policy. Granted, it is also exceptionally difficult to
apply to these risks. One reason is uncertainty about their gravity, an
issue entangled with doubts about the feasibility of monetizing death.
There is also uncertainty concerning the benefits of risk-creating scienti-
fic and technological endeavors and the proper discounting (weight-
ing) of risks likely to materialize only in the distant future.26

The limitations of cost-benefit analysis that will be flagged in chap-
ter 3 raise challenging issues of rationality. We usually think of ration-
ality as a means of fitting means to ends and sometimes also of weigh-
ing ends in light of ultimate goals such as welfare or happiness (the
same analytic procedure but with immediate ends being redefined as
means to ultimate ends). But how are rational decisions to be made if
means cannot be weighed and compared because essential informa-
tion is unobtainable?

Admitting the difficulties, I am nevertheless optimistic about the po-
tential of cost-benefit analysis to shape sound responses to the cata-
strophic risks. I shall suggest ways of eliding the conceptual and mea-
surement problems—such ways as inverse cost-benefit analysis and
the tolerable-windows approach. I shall show how one might be able
to skirt many of the difficulties and some of the expense of curbing
global warming by reconceiving proposals for taxation of greenhouse-
gas emissions so that emission taxes are seen as a means of inducing
technological breakthroughs (without which global warming is very
unlikely to be checked) rather than of bringing about immediate sub-
stitution away from activities, such as the burning of fossil fuels, that
produce such emissions.

Chapter 4 examines a number of possible institutional reforms at the
law-science interface that may aid in coping with the catastrophic risks.
They have mainly to do with the role of lawyers, courts, regulation,
and international organizations in the control of the risks. I also discuss
specific policies (other than the fiscal policies discussed in chapter 3)
for controlling them. The policies include various police measures,
some already adopted, to deal with deliberate catastrophic risks, pri-
marily that of bioterrorism. Both the actual and the proposed policies
have received little disinterested analysis, having become caught up in
partisan bickering and treated as a provocation by civil libertarians.
Civil-liberties concerns are unlikely to be a persuasive counterweight
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to concerns with public safety until civil libertarians begin to identify
and if possible quantify the concrete benefits that they envisage from
adhering to principles that may be making the world vulnerable to a
catastrophic terrorist attack. On the other side of the political divide,
the knee-jerk conservative reflex against surrendering any U.S. sover-
eignty to international organizations is as blind to the need for difficult
trade-offs as the civil libertarian’s refusal to take threats to life and limb
seriously.

Some useful distinctions

Several distinctions, some already hinted at, cut across the organiza-
tion of the book and should be borne in mind throughout. One is

the distinction between the promotion of technology and its control.
Another is the distinction between, on the one hand, natural and man-
made catastrophes that technology might prevent, and, on the other
hand, catastrophic risks brought about or made more dangerous by
technology. These distinctions are needed in order to avoid giving the
analysis too negative a cast. Modern science and technology have
enormous potential for harm. But they are also bounteous sources of
social benefits. The one most pertinent to this book is the contribution
technology can make to averting both natural and man-made catastro-
phes, including the man-made catastrophes that technology itself en-
ables or exacerbates. For example, breakthroughs in the technology of
utilizing sunlight and wind as sources of energy could alleviate the
problem of global warming—itself a product in large measure of tech-
nological progress (as manifested mainly in the internal combustion
engine and the generation of electricity from coal, oil, and natural
gas)—by enabling the substitution at reasonable cost of these clean
forms of energy for fossil fuels.

Other benefits of modern science must be kept in mind as well. As
much as 30 percent of the growth in total output of goods and services
in the twentieth century may have come from scientific and techno-
logical innovation rather than from increases in the amount of labor or
capital inputs into production.27 And measured progress, such as growth
in GDP,28 understates the actual increase in social welfare that innova-
tion has brought about. Think not only of the improvements in the
quality of products and services (ranging from automobiles to den-
tistry) and the flood of entirely new products and services, but also of
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the increase in longevity, which is estimated to have added as much 
to personal welfare as the increase over the same period in personal
income.29

Another important distinction is between catastrophes that portend
the extinction of the human race in the long run and catastrophes that
may bring about its extinction in the foreseeable future—before the
end of the current century, say. This distinction will enable me to make
analysis less intractable by downplaying catastrophes that are likely to
occur only in the exceedingly remote future. Some people think it im-
portant that the human race survive for millions, even billions or tril-
lions, of years. Worried therefore about the expansion of the sun into
the earth’s orbit, which is expected to occur in a few billion years,30

they want us to begin thinking seriously about colonizing other plan-
ets. Dinosaurs had a “run” of more than 100 million years but then be-
came extinct, and it might seem tragic that such a fate awaits us unless
we do something.

Most people who think along these lines do so not because they
have too much imagination but because they have too little. They have
great difficulty understanding what an incredibly long time even 1 mil-
lion years is from a human standpoint—that it has room for 200 civi-
lizations as long-lived as ours has been (dating human civilization from
the earliest, the Sumerian, to leave a written record). A span of a mil-
lion years, let alone of a billion or a trillion, belongs to a timescale that
cannot have real meaning for human beings living today. The human
mind does not readily grasp the human significance of very large (also
very small) numbers—as in Stalin’s sinister quip that one death is a
tragedy, a million deaths a statistic.

I suspect that for most people who worry about whether the human
race will be around in a million years the psychological difference be-
tween a hundred and a million years is slight. That doesn’t mean that
people are dummies. It means rather that the human brain reached its
present capacity in prehistoric times, when people lived in small groups,
used simple tools, and had to devote their entire mental capacity to
coping with their visible, audible, and tangible environment. An abil-
ity to grasp the significance of the immensely large and immensely
small magnitudes that preoccupy scientists and characterize the kind
of risks with which I’m concerned in this book, like the closely related
ability to deal with probability and statistics, would have had no sur-
vival value. Consider such magnitudes as the following, all of great in-
terest to scientists but incomprehensible to the laity: If an apple were
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as large as the earth, and its constituents similarly magnified, one of its
atoms would be as large as a normal apple. An atom, moreover, is
mostly empty space, with the nucleus, in which the mass of the atom
is concentrated, occupying less than a trillionth of that space. The nu-
cleus itself is a composite of smaller particles—protons and neutrons—
themselves composed of still smaller particles—quarks. All matter and
energy may be composed ultimately of still smaller entities called
“strings”; if an atom were the size of the universe, a string would be
the size of the average tree.31 That’s toward the lower end of the
(known) size scale; toward the upper end is the universe itself, com-
posed of billions of galaxies, each consisting of billions of stars. And
there may be even smaller particles than strings and there may be a
multitude of universes, perhaps superimposed but invisible to each
other because occupying different spatial dimensions.

A compelling reason for not giving a great deal of thought to the re-
mote future is the difficulty, often the impossibility, of making accurate
predictions beyond a few years. People in the year 1000 could have
had only the vaguest conception of what the world would be like in
the year 2004, and we can have only the vaguest conception of what
it will be like in the year 3000, let alone the year 1,000,000. We have
better predictive methods than people in 1000 did, but on the other
hand the rate of technological change is higher now than it was then.
Lacking the requisite foreknowledge we can’t know what we should
be doing now to forestall the disasters that are possible, maybe even
likely, on that timescale.

So I’m not going to worry very much about the prospects for per-
petuating the human species indefinitely, although I shall have to touch
on the issue in chapter 3 in discussing the use of cost-benefit analysis
as a tool of catastrophic-risk assessment. But catastrophes that might
cause the extinction of the human race, or inflict some lesser but still
cataclysmic harm, by the beginning of the next century are certainly
worth thinking about. Many of the children and most of the grand-
children of the people living today can be expected, barring such a ca-
tastrophe, to survive into the twenty-second century.

There’s a lot of room, though, between a hundred years in the fu-
ture and a million years, and I am not sure that we should be cavalier
about what may happen in a thousand years. Suppose that in 4 A.D. the
Romans had started up a particle accelerator that created a risk, albeit
very small, of destroying the earth. (Such an accelerator was started up,
at Brookhaven National Laboratory, in 2000, as we shall see in chapter
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1.) Suppose the annual risk of such a disaster was one in a million and
that each year’s risk of disaster was independent of every other year’s
risk in a statistical sense. Then the risk of a disaster occurring some-
time within the next 2,000 years that would end human history before
or during our lifetime would have been an uncomfortably large 1 in
500.32 (The formula—which recurs throughout this book—for the prob-
ability of surviving n periods when there is a probability p of death in
each period and the n probabilities are independent of each other is
(1 � p)n. For p � .000001 and n � 2,000, the probability of survival
is .998, so the probability of death is .002.) Do we think it would have
been responsible for the Romans to have taken such a risk, merely be-
cause it would be slight if it were truncated at a hundred years?

This example suggests that the reason human survival beyond, say,
the twenty-second century has little resonance with most of us is merely
that the future is hazy; the haziness illustrates the operation of imagi-
nation cost. The future that is now the present was as hazy to the Ro-
mans as our future is to us. But that would not have been a good rea-
son for their risking the destruction of the human race in what to them
was the remote and therefore weightless future. Where the example is
misleading, however, is in failing to extrapolate from the Romans’ as-
sumed ability (assumed in my example, that is—obviously the assump-
tion is contrary to fact) to build a particle accelerator 2,000 years ago.
If they had had that much knowledge in 4 A.D., then probably within
a few hundred more years they would have learned how to avoid an
accelerator disaster, and so the risk of extinction by 2004 would have
been smaller than 1 in 500. Nevertheless the example is relevant to
whether we should be utterly insouciant about the fate of our remote
descendants (“remote” on the scale of thousands, not millions or bil-
lions, of years). It does not answer the question how much we “owe”
the remote future, but the answer may not be important. The threat
that the catastrophic risks pose in the near future, the current century,
may be a sufficient basis for taking effective action now to prevent the
risks from ever materializing.

A complication in my decision largely to ignore the remote future is
that low-probability events can happen at any time. Suppose the kind
of asteroid collision that is believed to have done in the dinosaurs 65
million years ago occurs on average only once in 65 million years.
(We’ll see that astronomers actually reckon the probability as between
1 in 50 million years and 1 in 100 million years.) This implies that such
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a strike is unlikely to occur in this century, not that we are “due” for
it. Asteroid strikes are independent events in the statistical sense, the
sense in which the fact that a tossed fair coin comes up heads does not
affect the probability that the next toss will also come up heads. An
event that occurs every 65 million years is as likely (unlikely) to occur
this year or this decade or this century as it is to occur in any other
year, decade, or century. It’s not like the sun’s expanding into the
earth’s orbit, which we have reason to think has essentially a zero
probability today and will continue to do so for eons but will then
begin to rise, eventually to one.

The reason for the hedge in “essentially” is that I want to avoid mak-
ing claims of metaphysical certainty. From a scientific standpoint, any-
thing is possible. But some possibilities really are too remote to be
worth worrying about, such as the possibility that my next breath will
create a black hole or that the entire human population will be per-
suaded to commit suicide. To put this differently, we have to be se-
lective in responding to the catastrophic risks because if we allow our
imaginations to multiply their number indefinitely we’ll end up doing
nothing about any of them.

And that would be tragic. For while it would be reassuring to think
that only a lunatic fringe of Greens and Chicken Littles is worried that
nature or technology may destroy or immiserate the human race, this
just is not so. From the other end of the political spectrum from the
Greens, I quote David Friedman, a libertarian economist fiercely hos-
tile to government regulation but who has a Ph.D. in physics and a
keen interest in science and technology:

The next century [meaning the next 100 years, not the twenty-
second century] or so is radically uncertain, with plausible out-
comes ranging from the extermination of our species to the con-
version of humans to more or less immortal near-gods. But it isn’t
clear that increasing “regulation” makes the adverse outcomes
less likely or the good outcomes more. We don’t have a decent
mechanism for centralized control on anything like the necessary
scale. What is true is that our decentralized mechanisms, which
work well on a large scale, depend on a world where there is
some workable definition of property rights in which the actions
that a person takes with his property have only slight external ef-
fects, beyond those that can be handled by contract. Technolog-
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ical progress might mean that no such definition exists—in
which case we are left with zero workable solutions to the coor-
dination problem.32

The danger is real; it is also underappreciated. The cure is elusive.
It is sobering to reflect on some implications of the fact that our uni-

verse contains many billions of galaxies, each composed of billions of
stars, most older than our sun.33 Given those numbers, there probably
are billions, maybe trillions, of planets, on some of which intelligent
life almost certainly evolved long before it evolved on earth. So it is
surprising that no intelligent beings have developed a technology that
would enable them to explore the universe and discover, and make
some kind of contact with, us. Of course the only planets inhabited by
intelligent life may be so far away that they would have had to reach sci-
entific maturity many millions of years ago to have been able to commu-
nicate with us, given that no signal can (scientists firmly believe) travel
faster than light. Another possibility, however, is that whenever a race
(and it could be a race of robots that had taken over from the “natu-
ral” race that had created them—one of the doomsday scenarios that
I examine in chapter 1) reaches the level of technological sophistica-
tion, which we are rapidly approaching, at which it would be possible
to make contact with intelligent life elsewhere in the universe, it de-
stroys itself. It has unleashed forces that it cannot control. It has been
the victim of the tendency of technological advance to outpace the so-
cial control of technology.34
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1

What are the catastrophic risks, 
and how catastrophic are they?

The number of extreme catastrophes that have a more than negligible
probability of occurring in this century is alarmingly great, and their va-
riety startling. I want to describe them and in doing so make clear the
importance of understanding what science is doing and can do and
where it is leading us. I begin with the natural catastrophes and move
from there to the man-made ones, which I divide into three groups:
scientific accidents, other unintended man-made catastrophes, and in-
tentional catastrophes.

Natural catastrophes

Pandemics

The 1918–1919 flu pandemic is a reminder that nature may yet do
us in. The disease agent was an unexpectedly lethal variant of the

commonplace flu virus. Despite its lethality, it spread far and wide be-
cause most of its victims did not immediately fall seriously ill and die,
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so they were not isolated from the healthy population but instead cir-
culated among the healthy, spreading the disease.1 No one knows why
the 1918–1919 pandemic was so lethal, although it may have been due
to a combination of certain features of the virus’s structure with the
crowding of troops in the trenches and hospitals on the Western Front
(where the pandemic appears to have originated near the end of World
War I), facilitating the spread of the disease.2 The possibility cannot be
excluded that an even more lethal flu virus than that of the 1918–1919
pandemic will appear someday and kill many more people. There is
still no cure for flu, and vaccines may be ineffective against a new mu-
tant strain—and the flu virus is notable for its high rate of mutations.3

Another great twentieth-century pandemic, AIDS, which has already
killed more than 20 million people,4 illustrates the importance to the
spread of a disease of the length of the infectious incubation period.
The longer a person is infected and infectious yet either asymptomatic
or insufficiently ill to be isolated from the healthy population, the far-
ther the disease will spread before effective measures, such as quar-
antining, are taken. What has proved to be especially pernicious about
AIDS is that its existence was not discovered until millions of people
had been infected by and were transmitting the AIDS virus (HIV), which
has an average infectious incubation period of 10 years. Given the length
of that period, the only thing that may have prevented AIDS from wip-
ing out the human race is that it is not highly infectious, as it would be
if HIV were airborne rather than being transmissible only by being in-
troduced into a victim’s bloodstream. Even by unsafe sex it is “gener-
ally poorly transmitted. For example, the probability of transmission
from a single anal receptive sexual contact with an infected partner is
estimated at 1 in 100 to 1 in 500.”5 However, the length of HIV’s in-
fectious incubation period and the difficulty of transmission may be re-
lated; for, given that difficulty, were the virus unable to “hide” from its
host’s immune system for a considerable time, it would be detected
and destroyed before it had a chance to replicate itself in another host.6

AIDS illustrates the further point that despite the progress made by
modern medicine in the diagnosis and treatment of diseases, develop-
ing a vaccine or cure for a new (or newly recognized or newly viru-
lent) disease may be difficult, protracted, even impossible. Progress
has been made in treating AIDS, but neither a cure nor a vaccine has
yet been developed. And because the virus’s mutation rate is high, the
treatments may not work in the long run.7 Rapidly mutating viruses are
difficult to vaccinate against, which is why there is no vaccine for the
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common cold and why flu vaccines provide only limited protection.8

Paradoxically, a treatment that is neither cure nor vaccine, but merely
reduces the severity of a disease, may accelerate its spread by reduc-
ing the benefit from avoiding becoming infected. This is an important
consideration with respect to AIDS, which is spread mainly by volun-
tary intimate contact with infected people.

It might seem that the role of technology in relation to naturally oc-
curring diseases would be wholly positive. Not so. Modern transporta-
tion, especially by air, facilitates the rapid spread of new diseases, as
does crowding in huge cities, especially in poor countries.9 These may
be factors in the increased number of emerging (new) and “re-emerging”
diseases, such as tuberculosis, in recent decades.10 And the promiscu-
ous use of antibiotics has spurred the evolution of antibiotic-resistant,
potentially lethal bacteria.11 (The effect is similar to that of pesticides
in promoting the evolution of pesticide-resistant pests.)12 I call it “promis-
cuous” because neither the patient nor his doctor is likely to consider
the effect of prescribing the antibiotic on the evolution of resistant dis-
ease strains. But it may be offset by the benefit to the patient, and may
even be neutralized by the fact that curing an infected person shortens
the time during which he or she can infect other people.

Crowding in huge cities may not seem related to technology, but it
is, albeit indirectly. For it is largely a consequence of population growth
and economic development,13 both of which are strongly influenced
by technological progress, particularly in public health and agriculture.14

Yet the fact that Homo sapiens has managed to survive every disease
to assail it in the 200,000 years or so of its existence is a source of gen-
uine comfort, at least if the focus is on extinction events. There have
been enormously destructive plagues, such as the Black Death, small-
pox, and now AIDS, but none has come close to destroying the entire
human race. There is a biological reason. Natural selection favors germs
of limited lethality; they are fitter in an evolutionary sense because their
genes are more likely to be spread if the germs do not kill their hosts
too quickly. The AIDS virus is an example of a lethal virus, wholly nat-
ural, that by lying dormant yet infectious in its host for years maxi-
mizes its spread. Yet there is no danger that AIDS will destroy the entire
human race, that is, its host population.

The likelihood of a natural pandemic that would cause the extinc-
tion of the human race is probably even less today than in the past (ex-
cept in prehistoric times, when people lived in small, scattered bands,
which would have limited the spread of disease), despite wider human

What are the catastrophic risks, and how catastrophic are they?
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contacts that make it more difficult to localize an infectious disease.
The reason is improvements in medical science. But the comfort is a
small one. Pandemics can still impose enormous losses and resist pre-
vention and cure: the lesson of the AIDS pandemic. And there is al-
ways a first time.

That the human race has not yet been destroyed by germs created
or made more lethal by modern science, as distinct from completely
natural disease agents such as the flu and AIDS viruses, is even less re-
assuring. We haven’t had these products long enough to be able to
infer survivability from our experience with them. A recent study sug-
gests that as immunity to smallpox declines because people are no
longer being vaccinated against it, monkeypox may evolve into “a suc-
cessful human pathogen,”15 yet one that vaccination against smallpox
would provide at least some protection against; and even before the
discovery of the smallpox vaccine, smallpox did not wipe out the
human race. What is new is the possibility that science, bypassing evo-
lution, will enable monkeypox to be “juiced up” through gene splicing
into a far more lethal pathogen than smallpox ever was.

Asteroids

Arisk of natural catastrophe that cannot be blamed on technology
to even the slightest degree is that of a collision between an as-

teroid or comet and the earth.16 I’ll ignore comets—only about 1 per-
cent as many comets as asteroids approach close enough to the earth
to pose a danger of collision17 and in addition their cores are made of
ice, which makes them less dangerous than asteroids (most of which
are rocks, but some of which may be ice too),18 though some scientists
believe that the danger of comets is being seriously underestimated.19

I’ll also ignore “meteorites” in the sense of either really tiny asteroids
or mere shards of an asteroid or a comet that happen to break off and
fall to earth; they are too small to have catastrophic effects.

A billion asteroids orbit the sun in a belt between Mars and Jupiter.
If they all stayed in the belt, they would pose no danger of colliding
with the earth. But because of changes over time in their orbits, some
of them have strayed and now occupy orbits close enough to the earth’s
to create a risk of collision. It is estimated that 1,148 asteroids with a
diameter of 1 kilometer or more should be considered potentially haz-
ardous near-earth objects because their orbits bring them at times
within 7.5 million kilometers of the earth and they are big enough to
do tremendous damage. A collision between one of these PHOs and
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the earth is expected to occur every 500 to 1,000 years.20 These esti-
mates are based on the frequency of past collisions of asteroids with
earth and other planets and with our moon, as well as on calculations
of the orbits of those asteroids that have been identified as near-earth
objects.

An asteroid that struck what is now Mexico 65 million years ago,
though estimated to have been only 10 kilometers (slightly more than
6 miles) in diameter when it entered the earth’s atmosphere, is believed
to have caused the extinction of the dinosaurs, along with many other
forms of life.21 A similar collision is believed to have occurred 250 mil-
lion years ago, wiping out 90 percent of the species living then.22

Not all geologists and paleontologists agree that the asteroid strike
was the sole or major cause of the extinction of the dinosaurs.23 And
among those (the majority) who think it was, there is disagreement
over the form of the destruction caused by the strike. The dominant
view is that dust from the shattered asteroid blocked sunlight, shutting
down photosynthesis, which caused the dinosaurs to starve to death.
An alternative view that is gaining ground is that dust alone couldn’t
have caused the extinction of the dinosaurs; rather, the impact of the
asteroid ignited forest fires all across the earth, engendering vast clouds
of smoke and soot augmented by clouds of sulfuric acid resulting from
the asteroid’s having vaporized sulfate rock in the earth when it hit.24

If the second theory is correct, collisions with asteroids having a di-
ameter of between 0.6 and 1.5 kilometers would be less destructive than
adherents of the dust theory would predict, because such collisions
would not produce huge clouds of soot and sulfates.25 But there is little
doubt that a collision with an asteroid having a diameter of 10 kilo-
meters might cause the near or even total extinction of the human race
by a combination of fire, concussion, enormous tidal waves, and the
blocking for several years of the sunlight required for crops and other
plant life. “By this size [10 kilometers], most of the world’s [human]
population would almost certainly perish.”26

Even a collision with a much smaller asteroid—1.5 to 2 kilometers—
might kill a billion or more people.27 Collisions with asteroids of that
size are believed to occur on average only once in 500,000 to 1 million
years.28 But the literature also contains an estimate of a 1/360,000 an-
nual probability that an asteroid with a diameter of at least 1.7 kilo-
meters will collide with the earth, with horrendous effects,29 including
a death toll that might reach 1.5 billion.30 In contrast, a collision with
an asteroid 10 kilometers or larger is expected to occur only once in
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50 million to 100 million years,31 and only one of the current near-earth
objects identified so far is this large. But as of April 2003, only 645 of
the estimated 1,148 near-earth objects had been identified, and 22 of
the 645 (including the one giant) have a diameter of at least 3.5 kilo-
meters and another 96 have a diameter of at least 1.8 kilometers.32

There may be as many as 300,000 near-earth objects with a diameter of
at least 100 meters, although 100,000 is considered the best estimate.33

Nor should the destructive effects of the innumerable smaller aster-
oids be ignored. An asteroid that may have been no more than 50 me-
ters in diameter exploded five miles above the Tunguska River region
of Siberia in 1908, generating a quantity of energy equivalent to that of
10 to 15 megatons of TNT, the equivalent of an early hydrogen bomb.34

Table 1.1 summarizes the types of asteroid collision, with associated
probabilities and consequences. Note however that in most cases these
are maximum consequences: a Tunguska-sized asteroid, for example,
will have the consequences listed in the second row of the table only
if it explodes above or near a large city, which is extremely unlikely
because large cities occupy only a minute fraction of the earth’s sur-
face. The damage done by a colliding or exploding asteroid will vary
with its closing speed and density, as well as with its size and where it
hits. Thus, if an asteroid explodes far enough away from the earth, as
most incoming asteroids do, there is no harm, and likewise if it shrinks
to a harmless size as a result of the heat of the atmosphere or melts in
that heat because it is made of ice. Not much comfort can be taken
from shrinkage of a large asteroid during its descent through the earth’s
atmosphere, however. That shrinkage is the by-product of the release
of destructive energy that heats the column of air in the path of the
plunging asteroid. That is why estimates of the effects of asteroid
strikes are based on the size of the asteroid when it begins its descent
through the atmosphere.

Because of the small size even of asteroids large enough to cause
colossal destruction, and the high speed (it might easily be as high as
25 miles per second)35 at which an asteroid would hit the earth unless
it had disintegrated in the atmosphere, an impending collision would
not be discovered more than a second or two before impact unless a
telescope happened to be pointed in the right direction. And if the 
asteroid’s presence were discovered, there would be no way to pre-
vent the collision. However, a network of earth- or space-based tele-
scopes, deployed to maintain continuous surveillance of the entire sky
so that asteroids approaching the earth from any direction would be
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Table 1.1. Impact Effects of Near-Earth Objects

Average
interval

Crater between
NEO Yield diameter impact

diameter (megatons) (km) (years) Consequences

<10 Upper atmosphere detonation of
“stones” (stony asteroids) and
comets; only “irons” (iron asteroids
<3%), penetrate to surface

75m 10 to 100 1.5 1,000 Irons make craters (Barringer Crater);
stones produce air-bursts (Tunguska).
Land impacts could destroy area the
size of a city (Washington, London,
Moscow).

160m 100 to 3 4,000 Irons and stones produce ground-
1,000 bursts; comets produce air-bursts.

Ocean impacts produce significant
tsunamis. Land impacts destroy area
the size of a large urban area (New
York, Tokyo).

350m 1,000 6 16,000 Impacts on land produce craters;
to ocean-wide tsunamis are produced

10,000 by ocean impacts. Land impacts de-
stroy area the size of a small state
(Delaware, Estonia).

700m 10,000 12 63,000 Tsunamis reach hemispheric scales,
to exceed damage from land impacts.

100,000 Land impacts destroy area the size of
a moderate state (Virginia, Taiwan).

1.7km 100,000 30 250,000 Both land and ocean impacts raise
to enough dust to affect climate, freeze

1 million crops. Ocean impacts generate global
scale tsunamis. Global destruction of
ozone. Land impacts destroy area the
size of a large state (California, France,
Japan). A 30-km crater penetrates
through all but the deepest ocean
depths.

3km 1 million 60 1 million Both land and ocean impacts raise
to dust, change climate. Impact ejecta

100 million are global, triggering widespread
fires. Land impacts destroy area the
size of a large nation (Mexico, India).

7km 10 million 125 10 million Prolonged climate effects, global con-
to flagration, probable mass extinction.

100 million Direct destruction approaches conti-
nental scale (Australia, Europe, USA).

16km 100 million 250 100 Large mass extinction (for example
to million K/T or Cretaceous-Tertiary geological

1 billion boundary).

>1 billion Threatens survival of all advanced life
forms.

Source: Report of the [U.K.] Task Force on Potentially Hazardous Near Earth Objects 16 (Sept. 2000).



spotted, could be built that would give warning months, years, or even
centuries in advance that a dangerously large asteroid was likely to hit
the earth.

It takes many observations of an astronomical body to be able to
determine its precise orbit, a complication being that an asteroid’s orbit
is subject to slight perturbations, mainly from Jupiter’s gravitational
field, that have a cumulatively significant effect on its orbit. These per-
turbations and therefore the asteroid’s exact orbit can be determined
with enough observations, but the precision required would be very
great. A 1-centimeter change in orbit when an asteroid was still some
distance from the earth could cause the asteroid, though it seemed to
be heading straight for the earth, to miss it by a safe margin—or an as-
teroid that seemed certain to miss the earth by a safe margin instead to
hit it.36

Once an asteroid was determined to be on a collision course with
the earth, it might be possible, depending on the size and distance of
the asteroid, to use missiles tipped with nuclear or other explosives to
change its orbit, or perhaps spacecraft carrying rockets that would be
fastened to the asteroid to change its orbit by a steady pushing, which
would actually exert greater force than an explosion—yet might take
years to accomplish.37 Successful deflection would depend on the mis-
sile’s (or spacecraft’s) being able to intercept the asteroid while it was
still far from earth. For once it was near, its path could no longer be al-
tered enough to avoid the collision. And merely blowing it up might
not reduce its lethality. The rain of fragments could be as destructive
as a single impact,38 or even more so, though mainly because there
would be a greater likelihood that one of many fragments would hit a
populated area than that a single intact asteroid would.39 Successful de-
flection of incoming asteroids, whether by pushing or blasting, would
also require knowledge that we do not yet have concerning the struc-
ture and composition of the asteroids.

Because of such uncertainties, an asteroid defense probably would
not be airtight. The farther in the future the estimated date of impact
was, the more time there would be to deflect the asteroid but also the
greater the likelihood of an error, including an error that resulted in
nudging the asteroid into a collision course with the earth. But unless
the risk of such an error were significant, even an imperfect defense
would be beneficial. If the point of impact could be determined only a
few weeks in advance, evacuation of the population in its vicinity might
save millions of lives even if the impact itself could not be prevented.
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As this example shows, prevention is not the only possible response
to a risk. This is true even when the risk is of extinction. Were it known
that the human race would become extinct in 10 years, people would
respond by reducing their savings rate, since savings are a method of
shifting consumption to the future. The response would reduce, how-
ever slightly, the cost of the impending extinction.

The risk of extinction is only one of the risks created by the asteroid
menace, and it is the aggregation of risks that should be the focus of
concern. Clark Chapman and David Morrison estimate that the chance
of being killed by an asteroid of any size is approximately the same as
that of being killed in an airplane crash or a flood.40 John Lewis esti-
mated that there is a 1 percent chance of an asteroid one or more kilo-
meters in diameter hitting the earth in a millennium, and that such a
hit would kill an average of one billion people.41 This figure equates
to an expected annual death rate from such strikes of 10,000. Elsewhere
in his book, it is true, Lewis estimated an annual death rate of only 1,479
even when the 1-kilometer threshold was dropped and all possible as-
teroid (and comet and meteorite) collisions were considered.42 But that
figure was based on a Monte Carlo simulation (Monte Carlo simula-
tions map probabilities onto timescales, showing when a probabilistic
event might occur on the timescale covered by the simulations) that
was truncated at 10,000 years; thus a very rare, very destructive aster-
oid collision might not show up in the truncated simulation but would
if the simulation covered a longer interval.

Other natural catastrophes

Other natural catastrophes besides pandemics and asteroid colli-
sions are of course possible, including a volcanic eruption in Yel-

lowstone National Park that might be a thousand times more powerful
than that of of Mount St. Helens—an eruption that had the explosive
energy of 24 megatons of TNT, about twice that of the Tunguska as-
teroid explosion.43 Volcanic eruptions have, however, less cataclysmic
potential than pandemics or asteroid strikes. There is usually some
warning, and the upper bound of destruction is lower, in part because
few volcanoes are located in heavily populated areas. (Vesuvius, near
Naples, is an exception.) But major volcanic eruptions are far more fre-
quent than serious asteroid collisions, and so the expected cost of the
former may be equal to or, in all likelihood, greater than that of the lat-
ter, though this may depend on whether the harm of extinction de-
serves a special weight, an issue I take up in chapter 3.
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There have been horrendous earthquakes, of which the great Lisbon
earthquake of 1755, which is estimated to have killed 60,000 people,
is very far from having been the largest; an earthquake in Shensi,
China, in 1556 is estimated to have killed more than 800,000 people.44

But earthquakes, like volcanoes, do local rather than global damage. I
shall skip over these and other natural catastrophes and move to the
man-made ones.

Scientific accidents

The strangelet scenario

Several types of catastrophe that might result from scientific acci-
dents (the sort of thing most famously dramatized by Mary Shelley’s

novel Frankenstein) deserve consideration. Another, the accidental pro-
duction of lethal new germs, I defer to the discussion of bioweaponry
later in the chapter.

As explained by Sir Martin Rees, professor of physics at the Univer-
sity of Cambridge and the United Kingdom’s Astronomer Royal, the
physics of subatomic particles is not so well understood that the fol-
lowing end-of-the-world scenario can be dismissed as total fantasy.
Collisions of atomic particles in very powerful particle accelerators,
though perhaps no more powerful than an existing accelerator, the
Relativistic Heavy Ion Collider at the Brookhaven National Laboratory
in Long Island (RHIC), might conceivably produce a shower of quarks
that would 

reassemble themselves into a very compressed object called a
strangelet. . . . A strangelet could, by contagion, convert anything
else it encountered into a strange new form of matter. . . . A hy-
pothetical strangelet disaster could transform the entire planet
Earth into an inert hyperdense sphere about one hundred meters
across.45

Rees considers this “hypothetical scenario” exceedingly unlikely, yet
points out that even a probability of 1 in a billion is not wholly negli-
gible when the result, should the improbable materialize, would be so
total a disaster.

Concern with possible catastrophic consequences of particle-accel-
erator experiments led the director of the Brookhaven National Labo-
ratory to commission a risk assessment, by a committee of physicists
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chaired by Robert Jaffe, before authorizing RHIC to begin operating in
June 2000.46 In a synopsis of the assessment, the director, John Mar-
burger, offered this lucid summary of the strangelet doomsday scenario: 

All particles ever observed to contain “strange” quarks have been
found to be unstable, but it is conceivable that under some con-
ditions stable strangelets could exist. If such a particle were also
negatively charged, it would be captured by an ordinary nucleus
as if it were a heavy electron. Being heavier, it would move closer
to the nucleus than an electron and eventually fuse with the nu-
cleus, converting some of the “up” and “down” quarks in its pro-
tons and neutrons, releasing energy, and ending up as a larger
strangelet. If the new strangelet were negatively charged, the pro-
cess could go on forever.47

That is, the strangelet would keep growing until all matter was con-
verted to strange matter.

The possible catastrophes examined by the assessors were not lim-
ited to a strangelet disaster. They included creating a black hole that
would swallow the earth and maybe the rest of our solar system as
well, and destroying the entire universe by causing a phase transition.
What we call “space” may conceivably “exist in different ‘phases,’ rather
as water can exist in three forms: ice, liquid, and steam. . . . Some
[physicists] have speculated that the concentrated energy created when
[subatomic] particles crash together could trigger a ‘phase transition’
that would rip the fabric of space itself,” destroying all the atoms in the
entire universe.48 However, these consequences seem much less likely
even than a strangelet disaster. One minor though intriguing reason for
thinking this is that if there is intelligent life elsewhere in the universe,
as seems highly likely from the sheer number of planets (see the in-
troduction), some civilization more advanced than our own would
already have built a particle accelerator as powerful as RHIC, precipi-
tating a phase transition that would have destroyed the universe.

RHIC (pronounced “Rick” by insiders) is not actually the world’s
most powerful accelerator. Collisions at Fermilab’s Tevatron accelera-
tor (in Batavia, Illinois) between individual protons and antiprotons
generate energies greater than those at RHIC. The difference is that by
colliding and shattering gold nuclei, which are far more massive than
a single proton or antiproton—each gold nucleus contains 197 protons
and neutrons—experiments at RHIC produce an unprecedented vol-
ume of quarks (the constituents of protons and neutrons), which might
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include a large number of strange quarks, though none has been de-
tected. It is the possibility of producing a shower of strange quarks that
gives rise to anxiety about their clumping to form a strangelet that
might have a negative charge and set off the chain reaction described
by Rees and Marburger.49

To add to one’s worries, the Center for European Nuclear Research
(CERN), in Geneva, is planning to begin operating an accelerator—the
Large Hadron Collider—in 2007 that will outdo RHIC in luminosity.
“Luminosity” is the scientific terms for how likely it is for collisions to
occur in an accelerator. The more that occur, the more quarks, includ-
ing strange quarks, are likely to be produced. It is the enhanced lumi-
nosity of RHIC, compared to existing accelerators, that creates concern
that particle collisions in RHIC might cause a strangelet disaster. In ad-
dition, Brookhaven is seeking funding for a $150 million upgrade of
RHIC (“RHIC–II”), to begin operating in 2010, that will enable particle
collisions with up to 40 times the luminosity of RHIC.50

It is tempting to dismiss the risk of a strangelet disaster on the
ground that the mere fact that a risk cannot be shown to be precluded
by a law of nature is not a sound reason to worry about it. Should I be
afraid to swim in Loch Ness lest I be devoured by Nessie? This ques-
tion was put to me by a physicist who is deeply skeptical about the
strangelet scenario. The question is not well formed. The interesting
question is whether a sea “monster” of some sort, perhaps a dinosaur
that managed to avoid extinction, or, more probably, some large sea
mammal, may be lurking somewhere in the lake. No law of nature for-
bids that there shall be such a creature in a deep Scottish lake, and al-
though none has been found despite extensive searches, and many
fraudulent sightings have been unmasked,51 it is unclear whether the
entire lake has been searched.52 It seems extraordinarily unlikely that
there is anything that would qualify as a “Loch Ness Monster”—but
would one want to bet the planet that there is not?

Or consider the proposition that no human being has ever eaten an
entire adult elephant at one sitting. Philosophers use such propositions
to argue that one can have empirical certainty without a confirming ob-
servation. Yet although there is no known instance of such a meal, it is
conceivable that modern technology could so compact an elephant as to
make it digestible in one sitting, and it is also conceivable, though only
barely, that someone, somewhere, has successfully employed that tech-
nology. It is exceedingly unlikely (even if one throws in the possibility
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that someone has succeeded in breeding a miniature elephant), but,
again, one wouldn’t want to bet the planet on its not having occurred.

Experiments conducted in RHIC are expected to produce 200 bil-
lion collisions of gold nuclei;53 one would like to be more confident
that none of them will cause a strangelet disaster than one is confident
that there is no large sea animal in Loch Ness or that no human being
has ever devoured an adult elephant at one sitting. The RHIC assessors
concluded, however, that the risk of a strangelet disaster was too slight
to worry about (the accuracy of their assessment has been questioned,
as we shall see in chapter 3),54 and the accelerator went into operation
with no untoward consequences.

“With no untoward consequences”—and so, one may be inclined
to remark, the assessors were vindicated and another Chicken Little
scenario laughed away. But were they vindicated, really? And should
the fact that the world has survived four years of experiments at RHIC
make us smile at those who thought permitting such experimentation
might result in the destruction of the earth? The answer to both ques-
tions is no. It’s not as if any responsible person had thought the prob-
ability that the first experiment conducted at RHIC would have cata-
strophic consequences was 100 percent, or anywhere close to that
figure. The fact that the accelerator has operated without incident for
four years tells us nothing about the probability of catastrophe except
that it is indeed less than 100 percent in four years. Suppose the as-
sessors had thought the probability zero, and the critics of RHIC had
thought it was .0000001 (one in 10 million) per year. Uneventful opera-
tion for four years would not enable a choice to be made between
these two estimates. Yet as we shall see in chapter 3, the choice might
be crucial to whether the project could have passed a cost-benefit test
had it been subjected to one (it was not).

Now it is true that the best reason for not betting the world on there
not being a Loch Ness Monster or that no human being has ever eaten
an entire adult elephant at one sitting is that winning the bet wouldn’t
yield a significant benefit to offset the risk, tiny as it is. So if experiments
in RHIC are likely to yield a significant benefit, we might be quite ra-
tional to accept the remote possibility of even complete disaster. As we
shall see in chapter 3, however, it is uncertain whether such experi-
ments are likely to yield a significant benefit.

An exceedingly modest variant of the strangelet doomsday scenario,
yet still a frightening portent, occurred a few years ago and merits no-
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tice. It involved the AIDS drug ritonavir (trade name Norvir). Two years
after Abbott Laboratories began commercial production of the drug, a
previously unknown polymorph (that is, a different crystalline form of
the drug’s active ingredient) appeared in Abbott’s Illinois plant. Imme-
diately the old form began converting to the new, because the new
form was more stable. (Later-appearing polymorphs tend to be more
stable than earlier-appearing ones. The less stable a crystal is, the more
likely it is to convert to a more stable crystalline form, and once it has
converted it is unlikely to convert back.)55 The conversion precipitated
a market crisis because the new form did not have the therapeutic
properties of the old. Fortunately (or so it seemed), the new form had
not yet been observed in the plant in Italy where the bulk ritonavir was
manufactured for shipment to the Illinois plant to be made into pills.
But shortly after a visit to that plant by Abbott scientists from Illinois,
the new form showed up there too, probably as a result of “seeding”
of the plant by minute crystals—perhaps no more than a few tens of
molecules in size56—that had adhered to the scientists’ clothing. As a
result, the plant could no longer produce the old form.57

Crystal conversion by seeding is becoming more common, appar-
ently because conversion from one crystalline form to another is im-
peded by impurities; they interfere with the formation of new crys-
talline forms. Impurities in the manufacture of chemicals are becoming
less common, because of improvements in the technology of manu-
facturing. It is another example of how technological progress can cause
trouble.

The relevance of crystal conversion by seeding to the strangelet sce-
nario lies in the fact that the mechanism of that conversion is not yet
well understood,58 just as the behavior of the most fundamental con-
stituents of the universe is not yet well understood—which is why
physicists want ever more powerful particle accelerators. High-energy
physicists know a great deal more about those constituents than they
did 100 years ago or even 20 years ago, but they will acknowledge that
they probably know very little relative to what there is to know about
such things.

The analogy of strangelets to crystals must not be pressed too hard.
The bonds that hold atoms together in a crystal are weaker by several
orders of magnitude than those binding the particles in an atom’s nu-
cleus.59 They can usually be severed by the application to the crystal
of moderate amounts of heat or pressure or by placing the crystal in a
solvent, such as water. The energies required to decompose a subatomic
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particle into its component quarks (including the strange quark—the
bad guy in the strangelet doomsday scenario) are greater still by sev-
eral orders of magnitude.60 Probably the energies deployed in particle
accelerators are too weak to set off the kind of chain reaction envis-
aged in the strangelet scenario, or to create black holes, a new big bang,
or a catastrophic phase transition, as distinct from the kind of chain
reaction sparked off by the seeding of Abbott’s Italian plant by tiny
crystals, especially since strange quarks are expected to decay very
rapidly. But we cannot take too much comfort from the difference be-
tween the two phenomena. Size is not important to setting off a chain
reaction. A minimum crystal, consisting of just a few atoms, may be
large enough to convert an adjacent, less stable crystal, which in turn
becomes a converter of its neighbors; by this means, conversion pro-
ceeds exponentially.61 It is conceivable that the same type of chain re-
action could be started by a tiny strangelet.

Omnivorous nanomachines

Martin Rees, a highly distinguished physicist whose calm but fright-
ening book has been respectfully reviewed in reputable scientific

journals,62 worries also about the potential effects of laboratory acci-
dents involving nanomachines. He has in mind machines, not yet de-
signed or built but on the horizon, that would be measured in nanome-
ters, which are billionths of a meter.63 (A nanometer is roughly four times
the diameter of an atom.) Nanotechnology has many other uses besides
the as yet hypothetical one of creating nanomachines. For example, by
rearranging the atoms in carbon molecules, nanotechnologists can cre-
ate superstrong carbon filaments.64 And in combination with bioengi-
neering, nanotechnology may soon enable the economical manufac-
ture of computer chips the size of molecules.65 But Rees’s concern lies
elsewhere.

Living cells contain machines, such as the ribosome, that manufac-
ture protein molecules out of simpler molecules that enter the cell from
the bloodstream. Cells thus engage in “self-assembly,” the process by
which “components, either separate or linked, spontaneously form or-
dered aggregates,”66 but the ribosome within a cell performs its manu-
facturing operations under dictation by a genetic program. Chemical or
physical means (the latter including microscopes equipped with tips
that can move and position individual atoms and molecules)67 may
someday be used to create similar machines (“assemblers”) at the
nanometric level. Self-assembly is important because nanosized ma-
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chines are too small to be economically created by building them one
by one; they have to be able to build themselves. “Systematic organi-
zation of matter on the nanometer length scale is a key feature of bio-
logical systems. Nanotechnology will allow us to place components
and assemblies inside cells and to make new materials using the self-
assembly methods of nature.”68

Nanotech self-assembly is illustrated by a process by which germa-
nium atoms, when deposited in the correct number on a properly pre-
pared silicon surface, form themselves into a pyramid by the interac-
tions of the atoms with each other.69 In other words, the germanium
atoms build their own pyramid. Already self-assembly is being used to
create nanowire elements and molecular computer chips.70

And still this is not what Rees is worried about. He is worried about
a possible further step—nanomachines that would be general-purpose
assemblers, just like living cells, which manufacture proteins and
themselves.71 The distinction is between self-assembly, in which small,
relatively simple parts combine to form somewhat more complex struc-
tures, as in the example of the germanium atoms, and self-replication,
in which a complex system reproduces itself, thus creating additional
self-reproducers, on the model of cell division. In short, Rees is worried
about artificial life. Conceivably nanomachines could be “designed to be
more omnivorous than any bacterium, perhaps even able to consume
all organic materials. Metabolising efficiently, and utilising solar energy,
they could then proliferate uncontrollably, and not reach the Malthusian
limit until they had consumed all life.”72 Self-replication implies expo-
nential growth, sorcerer’s apprentice–fashion: 2 becomes 4, 4 becomes
8, and so on. With an unlimited power source enabling rapid replica-
tion and hence multiplication, the creatures might smother the earth.

The word “designed” in the passage I just quoted from Rees sug-
gests deliberate rather than accidental creation of an extinction tech-
nology. But the monster—“gray goo” engulfing the world—might be
created accidentally if nanomachines with the basic abilities required
for self-replication were built. The danger is taken seriously enough by
leading nanotechnologists to have impelled them to issue guidelines lim-
iting the power supply for nanomachines to power sources that, unlike
sunlight, are not found in the natural environment.73 The contention by
the distinguished chemist Richard Smalley that self-replicating nano-
machines will never be created is hardly reassuring, given the record
of scientists’ “never” predictions.74
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Nanotechnology has many beneficial applications and is being sub-
sidized by the U.S. government to the tune of almost $750 million a
year.75 As far as I know, none of this money is being allocated to re-
search into the dangers that the technology poses, or into guiding re-
search away from self-replication and into safer methods of producing
nanomachines, such as autoproduction, in which nanosized assem-
blers would create nanomachines in the desired quantity but would
not replicate themselves. (The sense, doubtless, is that since the dan-
ger of omnivorous nanomachines lies in the future, though probably
only by a decade or two, we can postpone consideration of it.) The ex-
quisite difficulties in dealing with a dangerous technology that might
also be the solution to problems created by other dangerous tech-
nologies are illustrated by the possibility that slightly less voracious
nanomachines than those feared by Rees might alleviate the problem
of global warming by devouring carbon dioxide molecules in the air.76

The dangers of nanotechnology are not limited to self-replicating
nanomachines. As Eric Drexler explains in a private communication,

Molecular manufacturing will be able to produce aerospace sys-
tems orders of magnitude cheaper than today’s, with lighter struc-
tures and engines, superior sensors, and a billion times more on-
board computer power. The enormous productive capacity of
molecular manufacturing has an ominous weapons potential,
and this has nothing to do with self-replication. Imagine cruise
missiles that after traveling thousands of miles (as existing cruise
missiles can do) release smaller missiles that travel tens of miles
and release wasp-sized missiles that can fly for miles to specific
targets. On arrival, these small machines could take action (lethal
or nonlethal), or could land, watch, and communicate with one
another and a command center. They could wait for hours or
years, then take off again to reposition or strike. A million tons
of such weapons, with imaginative use of payloads, sensing, and
coordination, could be a potent means of global conquest and
control.

Genetically modified crops

The strangelet doomsday scenario, polymorphic crystalline conver-
sion, and nanometric omnivores, diverse as these phenomena (ac-

tual or envisaged) are, all exemplify uncontrolled replication. We can
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think of Rees’s hypothetical omnivores, for example, as cancer cells
raised to new orders of reproductive frenzy. The structure of even the
simplest form of life is immensely complex, but my earlier reference to
crystals should remind us that the line between the living and the non-
living is somewhat fuzzy. Crystals display several lifelike characteristics:
a relatively high degree of complexity, a responsiveness to environmen-
tal stimuli (the conversion phenomenon) greater than one expects from
inanimate matter (compare crystal conversion to a stone’s splintering
when struck by a hammer), and the ability to replicate themselves (the
conversion phenomenon viewed from the standpoint of the seeds). We
can think of Rees’s omnivores as standing midway between crystalline
and true life, much like viruses, which “belong in the twilight zone be-
tween the living and nonliving worlds.”77 A virus is a fragment of ge-
netic material, either DNA or RNA, encapsulated in proteins. The frag-
ment is not alive, but if it gets into a cell, the cell will replicate the viral
material.78 Laboratory accidents involving natural viruses and other
natural disease agents could have catastrophic consequences as well.

Another well-known replicator is the plant we call the weed (actu-
ally a number of different plant species). Its capacity for replication and
its robust health—properties that together make it destructive of other
plant life—in moderation improve agricultural yields. And so we are
beginning to see the hybridization of weeds with crops, a form of gene
splicing (more precisely, recombinant DNA technology) that produces
genetically modified crops (GMCs), also called transgenic crops. But
“in moderation” is an important qualification. The danger once again
is that the process might get out of hand—that juiced-up weed genes
introduced into crops might escape, through sexual reproduction (trans-
fer of pollen from stamen to pistil), into natural flora of the same spe-
cies, causing the natural flora to become destructively aggressive and
herbicide resistant—to become, in short, much weedier.79 (So Rees’s
feared nanomachines could be thought of as inorganic superweeds.)
Alternatively, a genetically modified plant or animal, such as a growth-
enhanced salmon, might, if loose in the wild, outcompete and destroy
native species, contributing to the loss of biodiversity discussed in a later
section of this chapter. Bioconfinement, as by sterilizing genetically
modified plants or animals in an effort to isolate them from natural
populations, may be of only limited efficacy against these dangers.80

Indur Goklany believes that the benefits of genetically modified
crops clearly exceed the costs,81 and of course he is not alone in this
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belief.82 But he does not consider the possibility of disastrous effects
on native species. And the principal benefit of GMCs that he perceives—
that without them it may be impossible to support a world population
in 2050 that is 50 percent greater than today’s population83—neglects
the social costs of population growth, such as an increase in the pro-
duction of greenhouse gases (more on this later). This neglect is surpris-
ing because Goklany recognizes global warming as a serious problem.84

Artificial intelligence

Speaking of borderlands between life and nonlife, there may some
day, perhaps some day soon (decades, not centuries, hence), be ro-

bots with human and eventually (but decades, not centuries, later) more
than human intelligence. It wasn’t long ago that people thought a chess
machine could never beat a grand master; we now know better. With
improvements in voice- and face-recognition software, neuroscience,
robotics, communications, digitization, and artificial intelligence, there
are now robot soccer teams, albeit the players are only the size of cof-
fee cans and move on wheels.85 Of greater portent, electrodes planted
in monkeys’ brains enable the animals to control robotic arms, con-
nected by wire to the electrodes, by sheer thought.86 Similar electrodes
in human brains, connected wirelessly to robots, would open up new
vistas in warfare.

The next step would be to replace the human brain with an equally
intelligent robot’s brain. No law of science decrees that life shall always
be constructed, and by “nature,” not man, from certain compounds of
carbon. Superintelligent robots with a silicon or other inorganic base
(or an organic one, for that matter) may be the next stage in evolution.
Human beings may turn out to be the twenty-first century’s chim-
panzees, and if so the robots may have as little use and regard for us
as we do for our fellow, but nonhuman, primates. The robots may kill
us, put us in zoos, or enslave us, using mind-control technologies to
extinguish any possibility of revolt, as in the movie The Matrix, which
I discuss in the next chapter.

This prospect has become obscured by a debate over whether ro-
bots can ever develop consciousness, by a related debate over the pos-
sibility that artificial intelligence can ever transcend merely algorithmic
computation (the sort of thing computers do so well),87 and by the fal-
lacy of believing that robots will never develop emotions and therefore
will forever be harmless. The first debate, and the fallacy, owe much
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to Ray Kurzweil’s book The Age of Spiritual Machines. The word “spir-
itual” says it all. Kurzweil envisages a merger between robotic and
human beings by the end of this century.88 He believes that no human
capacity is beyond the foreseeably enlarged mental capacity of ma-
chines, which is sensible, but he looks forward to the development of
such machines without misgivings, which is more dubious. He reminds
one of those astronomers who, with the support of NASA, are trying to
advertise our existence to possible intelligent life in other solar sys-
tems. “Pioneer” spacecraft carried plaques depicting a male and female
figure, the solar system’s place in the galaxy and the earth’s location
within that system, and the hydrogen atom, while “Voyager” space-
craft, which at this writing are nearing the edge of the solar system,
carry gold-plated copper records with pictures of life on earth, greetings
in 80 languages, and a selection of music beginning with Bach.89 Our
eager searchers for extraterrestrial life are heedless of the danger that
beings more intelligent than we—and many planets, perhaps a million
in our galaxy alone, may be inhabited by beings as intelligent as we90—
might, if they discovered our existence, want to destroy us or put us in
zoos, and be capable of doing so. Like Kurzweil, the searchers sub-
scribe to the unwarranted belief that intelligence and goodness (our
conception of goodness, moreover) are positively correlated, or that
progress is always—progressive, which if true would mean that the
twentieth century had been less violent than the nineteenth; in fact, it
was more violent.

There is more reason to worry about robots than about extraterres-
trials. Extraterrestrial beings who have the requisite technology may al-
ready have discovered us, by means of ultrapowerful telescopes or
other detection devices. (The devices would have to be ultrapowerful
because the intensity of electromagnetic radiation decreases with dis-
tance. Radio waves emanating from human activities on earth are there-
fore exceedingly weak at interstellar distances—indeed, most of those
waves are bounced back by the atmosphere, though this would not be
true of waves emanating from spacecraft.) If so, there is no need to try
to make ourselves known to them and anyway nothing we can do to
protect ourselves. Fortunately, the danger is pretty slight because of the
distances involved. Radiation traveling at the speed of light takes four
years to reach Alpha Centauri, the star nearest our sun, and 30,000
years to reach the center of our galaxy (the Milky Way). So unless the
aliens are perched on a neighboring planet, we are safe from them.
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And if they are perched on a nearby planet, they know all about us
and can pounce at any time and as there is nothing we can do about
it we might as well not worry. Another possibility is that any intelligent
life in other solar systems that might have done us harm destroyed it-
self by attaining a level of scientific sophistication at which the de-
structive potential of science got out of hand and destroyed the civi-
lization that created it91—the level we may be approaching.

To return to the danger posed by advances in artificial intelligence,
robots may not need to achieve consciousness—which is to say self-
consciousness, as distinct from merely being awake, that is, switched
on—in order to surpass us. Nor is it reassuring that current robots, in-
cluding the limbless robots we call computers, are not programmed
with emotions. A robot’s potential destructiveness does not depend on
its being conscious or able to engage in nonalgorithmic calculation of
the sort involved in many human and animal intellectual processes.
The game of chess is modeled on war, though it is immensely simpler,
if only because the possible moves are more limited and there is no re-
source constraint. Still, it may be a portent of things to come that com-
puters, playing chess algorithmically rather than, as human players 
do, intuitively, can now beat the best human players—something un-
foreseen until quite recently. Robots several generations from now
may be able to beat any nation in a war. It might seem that, lacking
emotions, a creature, however intelligent, would not actually do any-
thing, that it would have no motivations. But single-cell organisms act
as if purposefully, without having a suite of emotions. A nation or ter-
rorist group that wanted to use robots to wage war could easily pro-
gram them to be destructive. Unless carefully programmed, the robots
might prove indiscriminately destructive and turn on their creators.

Moreover, although the human brain, with its 100 billion neurons and
100 trillion connections among them, is enormously more complex than
any current computer—maybe a million times more complex92—no
known principle of nature decrees that neuroscientists shall never, ever,
reverse-engineer the brain and use the information gleaned to duplicate
the brain by means of nanotechnology. A nanotube, which is a strand
of molecular carbon only one atom in thickness, can conduct electric-
ity and is therefore a candidate to succeed the much larger silicon chip
and become the basis of a computer comparable in power and com-
pactness to the human brain. We may even be within reach of creating
minute quantum computers of immense power. “It has been claimed

What are the catastrophic risks, and how catastrophic are they?

41



that a classical computer could take as long as the age of the universe
to factor a 200-digit number into its prime cofactors. . . . It is possible
that a quantum computer could factor that number in minutes.”93

Anyway compactness is not critical. In “grid” computing, advanced
software is used to organize a large number of small computers into a
single system. The Internet connects tens of millions of computers; the
aggregate computer power is comparable to that of a human brain.
The problem of creating a computer with the capability of the human
brain is not hardware but software—designing programs that would
create out of the multitude of computer circuits the immensely com-
plex processing networks found in brains. But the problem may not be
insoluble, and Kurzweil probably is correct that “once a computer
achieves a human level of intelligence, it will necessarily roar past it”94

because it calculates much faster than the human brain; signals move
through neurons in chemical waves, which are much slower than elec-
trons moving in electric circuits.

With superhuman intelligence may come self-consciousness, which
we human beings, after all, have managed to attain with merely human-
level intelligence—and chimpanzees with less. And then the situation
could get completely out of hand. Once robots have not only super-
human intelligence but also emotions and self-consciousness, they may
begin to reflect on whether it makes sense to allow themselves to be
bossed around by a dumber species, and they may decide to act on
their reflections.

It might seem that to “decide” implies the possession of free will,
and how could a machine be endowed with that faculty? But to “de-
cide” need imply nothing more mysterious than to act in conformity
with the result of a cost-benefit analysis or some other decision proce-
dure. A chess-playing computer “decides” to make the move that gives
it the best chance of winning. Its decision is as if purposive, though
presumably there is no self-awareness of decision making. A robot
equipped with a cost-benefit algorithm that specified safety or survival
as the transcendent benefit might “decide” that its best course was to
enslave or destroy the human race.

Even if robots never develop the ability or inclination to take over
the world, in the hands of human beings they could still constitute
weapons of mass destruction comparable to the most destructive forms
of nuclear and biological warfare. For this purpose, all that would be
necessary would be for the robots to be able to identify and destroy
human targets — a capability close to being achieved by the Unmanned
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Aerial Vehicles that the United States used in the Afghan war in 2001,95

and later in Yemen — and to reproduce. The latter possibility is fore-
shadowed by experiments with robots that “hunt” their own sources of
energy (catching 100 slugs an hour and using the slugs’ rotting bodies
to generate electricity),96 that repair and maintain themselves,97 and
that assemble themselves.98 Imagine these capabilities married to the
latest triumph of robotics—the creation of a 

physically implemented robotic system that applies techniques
from artificial intelligence to carry out cycles of scientific experi-
mentation. The system automatically originates hypotheses to ex-
plain observations, devises experiments to test these hypotheses,
physically runs the experiments using a laboratory robot, inter-
prets the results to falsify hypotheses inconsistent with the data,
and then repeats the cycle.99

Other unintended man-made catastrophes

Global warming

To return to ritonavir for a moment, Abbott managed without too
much difficulty to create a new crystalline polymorph that had the

therapeutic properties of the one that had disappeared through con-
version. But the costs of eliminating the hazards thrown up by technol-
ogy can be staggering. This is strikingly the case with regard to global
warming and makes assessment of the magnitude of the global-warming
problem a matter of high urgency. According to the statistician Bjørn
Lomborg, the costs of arresting global warming could be many trillions
of dollars greater than the costs of global warming itself.100 This is in
contrast to the modest costs of substitution for the chlorofluorocarbons
that were destroying the ozone layer in the stratosphere. That substitu-
tion is the success story of international efforts to control environmen-
tal hazards,101 though Rees claims that “it was a technological accident
and quirk of chemistry that the commercial coolant adopted in the
1930s was based on chlorine. Had bromine been used instead, the at-
mospheric effects would have been more drastic and longer-lasting.”102

Lomborg is Greenpeace’s bête noire, an “anti-gloom environmental
propagandist,” according to Rees.103 His analysis of global warming is
indeed deficient.104 Yet even he accepts an estimate of $5 trillion for
the social costs (discounted to present value) of global warming,105
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while William Nordhaus, the leading economic expert on global warm-
ing, estimates its social costs at only $4 trillion.106 What Lomborg is re-
ally pointing to is not an exaggerated concern with the dangers of
global warming but an absence of institutional controls that has let it
get out of hand.

The $4 trillion and $5 trillion estimates of the social costs of global
warming are, however, misleading in two respects. First, because they
are present-value estimates, the proper comparison is not with the
world’s annual output of goods and services but rather with the stock
of physical and human capital that generates that output. For the
United States alone, with its $10 trillion annual GDP, the value of that
stock is probably at least $100 trillion, compared to which $5 trillion is
merely large. Also, $5 trillion is a much smaller percentage of Gross
World Product, estimated by the World Bank at $31.4 trillion in 2001,
than of the U.S. GDP. GWP is much the better benchmark because the
costs of global warming will be widely diffused; indeed, probably few
of those costs will be borne by the United States.

But in another respect the $4 trillion and $5 trillion estimates under-
state the potential menace of global warming. They are based prima-
rily on the destructive effect of higher temperatures on agriculture in
developing countries107 and on increased flooding because of partial
melting of the Greenland and Antarctic ice caps and other temperature-
related factors.108 The consequences of global warming may be much
worse, especially if the warming is abrupt—as it may be. 

To understand the danger, one must understand how human activi-
ties can affect the earth’s climate.109

Although carbon dioxide and other “greenhouse gases,” such as
methane, are only a small component of the atmosphere, they make
the earth habitable because they don’t block any sunlight from reach-
ing the earth but do reflect heat radiated skyward from the earth’s sur-
face. Without them, the earth’s climate would be frigid.110 A secondary
effect arises from the fact that water vapor has a very substantial green-
house effect if it remains dissolved in the atmosphere rather than re-
turning to earth as rain or snow. The warmer the atmosphere, the
greater its water-retention capacity and so the more water vapor re-
mains in the atmosphere, amplifying the warming effect of the other
greenhouse gases.

The percentage of greenhouse gases in the atmosphere has been
rising steadily since the Industrial Revolution, with much of the in-
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crease occurring in the last thirty years. The main causes of the increase
appear to be twofold. First is the burning of ever-greater amounts of
fossil fuels—principally oil, natural gas, and coal—to produce energy.
(Another possible cause, just beginning to receive attention, is also a
product of burning: soot.)111 The fossil fuels are carbon based, and
burning them produces carbon dioxide as a by-product.

Second is deforestation. Trees absorb carbon dioxide; and burning
down a forest, which is the usual method of deforestation, like other
forms of oxidization of carbon-based matter releases carbon dioxide,
both from the trees themselves and from the soil beneath them.112 De-
forestation must be distinguished from a forest’s steady state, in which
the absorption of carbon dioxide by photosynthesis is offset by the
trees’ emission of carbon dioxide when they respire at night (although
their net intake of carbon dioxide greatly exceeds the amount they
emit)113, by the eating of leaves and other forest debris by animals, and
by decay, which returns carbon to the soil, where some of it is con-
verted to carbon dioxide and methane that eventually return to the at-
mosphere. (If trees are cut down to produce wood for construction,
the effect of decay in eventually liberating carbon dioxide is attenu-
ated.) But there is a lag in the process by which forests generate carbon
dioxide to offset their absorption of it by photosynthesis. The result of
the lag is that the destruction of a forest has an immediate effect in re-
ducing the absorption of atmospheric carbon dioxide that is in addi-
tion to the release of carbon dioxide into the atmosphere when trees
are destroyed by being burned.114

Increased burning of fossil fuels is a result of economic growth, and
deforestation is a result primarily of growth in population. So with both
the world economy and world population growing, it is no surprise
that emissions of greenhouse gases are growing too.

The higher the percentage of greenhouse gases in the atmosphere,
the warmer the climate is likely to be, and beyond some point there
could be catastrophic effects on human welfare that are reflected im-
perfectly in the dollar estimates of the harms from global warming.115

These effects are powerfully evoked in Margaret Atwood’s novel Oryx
and Crake, which describes the destruction of the nation’s coastal re-
gions (Harvard gone the way of Atlantis) and horrific daily thunder-
storms, “the coastal aquifers turned salty and the northern permafrost
melted and the vast tundra bubbled with methane, and the drought in
the midcontinental plains regions went on and on, and the Asian
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steppes turned to sand dunes.”116 That is no fantasy. The sober econo-
mist William Nordhaus offers the following list of possible “catastrophic
consequences” of global warming: 

major surges of the West Antarctic ice sheets, leading to a sea-
level rise of 20 feet or more; unexpected shifts in ocean currents,
such as displacement of the warm current [the Gulf Stream] that
warms the North Atlantic coastal communities; a runaway green-
house effect in which warming melts tundras and releases large
amounts of additional GHGs [greenhouse gases] like methane;
large-scale desertification of the current grain belts of the world;
very rapid shifts in temperature and sea levels; or the evolution
and migration of lethal pests in new climatic conditions.117

Neglect of such possibilities undermines the optimistic assessment
of the effects of global warming by another economist, Thomas Gale
Moore.118 He presents a “best-case” analysis. He also neglects transi-
tion costs. If agriculture in India is destroyed by global warming, it
won’t be child’s play to relocate it to Greenland, even if Greenland has
warmed to the point where it can grow tropical crops.

The key question is how rapidly catastrophic climate changes might
occur. If they occur gradually, there will be time either to adapt, as sug-
gested by Moore, or to apply a technological fix. Stated differently, if
they occur gradually, they won’t really be catastrophic. But “in a chaotic
system, such as the earth’s climate, an abrupt climate change always
could occur” as a result of an external shock—a “forcing,” and “the
more rapid the forcing the more likely it is that the resulting [climate]
change will be abrupt on the timescale of human economies or global
ecosystems.”119 (An analogy is “leaning slightly over the side of a canoe
will cause only a small tilt, but leaning slightly more may roll you and
the craft into the lake.”)120 The increase in the percentage of green-
house gases in the atmosphere is a “forcing,” and “abrupt” could be as
short as a decade.121 So not only can the possibility of catastrophic cli-
matic change not be relegated to the remote future, but it may be im-
possible to mitigate the catastrophe by adaptive changes in human ac-
tivity, as by relocating agriculture from southern to northern climes and
moving coastal cities inland.

The idea that what is bad for the tropics is good for the polar re-
gions is questionable on another ground besides the staggering transi-
tion costs that would be incurred if global warming were sudden. Both
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are regions in which the seasonal temperature range is slight compared
to that of the temperate zones. Fauna and flora adapted to living in
such a region are more vulnerable to temperature change than those
native to areas of greater seasonal variation in temperature. If the polar
regions become warm enough for agriculture to flourish, they will be
too warm for polar bears, penguins, seals, and other cold-weather an-
imals to survive in. The implications for human welfare, setting aside
(though there is no reason to set aside) any distress people may feel
at the destruction of such lovely fauna (apart from zoo specimens), are
unclear. They belong to the general issue of biodiversity loss, which I
take up later in this chapter.

The human implications of global warming would be unmistakable
if the ice sheets that cover Greenland and Antarctica melted,122 raising
ocean levels to the point at which most coastal regions, including many
of the world’s largest cities, would be inundated. Or if the dilution of
salt in the North Atlantic as a result of the melting of the north polar
ice cap, the ice of which is largely salt free, diverted the Gulf Stream
away from the continent of Europe.123 The dense salty water of the North
Atlantic blocks the Atlantic currents from carrying warm water from the
South Atlantic due north to the Arctic, instead deflecting the warm
water east to Europe. That warm-water current is the Gulf Stream.124 If
reduced salinity in the North Atlantic allowed the Gulf Stream to return
to its natural northward path, the climate of the entire European con-
tinent would become like that of Siberia, and Europe’s agriculture
would be destroyed.

Worse is possible, such as the runaway greenhouse effect that Nord-
haus mentions.125 Suppose rising temperatures released methane, which
is 20 times more efficient than carbon dioxide at trapping heat, from
the soil and from the bottom of the oceans, resulting in further warm-
ing and so in further releases of methane. Methane is found in great
quantity not only in soil and ocean bottoms but also in permafrost,
which is already beginning to melt. The melting of glaciers, a parallel
phenomenon to the melting of permafrost, can also result in large re-
leases of methane into the atmosphere.126 A runaway methane green-
house effect might be augmented by the effect of higher air tempera-
tures in increasing the amount of water vapor in the atmosphere.

It is even conceivable that because increased rainstorms mean more
clouds, and some clouds prevent sunlight from reaching the earth
without blocking the heat reflected from the earth’s surface, global
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warming could precipitate a new ice age—or worse. Falling tempera-
tures might cause more precipitation to take the form of snow rather
than rain, leading to a further drop in surface temperatures and creat-
ing more ice, which reflects sunlight better than seawater and earth
(both of which are darker than ice) do, further reducing surface tem-
peratures to the point of producing a return to “snowball earth.”127 The
snowball-earth hypothesis is that 600 million years ago, and maybe at
earlier times as well, the earth, including the equatorial regions, was
for a time entirely covered by a layer of ice several kilometers thick ex-
cept where the tips of volcanoes peeped through. The downward tem-
perature spiral may have been precipitated by a decline in the amount
of greenhouse gases in the atmosphere as a result of a change in the
location and configuration of the continents that brought them closer
to sources of moisture, causing increased rainfall that scrubbed carbon
dioxide out of the atmosphere.128

The hypothesis is controversial. It is unclear whether the conditions
required for the initiation of snowball earth were ever present,129 and
whether current or foreseeable conditions could cause such initiation.
What is most suggestive about the example is the ominous tipping or
feedback effect that it illustrates (the canoe analogy). A relatively small
change, such as an increase in rainfall caused by global warming, or
an increase in the fraction of precipitation that is in the form of snow
rather than rain, could trigger a drastic temperature spiral. The run-
away greenhouse effect involving methane illustrates the same process
in reverse, and, as in the rainfall example in the preceding sentence,
one spiral can trigger the opposite spiral.

It is because of such dizzying possibilities that the climate system is
“chaotic” in a sense that can be made more precise with the aid of Fig-
ure 1.1 and the distinction that it illustrates between linear and nonlin-
ear functions. An example of a linear function would be a demand
function in which the price of some good declines by 2 percent for
every 1 percent increase in the quantity sold, a relation that can be
graphed as a straight line. One could imagine a similar function relat-
ing global temperature to the atmospheric concentration of green-
house gases, and that concentration in turn to the annual amount of
greenhouse gases emitted into the atmosphere, such that if emissions
were known to be growing at a rate of 1 percent a year we might know
that temperature would rise by 0.1 percent a year.

A nonlinear function, however, might produce the sawtooth pattern
of Figure 1.1.
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The equation xt � 1 � 1.9 � xt
2 is plotted against time (the horizon-

tal axis), with x being given an initial value of 1 and the solution to the
equation in period one becoming the value of x in period two, the  so-
lution in period two the value of x in period three, and so on.130 So
in period one xt � 1 = .9, which becomes x in period two, generating 
xt � 1 = 1.09 in period two, which becomes x in period 3, and so on.
The result is a chaotic system in the strict mathematical sense. The ex-
ample shows how a deterministic system (there is no randomness in
the graph—every point on it is determined by the equation) can yield
abrupt, irregular swings. The earth’s climate appears to be chaotic in
this sense, and unfortunately the equation that would enable its chaotic
pattern to be predicted has not been discovered.

Nordhaus has tried to factor catastrophic global warming into his
cost-benefit analysis of measures for limiting emissions of carbon diox-
ide and other greenhouse gases.131 His latest study estimates losses
from abrupt catastrophic warming that range from 22.1 percent of GDP
for the United States and a number of other countries and regions to
44.2 percent for Europe and India.132 Large as they are, these figures,
even though they weight loss of output by a risk-aversion factor, may
be too low. The weighted average loss, 30 percent,133 is similar to that
experienced in the worldwide economic depression of the 1930s.134

That is a subcatastrophic event in my austere sense of “catastrophic,”
especially since the loss was not permanent. If it had been, this would
imply that, had the depression never occurred, the GWP would be 43
percent greater today than it is, for that is the percentage increase nec-
essary to bring 70 percent back up to 100 percent.

A more fundamental point is that no probabilities can be attached to
the catastrophic global-warming scenarios, and without an estimate of
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probability an expected cost cannot be calculated. This raises a ques-
tion about Nordhaus’s $4 trillion estimate of the present value of the
social costs of global warming. Although between one-half and two-
thirds of the $4 trillion is an estimate of expected loss from abrupt, cat-
astrophic global warming,135 that is the roughest of his estimates, and
he acknowledges elsewhere that despite his own efforts “there is vir-
tually no linked [economic] research on abrupt climate change.”136 The
scientific study of climate has not reached the point of being able to
offer precise, accurate predictions because it has not mastered the
enormous complexity of the forces that affect climate, such as solar
fluctuations, air pollution (which has a cooling effect and thus reduces
global warming137—Greens, take note), and clouds, which can either
warm or cool the earth’s surface depending on their height, thickness,
and other characteristics.138 There are, as we have already glimpsed, a
number of ominous feedback possibilities.139 And here is a benign 
example: deforestation increases the amount of carbon dioxide in the
atmosphere, but the increased atmospheric carbon dioxide stimulates
the growth of the remaining forests. Global warming may have caused
an overall increase in vegetation.140

Yet with all the complexities and uncertainties of climate science ac-
knowledged, it remains reasonably certain that the earth has been grow-
ing warmer for the last century and a half and at a rate much higher
than in most earlier periods in the earth’s history,141 that the increase
in the percentage of greenhouse gases during this period is the major
cause of this growth and is due largely to increased burning of fossil
fuels and other human activities, and that if emissions continue to grow
at the rate at which they’ve been growing in recent decades the per-
centage of greenhouse gases in the atmosphere will double within 50
to 100 years.142 Total annual emissions of carbon dioxide from fossil-
fuel burning, cement manufacture, and gas flaring alone (that is, dis-
regarding deforestation) rose from 1.6 billion tons in 1950 to 5.3 billion
tons in 1980, 6.1 billion in 1990, and 6.6 billion in 2000,143 and un-
doubtedly are still rising, though probably at a slower rate.

The rise in global temperatures has already caused a noticeable
melting not only of the Alaskan and Siberian permafrost, but also of
the polar ice caps.144 That melting, together with the warming of the
oceans (water expands when heated) has caused sea levels to rise,145

though it should be noted that the melting of the north polar ice cap,
as distinct from the melting of the ice sheets that cover Greenland and
Antarctica, does not directly contribute to higher sea levels. The north
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polar ice cap floats on water, and so, as it melts, it displaces less water.
The main significance of its melting is the possible effect on the Gulf
Stream.

It is not certain that the warming trend will continue even if no ef-
forts are made to limit emissions, for there are other influences on
global climate besides the percentage of heat-retaining gases in the air.
Between 1900 and 1910 the earth’s average temperature declined, and
it didn’t change between 1940 and 1980, even though emissions of
greenhouse gases were growing in both periods.146 Cutting the other
way, however, is the fact that even drastic limits on greenhouse-gas
emissions will not actually arrest the warming trend; it will just slow it
down,147 because carbon dioxide is only gradually removed from the
atmosphere by being absorbed by the oceans.

Most climate scientists believe that the warming trend will continue
but is unlikely to reach a catastrophic level in the near future. The max-
imum rise in sea levels predicted to occur in this century, according to
the scientific consensus, is 0.88 meter, which is less than three feet.148

The average temperature at the earth’s surface is expected to increase
by between 1.4 and 5.8 degrees Centigrade (2.5 and 10.4 degrees Fahr-
enheit).149 The upper end of that range estimate is alarming but may
be an exaggeration.150 It ignores the possible substitution of new, “clean”
energy sources (that is, sources that do not generate energy by burn-
ing fossil fuels) as the relative price of the new sources, such as solar
batteries,151 falls because of growing scarcity of fossil fuels and contin-
ued advances in the technologies of clean substitutes.

But will fossil fuels become scarce, and will those advances con-
tinue, and at what rate? No one can be sure of the answers. And “clean”
must be qualified: a determination of how clean a fuel is must con-
sider the conditions of its manufacture. Although hydrogen is a clean
fuel in the sense that burning it for energy does not give off carbon
dioxide, the current methods of manufacturing hydrogen require large
quantities of fossil fuels, so that on balance the substitution of hydro-
gen for gasoline to power automobiles, for example, would not reduce
overall emissions of greenhouse gases.152

Nuclear energy, which currently supplies less than 20 percent of
worldwide electricity demand, is fully clean. But it is no panacea, be-
cause it is much costlier than power generation by plants that burn
coal or natural gas, because of the difficulty of disposing of radioactive
wastes, because of the danger of a catastrophic meltdown of a nuclear
plant — either accidental (as at Chernobyl) or caused by terrorists —
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because of the risk of terrorists’ obtaining fissionable materials from
such plants, and because of public fears of nuclear power that even if
they are excessive are stubborn and constitute an inescapable political
reality. An authoritative recent study, while favoring nuclear energy,
acknowledges all of these as unresolved problems and with respect to
proliferation risks alone concludes that “if the nonproliferation regime
is not strengthened, the option of significant global expansion of nu-
clear power may be impossible.”153

The adoption of clean energy sources as a result simply of a fall in
their relative price must be distinguished from their adoption as a de-
liberate method of forestalling global warming. Like switching to agri-
cultural methods less sensitive to the effects of extreme heat than the
methods currently employed, a substitution of clean fuels that was dic-
tated by fears of global warming would be a form of remediation and
thus would belong on the cost side of the analysis. That is even more
clearly the case with regard to carbon sequestration (that is, prevent-
ing carbon dioxide from entering the atmosphere or removing it from
the atmosphere), for which there is no market in the absence of regu-
latory limits on carbon dioxide emissions.

If global warming is gradual, the costs of adjustment or adaptation
or melioration, though stiff, will be bearable and there is no immedi-
ate need to impose draconian limits on greenhouse-gas emissions. It is
the risk of abrupt global warming that brings the global-warming issue
squarely within the compass of this book. Optimists will point out that
the earth’s climate has been relatively stable for the last 10,000 years or
so, suggesting robustness in the face of forcing events. The optimism
is unfounded. The era of stability (the “Holocene,” as it is called) is
atypical of the earth’s geological history. The period that preceded it,
known as the “Younger Dryas,” was a scene of abrupt climate changes154

of the sort that if they happened today could have catastrophic conse-
quences for human welfare. The period started with a plunge to ice-
age temperatures and ended with a rise in temperature of 8 degrees
Centigrade (14.4 degrees Fahrenheit) within about a decade.155 Because
there are no written records for the period and only limited archaeo-
logical evidence, we can have no clear idea of the effects of that sud-
den warming on human welfare. But given the frosty climate when it
began, they were almost certainly beneficial.156 The effects of global
warming are relative not only to the amount of warming but also to
global temperatures when it starts. Today a temperature increase similar
to the one that closed the Younger Dryas would be starting from a much
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higher level, and modern people face few difficulties in keeping warm
in cold climates. Today a 14-degree increase in average global tem-
peratures within the space of a decade would be a global catastrophe.

Greater temperature swings in even shorter periods only slightly
earlier than the Younger Dryas have also been recorded.157 Climatolo-
gists cannot specify the conditions that cause such changes and so can-
not assess the probability that the stress that greenhouse-gas emissions
are placing on the environment will trigger them. Changes in the at-
mospheric concentration of carbon dioxide may have caused the tem-
perature oscillations in the Younger Dryas,158 and though those changes
were not due to human activities, they are a portent of what may hap-
pen as a consequence of those activities. No species has so stressed
the environment as modern human beings are doing, and at an accel-
erating pace as China, India, Brazil, and other large, poor countries
modernize rapidly. The human impact on the climatic equilibrium is
inherently unpredictable.

Some global-warming skeptics, less moderate than Lomborg, deny
that there is a global-warming problem, or at least a problem related to
human activities, at all. These radical skeptics, such as Patrick Michaels,
point out that climatologists have a vested interest in whipping up fears
of global warming because the greater the fears, the more research
grants climatologists can obtain.159 (Their incentives are the opposite
of those of particle physicists, who, desiring ever more powerful par-
ticle accelerators, are inclined to minimize the dangers that such ac-
celerators may create.) Fair enough; it would be a mistake to suppose
scientists to be completely disinterested, and when the science is in-
exact or unsettled the normal self-interested motivations that scientists
share with the rest of us have elbow room for influencing scientific
opinion. To this it can be added that the climatic and other environ-
mental effects of burning fossil fuels are red flags to the Greens, and
so in a basically serious book about global warming we find such ab-
surdities as the claim that communism collapsed “in no small part be-
cause the nineteenth-century ideology of Karl Marx paid little attention
to the effects of environmental degradation.”160 There is suspicion that
climate scientists are influenced by Green thought.

The other side of this coin, however, is that Michaels’s own research,
along with that of other global-warming skeptics, is financed by the
energy industries.161 And it may not be very good research. Richard
Lindzen, a professor of meteorology at M.I.T. who is one of the scien-
tifically most distinguished global-warming skeptics, has been quoted
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as saying that Michaels comes to the climate debate from the “scien-
tific backwater of climatology. He doesn’t really know physics and he
should.”162 And Ross Gelbspan has pointed out that 

the most outspoken scientific critiques of global warming pre-
dictions rarely appeared in the standard scientific publications,
the “peer-reviewed” journals where every statement was reviewed
by other scientists before publication. With a few exceptions, the
critiques tended to appear in venues funded by industrial groups
and conservative foundations, or in business-oriented media like
the Wall Street Journal.163

The insurance industry, which is not a hotbed of leftist thought and has
a significant financial stake in evaluating catastrophic risks correctly, is
taking global warming seriously.164

There are more reputable global-warming skeptics than Michaels,
although their ranks appear to be diminishing.165 I mentioned Richard
Lindzen.166 The best known, however, is S. Fred Singer, author of Hot
Talk Cold Science.167 Singer denies that there is any credible evidence
of global warming. He relies heavily on temperature measurements by
satellites, as distinct from earth stations, many of which are near cities,
which are hotter than rural areas; but recent, more sensitive satellite
sensors have detected warming.168 Singer also denies that if there is
global warming it is due to human activities and argues that in any
event global warming will be very gradual and will confer net benefits
on the world. The reasons he offers for these conclusions are difficult
to evaluate. His book was published by a conservative think tank
rather than by an academic press; he does not cite any work by him-
self that was published in a journal that specializes in climate science
or related fields; the tone throughout the book (and in his other writ-
ings on global warming as well)169 is highly polemical; and he rarely
cites or engages with scientists who believe that global warming is oc-
curring, is caused by human activities, and is likely to have adverse ef-
fects. He contends that potential “climate ‘disasters’” (by which he
seems to mean any harmful global warming) “exist only on computer
printouts and in the feverish imagination of professional environmen-
tal zealots.”170 By “computer printouts” he means the findings generated
by “general circulation models” used by climate scientists to explain
and predict climate change. The models are admittedly imperfect, but
their imperfections do not warrant dismissing fears of global warming
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as fanciful. And not all climate scientists who are concerned about
global warming are “professional environmental zealots.”

He claims that because “nearly all research is funded by govern-
ment,” which he thinks does “not look kindly on research proposals
that could demonstrate environmental ‘hazards’ to be not serious or
even nonexistent,” “essentially no research funds are provided to docu-
ment and quantify some of the undeniable benefits from man’s impact
on the environment.”171 Government is not the only source of research
funds; industry has an incentive to fund studies skeptical of global
warming, and, as we know, it does fund them.

Singer kisses off fears of “a runaway climate warming, or other ca-
tastrophe” on the sole ground that carbon dioxide levels “have been
many times higher in the past than today’s value without causing irre-
versible climate catastrophes. . . . Major and rapid temperature changes
have occurred not only during glacial periods of the last 2 million
years, but even during the Holocene of the past 11,000 years.”172 Much
turns on what one means by “irreversible” (Singer doesn’t say). There
is a sense in which no climate catastrophes are irreversible; even snow-
ball earth was a temporary phase in the earth’s climate history, and
likewise the sudden warming at the end of the Younger Dryas—which
Singer doesn’t mention. Nor does he mention the possibility of a run-
away methane warming effect or a flipping of the Gulf Stream.

All this said, Singer and the other skeptics may be correct. I am not
a scientist and have no authority to make judgments on disputed sci-
entific questions. And yet, paradoxical as this may seem, estimates of
the harm from global warming are not highly sensitive to the views
even of highly reputable skeptics. Suppose the relevant scientific com-
munity agreed that there was a 95 percent probability that between
now and 2100 the average global temperature would rise by between
2.5 and 10.4 degrees Fahrenheit (call this range the “confidence inter-
val”), with a mean of 6.45 degrees. Given risk aversion, an increase in
the confidence interval, with the mean unchanged, would increase the
expected benefits of controlling greenhouse gas emissions. For pres-
ent purposes, risk aversion (discussed at greater length in chapter 3)
just means that people weight heavily the worst possible outcomes in
a distribution of possible outcomes. To widen the confidence interval
is to make the worst outcomes worse, which spells added disutility to
the risk averse. It’s the difference between having, on the one hand, a
50 percent chance of winning $1,000 in a lottery and a 50 percent
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chance of losing $1,000, and, on the other hand, a 50 percent chance
of winning $100,000 and a 50 percent chance of losing $100,000. A
risk-averse person would prefer the former gamble to the latter.

So suppose 5 percent of climatologists don’t think the temperature
increase by 2100 is likely to fall in the 2.5 to 10.4 degree range; they
think a likelier range is 0 to 1 degree, with a mean of 0.5. These are
the skeptics. If they are balanced by another group of climatologists who
challenge the consensus from the other side, as it were—call them the
alarmists—the only effect will be to widen the confidence interval (the
mean estimate will be unchanged) and thus increase the perceived
disutility of global warming. If there are no alarmists, the mean esti-
mate of the temperature increase will fall when the skeptics’ estimate
is factored in, but the fall will be only from 6.45 to 6.02 degrees.

It would thus be a mistake to say that because some climatologists
doubt there is a global-warming problem, we can ignore the problem
until climatologists get their act together and forge a unanimous agree-
ment on the problem and its solution. The maximum effect of such
doubt should be to reduce the optimal expenditure on dealing with the
problem. And this is provided that the doubting Thomases are not bal-
anced by alarmed Thomases. If they are, then (to repeat) the optimal
expenditure on combating global warming would, given risk aversion,
rise, not fall.

If we inquire into the source of the skeptics’ doubts, moreover, we
may conclude that their doubts actually increase the confidence inter-
val rather than just reduce the mean estimate and that the first effect
may dominate. The skeptics point to the inability of climate models to
explain the historic pattern of climate change. It is that very inability,
for example to explain the temperature spike at the end of the Younger
Dryas, that engenders fear that human beings may be courting disas-
ter by emitting carbon dioxide in such quantities as we are doing into
the atmosphere, because we do not have a complete understanding of
the effect of environmental change on climate. Consider the argument
that because the climate in the Middle Ages was warmer than it is
today, even though the level of carbon dioxide emissions was much
lower, emissions may not be causing the current warming.173 Put aside
the question whether the premise is accurate174 and the non sequitur
of arguing that because other conditions may cause global warming
besides carbon dioxide emissions, carbon dioxide emissions do not.
The interesting point is that if the causes of global warming are multi-
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ple and, as the skeptics emphasize, uncertain, the risk of abrupt climate
change is enhanced. The conditions that warmed the earth in the
Middle Ages (if they did) may recur, amplifying the effect of carbon
dioxide emissions on global temperatures. A contemporary example is
Alaska, which in the last 30 years has been warming at a faster rate
than anywhere else in the world (“winters have warmed by a startling
2–3 ˚C, compared with a global average of 1 ˚C”), as a result of a com-
bination of the increased concentration of greenhouse gases in the at-
mosphere with other climate factors.175

Although derisory about the general circulation models on which
predictions of global warming are based, Singer does not claim to have
a better model and does not deny that “some global warming may
occur in the future” as a result of rising atmospheric concentrations 
of greenhouse gases (he does not doubt that they are rising), caused
in turn, as he also does not deny, by the burning of fossil fuels and
by other human activities. He is sufficiently concerned about global
warming to advocate speeding up the absorption of atmospheric car-
bon dioxide by the oceans by adding nutrients designed to increase
the number of phytoplankton, which devour carbon dioxide.176 He ac-
knowledges that “there are still unanswered questions that need to be
settled by additional research.”177

Conservatives seize on the existence of doubt about the magnitude
or causality of global warming to oppose emission controls,178 while
liberals seize on doubt concerning the likelihood of bioterrorism to op-
pose limitations on granting visas to foreigners to do research on lethal
pathogens. In neither case is the existence of doubt a valid ground for
rejecting expert opinion. Doubt properly is an input into analysis rather
than a substitute for analysis.179 Singer’s basic error is to suppose that
the only rational response to the existence of doubt is to conduct re-
search aimed at dispelling it.

The approach of merging probabilities that I have suggested for ac-
commodating doubters will not work when probabilities cannot be as-
signed to particular outcomes180 (which unfortunately is the case with
respect to abrupt global warming), nor when scientific opinion is po-
larized and the feasible responses to the risk are discontinuous. Sup-
pose 90 percent of climatologists believe that measures to prevent
abrupt global warming will be ineffective unless $100 billion is spent
on them, but they have no confidence that spending more will yield
any further benefit, while 10 percent of climatologists believe that mea-
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sures to combat global warming have zero value. If $100 billion is spent,
the skeptics’ position has been given zero weight, while spending any-
thing less than $100 billion is tantamount to giving zero weight to the
majority view. The only choice is between the extreme positions,181

and it would have to be made on the basis of risk aversion and confi-
dence or skepticism concerning the epistemic significance of a scientific
consensus as distinct from scientific unanimity. It would be like having
to decide whether to have surgery that one of ten equally reputable
physicians thinks necessary but the other nine do not. The patient can-
not split the difference by opting for one-tenth of the operation.

It remains to consider who should count as a “reputable” member
of the relevant scientific community for purposes of summing scientific
opinions and, within that community, who has relevant expertise with
regard to the specific issue under consideration. Scientists who publish
on global warming or closely related topics in refereed journals can be
assumed to have relevant expertise, and those are the scientists whose
views, adjusted for the doubts and other qualifications that they ex-
press, should be included in the canvass of scientific opinion. From an
electronically searchable database of 46 journals of “meteorology and
atmospheric sciences,” I picked the top 20 journals as measured by
“impact factors” designed to identify the most influential journals in a
field and identified 330 articles published in these journals in 2002 and
2003 that mentioned global warming. I examined every fifth article, a
total of 67, with randomized replacement for articles in the initial sample
that mentioned global warming only in passing. In 53 of the 67 articles
it was apparent that the author or, more commonly, authors believed
both that human activities were causing global warming and that there
would be adverse consequences, although some of the articles em-
phasize other contributory factors. Two of the 67 articles are somewhat
skeptical (though neither is as skeptical as Singer’s work is), five men-
tioned global warming only in passing, and the remaining seven were
noncommittal.182 The ratio of “believers” to skeptics is thus an impres-
sive 53:2.

Exhaustion of natural resources

The least likely man-made disaster is the one that, over the years, has
received the most attention,183 though this is changing. I refer to the

exhaustion of natural resources—including the very fossil fuels that so
distress the Greens because of the effect on global warming. It is true
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that, at least as long as the extraction of natural resources is confined
to our planet, those resources are finite in a literal sense. But it is un-
likely that they are finite in relation to a realistic estimate of human
demands. The reason is the price system. When a good becomes scarcer,
its price rises, producing two effects. People buy less of it because sub-
stitutes are now more attractive, and additional money is invested in
increasing its production. The earth is estimated to contain between 4
and 6 trillion tons of fossil fuels economically recoverable at 2002 mar-
ket prices. But should they all be used up, as much as three times the
quantity could be obtained at higher cost from the methane on the
ocean floors.184 Natural gas consists mainly of methane, which there-
fore amounts to a huge untapped source of natural gas. The Greens,
were it not for their uncritical hostility to capitalism, should find the
operation of the price system reassuring. For it implies that the con-
sumption of fossil fuels and the resulting emissions of carbon dioxide
will decline as higher prices caused by growing scarcity induce the
substitution of clean fuels.

The analysis is equally applicable to water, a focus of current con-
cern by environmentalists. Although 72 percent of the earth’s surface
is ocean, fresh water is in short supply in many inhabited parts of the
world, and some environmentalists are predicting disaster.185 One might
expect them to welcome global warming, which is expected to in-
crease the amount of precipitation. But it may do so mainly in areas
that do not face a water shortage;186 moreover, the demand for water
will be greater the warmer the climate becomes. In any event, a cata-
strophic global water shortage is almost inconceivable. The scarcer
fresh water becomes, the more economical will desalination become,
and also the greater will be the incentive for water-saving measures
ranging from subsurface irrigation to chemical toilets (conventional toi-
lets use an immense amount of water).

There is no fundamental economic difference between water
viewed as a natural resource and oil, gas, or coal. If anything, the com-
parison favors water, because it is not depletable, though that differ-
ence is not fundamental if I am right that the price system will prevent
oil, gas, or coal from running out before there are feasible substitutes.
What is worrisome, however, is that shortages of water, though only
short term, might have severe political consequences in tense, dry re-
gions, such as the Middle East. But the risk of a global catastrophe
seems negligible.
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Loss of biodiversity

The process just described by which markets adjust smoothly to scarci-
ties in natural resources will not work when the resources in ques-

tion are animal or plant species that have no commercial value. Even
species that do have commercial value can be endangered, most obvi-
ously but not only if absence of property rights or of rights-mimicking
regulation results in too-rapid exploitation with little or no concern for
conservation and renewal. This problem has been studied extensively
with regard to fishing, and let me begin there.

If the spawning grounds for some species of edible fish are nei-
ther owned by anyone nor subject to regulation that mimics ownership
by limiting access, fishermen may overfish until the species is extinct.
Whether they will or not depends on the costs of fishing, the rate of
reproduction of the fish, and market prices. But the important point is
that a fisherman who limits his catch will not be benefiting himself in
the least. He will just be leaving more fish for his competitors to take
unless he is able to make a legally enforceable agreement with them
to limit the amount of fishing that all do. As there will usually be too
many fishermen for such an agreement to be feasible,187 there is no
self-regulating economic process to assure the survival of edible fish
species.

This problem of collective action can be, and to a degree has been,
solved by a combination of nations’ extending their claims to exclusive
control of fishing from 12 to 200 miles from their coasts, so as to en-
able them to regulate all fishing within that zone,188 and international
treaties regulating fishing.189 It is in the collective economic interests of
the fishing nations to preserve most commercially valuable species,
though not all, as we shall see. Because there are fewer fishing nations
than there are individual fishermen, forging an agreement among na-
tions is more feasible than leaving the control of overfishing to the
market.

Many of the methods used to prevent overfishing are, it is true, in-
efficient compared to either user fees or “cap and trade” regulations
modeled on the successful system of tradable permits to emit sulfur
dioxide (the cause of acid rain). In cap and trade an overall emissions
ceiling is fixed, permits are issued allowing members of the industry to
emit up to a fixed level lower than before the cap was imposed, but
the permits are tradable, which creates a market in which the firms that
can reduce their emissions at lowest cost sell their permits to the those
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whose costs are higher; the result is that overall emissions are brought
down to the ceiling at the lowest possible cost. An example of an in-
efficient method of trying to prevent overfishing is truncating the fish-
ing season. This may have little effect beyond motivating fishermen to
buy larger boats in order to increase their catch during the shortened
season.190

Even with proper regulations, a commercially valuable species may
become extinct, at least if narrowly economic criteria are applied and
catastrophic risk ignored. The reason this can happen (“efficient ex-
tinction”) is that the rate at which a species reproduces may be lower
than the market discount rate.191 Suppose the discount rate is 10 per-
cent but the reproduction rate is only 2 percent. To hold off harvesting
the species in order to have 2 percent more to harvest in a year would
not make commercial sense unless rising scarcity was expected to raise
the future price of the species by (almost) 10 percent. Deferring har-
vesting would be like buying a bond that paid 2 percent interest when
the interest rate on bonds of comparable quality was 10 percent.

The concern about extinction of plant species is based in part on
the potential medicinal value of plants192 and can be alleviated by an
improved system of property rights193 because medicinal applications
have commercial value. Like their animal counterparts, plant species
that have no perceived commercial value are less likely to survive and
may in fact be disappearing rapidly because of human activities.

We must not take for granted that the extinction of species that have
no commercial value, or less value than the cost of averting their ex-
tinction, is a social problem, let alone one that poses a catastrophic risk
to human welfare. (We’ll see later that it’s not even clear that number
of species is the relevant variable for assessing the ecological impact
of human activity.) After all, extinction is at the heart of the gale of
creative destruction (as Joseph Schumpeter characterized innovation)
that we call evolution. Evolution is species competition. The losers in
that competition dwindle, and if because of the toll taken by predators
or disease or diminished food supply their rate of reproduction falls
below the replacement level, eventually they disappear completely.

Extinction is not always a consequence of inferior adaptability, at
least in the normal sense of the word “adaptability.” The dinosaurs
were better adapted to the global environment than the mammals that
were contemporary with them; the mammals were merely niche ani-
mals in the age of the dinosaurs.194 But maybe the dinosaurs just seemed
better adapted; maybe it was the mammals who were better adapted,
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because asteroids are part of the environment and the mammals, unlike
the dinosaurs, survived the impact of the asteroid that exterminated the
dinosaurs. More precisely, some species of mammals survived; many
others became extinct along with the dinosaurs.195 One theory of why
some survived is that while the interruption of photosynthesis de-
stroyed the living plants on which the dinosaurs depended for food,
some mammals were able to live off leaf litter and other dead plant
matter, and also off the corpses of the many animals killed in the dis-
aster, until the sky cleared and photosynthesis resumed.196 This theory
offers a basis for hoping that at least some human beings would sur-
vive an equivalent asteroid collision, since we are omnivores.

The dinosaurs’ fate has a further implication for the concerns of this
book. The dinosaurs had a run of more than 100 million years before
becoming extinct. They must therefore have been a robust form of life,
able to adapt to a variety of environmental changes. Human beings, in
contrast, have been around for only about 200,000 years. The com-
parison is a little misleading because dinosaurs are a collection of spe-
cies rather than a single species, and individual dinosaur species may
not have survived as long as the collectivity did, just as, while mam-
mals have survived to the present, a number of mammalian species,
such as the woolly mammoth and the saber-toothed tiger, have not. My
point is only that we cannot have as much confidence in our survival
prospects as dinosaurs, had they been thinking beings, would have be-
lieved in their heyday that they had; we have not been subjected to as
rigorous a “test of time.” The fact that we are more intelligent than di-
nosaurs enables us to cope better with certain environmental changes,
but it also exposes us to risks that dinosaurs did not face. They didn’t
have to worry about disastrous lab accidents or bioterrorists.

It is believed that as many as 99.9 percent of all the species that have
emerged on earth may have become extinct,197 whether through com-
petition or catastrophe. Yet the remaining variety of species is formi-
dable; indeed, for all we know there may be more species on earth
today than at any previous time.198 No one knows either how many
species there are—estimates range from fewer than 4 million to 100
million,199 though most of the estimates are clustered between 10 mil-
lion and 14 million200—or how many there were a year ago or 10 years
ago or 1,000 years ago. As a result, no one knows how many species
have become extinct because of human activities.

The oft-repeated estimate that 40,000 species are becoming extinct
every year has been derided as groundless201 but is more accurately de-
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scribed as exceedingly speculative. The fossil record suggests that the
average number of extinctions before human beings were around to
cause more of them did not exceed 10 a year,202 and it seems unlikely
that we would be causing 4,000 times that number. But who knows?
The distinguished evolutionary biologist Edward O. Wilson has pre-
dicted that by the year 2030 a fifth of all species will be either extinct
or on the verge of extinction unless dramatic measures are taken to
save them.203 In making that prediction he didn’t indicate how many
species he thinks there are today. But elsewhere he says that the me-
dian estimate is 10 million,204 and if that is the number he is using, then
he is predicting that in roughly a quarter of a century two million spe-
cies will become extinct or will be verging on extinction—which is
80,000 a year.

This figure, even when halved, must be taken with more than a
grain of salt—the data concerning extinctions are awful, as all rep-
utable ecologists admit.205 But it cannot be considered wholly irre-
sponsible.206 The rapid increase in the human population, shown in
Figure 1.2, is causing the widespread destruction of habitats. That de-
struction endangers the species whose habitats they are, as does the
human propensity to introduce new predators into the habitats of ani-
mals and plants that are defenseless against them.207 Human hunting,
logging, herbicides, and pollution play a role in extinctions too. As
does global warming,208 and only in part because polar and tropical
species tend to be adapted to only a narrow range of temperatures.209

Even in the temperate zones, fauna may be threatened, notably fish,
which have limited tolerance for changes in the temperature of the
streams, ponds, and other bodies of water in which they live.210

Summarizing a variety of approaches to the vexing task of estimat-
ing the rate at which species are becoming extinct, Robert May and his
associates conclude that if current trends continue, we face impending
extinction rates “at least four orders-of-magnitude faster than the back-
ground rates seen in the fossil record.”211 Four orders of magnitude is
10,000, so if the background rate is 10 extinctions per year a rate of ex-
tinction four orders of magnitude greater would be 100,000 extinctions
per year. May and his associates, however, estimate the background
rate at only at one per year,212 so they are expecting “only” 10,000 an-
nual extinctions. But this is still a number sufficiently greater than the
background rate, whatever exactly it is, to arouse concern that human
activities are reducing biodiversity substantially,213 with unknowable
but probably adverse consequences.
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There are reputable scientists (Lomborg is not a scientist) who be-
lieve that ecologists have seriously underestimated the background rate
of extinctions and seriously overestimated the current rate; re-estimates
have produced dramatically reduced figures for the increase in the ex-
tinction rate caused by human activity.214 Still, “there is little doubt that
species are going extinct extremely rapidly and that we are in the midst
of a major extinction interval.”215 Even Lomborg thinks that the current
extinction rate is 1,500 times the natural background rate.216

The catastrophe that ended the reign of the dinosaurs was seren-
dipitous from the standpoint of our own species. Had the dinosaurs 
survived, large mammals, such as primates, would probably not have
evolved—there wouldn’t have been room for them in ecological
space—and so there would be no human beings.217 This illustrates the
point that without periodic extinctions “biodiversity would increase
exponentially. . . . Rather soon, the system would saturate: speciation
would have to stop because there would be no room for new species.”
Extinction “creates space for evolutionary innovations.”218 A really new
life form is likely to be vulnerable when it first appears, requiring a
shakedown period to get the design flaws out. It is more likely to sur-
vive that initial period of vulnerability the less competition it has from
other species. 

But to commend the beneficent effects of extinction is to take a very
long view indeed. Those who operate on a human timescale will find
it difficult to work up enthusiasm about the benefits of mass extinc-
tions in producing new life forms millions of years hence, when in the
nearer term reducing genetic diversity by man-made extinctions may
deprive humanity of potentially valuable resources—perhaps even in-
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dispensable ones, though that seems unlikely. Anyway it is doubtful
that extinctions are really creating more space for new species to oc-
cupy eventually; the ecological space that the extinction of existing
species creates is filled primarily by human beings rather than by new
forms of life.

One may be tempted to discount the gravity of the problem of di-
minishing biodiversity by noting the existence of organizations that
collect and conserve specimens of endangered plant and animal spe-
cies both in their original habitats and in special facilities elsewhere
(“ex situ,” as it is said), such as San Diego Zoo’s “Frozen Zoo,” which
preserves cells from hundreds of animal species by freezing them; the
cells can be cloned to produce new members of the species.219 But
these conservation efforts have only a limited significance. Not only is
there no census of species, but it is infeasible to conduct one, because
many species, especially those in danger of extinction, have minute
populations and restricted habitats, often in hard-to-reach places. As a
result, we do not know how many of the species that are not being
conserved will become extinct unless heroic measures are taken to
preserve their habitats.

If we take a strictly anthropocentric view of catastrophic risks, es-
chewing philosophical questions,220 we must ask what exactly human-
kind loses by extinctions. Maybe nothing beyond the charm of unusual
life forms if extinctions are considered one by one; what is worrisome
from the point of view of this book is the unknown consequences of
mass extinctions. If millions of species will become extinct within the
foreseeable future, there is a risk, though probably a very slight one, of
true ecological catastrophe because of the interdependence of species.
If a species that is the main food source of another species disappears,
the other species may become extinct too, while at the same time still
another species, which may have been the main food source of the
first, may explode, wreaking havoc. The organic world is a network, and
severing a network at one point can have disastrous effects at others.
An example is the fate of Steller’s sea cow (a relative of the manatee),
which became extinct in the eighteenth century. A major factor in its
extinction, it appears, is that fur hunters depleted the local otter pop-
ulation. The otters fed on sea urchins, and with the otters gone the 
sea urchin population exploded. The sea urchins’ diet was kelp, as
was the sea cows’, and the depletion of kelp by the increased pop-
ulation of sea urchins reduced the sea cows’ food supply and hence
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their population, increasing their vulnerability to hunters, who finished 
them off.221

Thus far I have been assuming, consistent with most discussions of
biodiversity loss, that “species” is the correct unit of analysis. It may not
be. First, “species” is not a well-defined concept. The usual understand-
ing of a species is of a set of organisms that interbreed. This doesn’t
work for organisms that reproduce asexually. One reason that esti-
mates of the number of species differ is that the estimators don’t agree
on what should count as a species.

Second, and more important, the number of species is only a very
crude index of genetic diversity,222 which is the real value at stake.
There may be greater genetic diversity among several species each of
which belongs to a different genus (the next higher grouping of or-
ganisms) than among a larger number of species all belonging to the
same genus. And there is considerable genetic diversity within as well
as across species.223 Think of the different breeds of dogs and cats or
the differently colored birds of the same species. For that matter, think
of the genetic differences between two members of the same family
unless they are identical twins. The larger the population of a species,
the more genetically diverse it is likely to be. This effect may be offset
by the squeezing, perhaps to extinction, of the population of another
species. But by the same token the extinction of one species may allow
the population of a genetically more diverse one, or the populations
of many more species, to expand. Were the human race to become ex-
tinct, the amount of genetic diversity in the global ecosystem would in-
crease. And though there is much concern about “exotics”—species
newly introduced to an area that ravage local organisms that haven’t
evolved defenses effective against the newcomers—the introduction
of a new species may at least improve the prospects for its survival by
diversifying its habitat.

All this said, it seems a fair guess that if (a big if, however) 20 per-
cent of existing species are doomed to extinction within the next quar-
ter century, there will be a significant reduction in overall genetic di-
versity, especially since the environmental conditions that would bring
about such a decline in the number of species would probably also di-
minish the populations of the surviving ones and therefore reduce
within-species genetic diversity as well. Indeed, selective breeding for
the “best” livestock and crop plants has already caused a marked di-
minution in livestock breeds and plant varieties, with resulting loss of
genetic diversity.224
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As suggested by my reference to diversification, the anthropocentric
significance of genetic diversity from the standpoint of this book is that
it is a kind of insurance policy. The less genetic diversity there is, the
greater the potential impact on human welfare of plant disease, climate
change, and other environmental stressors;225 imagine if the only sur-
viving variety of tree when Dutch elm disease struck had been Dutch
elm. There doesn’t seem to be any danger that mass extinctions will
lead to the extinction of the human race. But there may be a slight risk
of destroying most human agriculture through the kind of domino ef-
fect that I mentioned earlier, where the disappearance of a species or
other group reverberates up and down the food chain, with potentially
catastrophic effects if a very large number of species go extinct in a
short period of time. I do not know how to measure these risks, which
depend on the fragility of the ecological equilibrium. But we may be
playing with fire in permitting species to disappear at as fast a rate as
many ecologists believe we are doing.

The best-known public effort to retard the rate of extinctions is the
Endangered Species Act.226 The act is designed to save species that are
in danger of extinction by forbidding their destruction and by requir-
ing the formulation and implementation of “recovery plans” designed
to increase the populations of the endangered species. Some 1,100
species have been listed as “endangered” or, if they are slightly less im-
periled, “threatened.” This is probably only a small fraction of the spe-
cies in the United States that are threatened with extinction. Moreover,
there are recovery plans for only 40 percent of the listed species, and
in the 30 years that the statute has been in effect only 11 listed species
have recovered sufficiently to be removed from the list,227 although
many listed species may have been saved from extinction. Because
having a listed species on one’s property can prevent development of
the property, and the costs are not reimbursed by the government,
“landowners have strong incentives”—to which they are known some-
times (no one knows how often) to yield—“to minimize the risk of
economic loss to a taking under the Act by hindering the gathering of
information about species on their land, or at the extreme, by destroy-
ing potential habitat overtly before the species are listed and covertly
afterwards.”228 In any event, if the median estimate of the number of
species in the world—10 million—is accepted and the rate of extinc-
tions is anywhere near what ecologists like Edward Wilson and Robert
May believe, it is apparent that the act is making only a trivial contri-
bution to reducing the rate.
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A note on population

Biodiversity reduction and global warming are linked not only in
being environmental problems, but also causally; I mentioned that

a significant increase in global temperatures will place a heavy stress
on animals and plants that are adapted to only a narrow temperature
range. The two risks are also linked in their relation to population growth
and economic development. The more human beings there are, and
the more prosperous they are, the more land will be cleared and the
more fossil fuels will be burned in internal combustion engines and
electrical generating plants. The clearing of land is likely to reduce the
number of species, and both it and the burning of fossil fuels cause
emission of greenhouse gases.

Conceivably, regulatory measures, including land-use controls and
emission taxes, or market-driven substitution of cleaner fuels, will bail
us out, although that may require revolutionary advances in technol-
ogy.229 Alternatively, world population growth may level off and even
begin to decline—eventually. But when will that be, and at what level
will the population top out? No one knows, because the determinants
of population change are numerous and difficult to predict.230 Moreover,
population is likely to keep growing even after the birthrate falls below
the replacement level if earlier population cohorts, which are larger be-
cause their members were born when the birthrate was higher, have not
reached the age at which they will be having their own children.

A glance back at Figure 1.2 will reveal a predicted rise in the world
population from its current level of about 6 billion to 9 billion by 2050.
Wolfgang Lutz has distilled from a variety of projections a range of
world population estimates for that year of 6.5 billion to almost 14 bil-
lion people, with the likeliest estimate 10 billion.231 Meanwhile, per
capita production is expected to grow by more than 2 percent a year
during this century.232 If world population increases at an annual rate
of 1 percent and per capita production at an annual rate of 2 percent,
for a total annual growth in production of 3 percent, then GWP will
increase almost fourfold by 2050 (1.0346 � 3.895). This implies greatly
increased stress on the environment, suggesting that biodiversity loss
and global warming will become increasingly serious problems in the
coming decades unless measures are taken now to begin to ameliorate
them. Like global warming, biodiversity depletion is irreversible in 
the short run.
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Granted, if all population growth occurs in the poorest countries,
the rate of per capita growth in production is likely to decline. But that
may not benefit either the climate or biodiversity. Population growth
rather than economic growth drives deforestation, and deforestation
both increases atmospheric carbon dioxide and promotes extinctions.233

The effect of a growing world population on the catastrophic risks
casts doubt on a common criticism of stringent environmental controls:
that they increase mortality.234 Banning DDT, the critics point out, has
increased the incidence of malaria. More generally, because income
and longevity are positively correlated, costly environmental regula-
tions reduce longevity by reducing incomes. Such regulations are not
the best, and may not even be a rational—they are certainly not an
intended—method of population control; compared to birth control,
they are cruel. But in a complete analysis their effect in limiting popu-
lation and thus reducing catastrophic risks would count as an offset to
their cost.

For the analysis to be really complete, however, any positive exter-
nalities of population growth would have to be considered along with
the negative ones. These would include enabling increased specializa-
tion of labor, an important source of efficiencies, and accelerating the
expansion of the stock of useful knowledge. The second effect comes
about not only because there are more potential producers but also be-
cause there may be increasing returns to the production of knowledge,
especially scientific knowledge.235 On the one hand, it is true, increas-
ing the number of innovators increases the probability of simultane-
ous invention, which reduces the returns to innovation. But this effect
may be outweighed by that of increased innovation in expanding the
knowledge base on which future innovators build.

In addition, the expansion of the market for new products and ser-
vices that is brought about by an increase in the population may in-
crease the rate of technological advance by offering the prospect of
larger profits from successful innovation.236 Most costs of creating in-
tellectual property, of which scientific and other technical knowledge
is an important type, are fixed rather than variable. This means that 
an expansion in output will yield revenues that are only slightly offset
by the costs of the expansion, and the difference is available to cover
the fixed costs of research and development. To illustrate, if fixed costs
are $10, variable cost is $1 per unit of output, and price is $2, then at
an output of 10 units total revenue will be $20 and will just equal total
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costs of $20 ($10 � [10 � $1]). But at an output of 20 units, total rev-
enue will be $40 and will exceed total costs [$10 � [20 � $1]) by $10.

A further effect of increased population—the increase in total human
welfare if additional people derive greater utility from living than the
disutility they impose on the existing population—has dubious nor-
mative significance for reasons that will be explored in chapter 3. But
if additional people derive positive utility from living without causing
existing people to lose any of their utility, then there is a net gain in
global utility. It doesn’t matter whether the additional people derive
less utility from life than the existing population. If in a two-person so-
ciety A has utility from living of 100 and B of 90, killing B does not in-
crease welfare even though it raises average utility from 95 to 100.237

But we must consider two negative externalities of population growth
that are highlighted by consideration of the catastrophic risks. The first
is the danger of catastrophe that is created by headlong technological
advance, more precisely by the fact that technological progress is
much more rapid than progress in developing and implementing meth-
ods of controlling the dangers that technology creates. Just compare
scientific progress since 1800 with the progress in politics, law, and
morals over the same period. Not that there hasn’t been progress in
those spheres; the domain over which human activity is governed by
rational processes has expanded greatly.238 It’s just been slower. The
difference is due partly to the fact that science has better methods of
testing its hypotheses, partly to its dealing (by choice!) with more man-
ageable subject matter, and partly (a related point) to its being less buf-
feted by politics. The faster the rate of scientific progress, the greater
and more dangerous is likely to be the relative lag in progress in so-
cial control. The chapters that follow will reveal how daunting the
challenge of effective social control of scientific and technological risk
is already.

Second, given a fixed though tiny percentage of individuals as-
sumed to have the skills and motivation to devise and carry out a
scheme of catastrophic destruction, any increase in world population
increases the absolute number of those dangerous individuals, just as
the more planets there are, the likelier it is that at least one of them
contains intelligent life. It might require only a handful of deranged or
fanatical individuals with the relevant technological skills to cause a
global catastrophe.

To sound a frequent note in this book, not enough is known for
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the positive and negative externalities of continued population growth
to be quantified. Risk-averse people may therefore favor policies that
limit that growth, such as subsidizing contraception and abortion, fos-
tering urbanization (but remember that this could increase the risk of
natural pandemics), restricting family welfare payments, substituting so-
cial security for dependence on one’s adult children for support in one’s
old age, and, what is probably most efficacious, subsidizing women’s
education and job opportunities in order to increase the opportunity
costs of bearing and raising children.

Notice, finally, that the greater the dangers posed by continued popu-
lation growth, the less catastrophic certain catastrophic events might
turn out to be, such as a pandemic that, in Malthusian fashion, thinned
out the world’s population.

Intentional catastrophes

“Nuclear winter”

During the half century of the cold war (1947–1989), the cata-
strophic risk that attracted the most attention was that of a nuclear

and, beginning in the 1950s, a thermonuclear war239 (that is, a war with
hydrogen bombs rather than just atomic bombs). Before the first test
explosion of an atomic bomb in 1945, there was some concern in sci-
entific circles that a nuclear explosion could ignite the entire atmos-
phere.240 But the risk was considered very small, and anyway risk tak-
ing is the order of the day in wartime; and of course the risk did not
materialize. Although there has long been loose talk about how a nu-
clear war might cause the extinction of the human race, this was never
a danger if attention is confined to atomic bombs. A Hiroshima-sized
bomb can cause a great loss of life, and a thousand of them much more.
There were almost 150,000 deaths in Hiroshima; multiply that number
by a thousand and the total number of deaths rises to 150 million. But
this is only 2.5 percent of the world’s population today, a percentage
not much greater than the percentage of the world’s population killed
in World War II (some 40 to 50 million, out of a world population of
2.3 billion—so about 2 percent), though the loss was spread over six
years. Still, 150 million is an appalling number of human deaths—and
it is an underestimate, because there would also be radioactive con-
tamination of human and other habitats, resulting in many illnesses
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and some deaths. But the human race would survive. This is less cer-
tain if we imagine an all-out war with hydrogen bombs, which could
produce consequences similar to that of a major asteroid collision, in
particular the destruction of most agriculture by the creation of dense
clouds of debris that would shut down photosynthesis, maybe for
years.241 Martin Rees, however, says that the “best guess” is that even
a full-scale hydrogen-bomb war would not cause “a prolonged world-
wide blackout.”242

To wage thermonuclear war was never an option seriously consid-
ered by the United States or the Soviet Union, but the danger of an ac-
cidental all-out thermonuclear war was not trivial. There were a num-
ber of false alarms during the cold war—occasions on which one side
thought the other had launched a first strike against it.243 That was why
both sides developed a second-strike capability, that is, a capability of
inflicting a devastating retaliation after a surprise attack. Nevertheless,
had either nation been convinced that the other had launched a first
strike, it would have been strongly tempted to respond in kind imme-
diately rather than wait to see how much of its second-strike capabil-
ity survived the strike against it. At the same time, the nuclear “balance
of terror” may have averted a nonnuclear World War III, which could
have been immensely destructive. This is a genuine though paradoxi-
cal example of the occasional beneficent effects of technology in re-
ducing catastrophic risks created by technology.

The problem of false alarms that might touch off a thermonuclear
war has become less serious. The United States and Russia (the only
nation formerly part of the Soviet Union to retain nuclear weapons) are
no longer enemies. It is inconceivable that either nation would launch
a first strike against the other, and so a false alarm would instantly be
recognized as being just that. An accidental launch remains a possibil-
ity, however, though presumably a remote one; and even though it
would be unlikely to provoke a war, a single hit with a hydrogen bomb
could kill millions of people. China, moreover, has thermonuclear
weapons and an increasing capability of delivering them over long dis-
tances, and somewhat tense relations with the United States, particu-
larly over Taiwan; we may someday find ourselves confronting China
in much the same way that we confronted the Soviet Union during the
cold war. Other, weaker nations have or are on the verge of acquiring
nuclear arms, but the only ones that are hostile to the United States—
namely North Korea and Iran—are unlikely to be permitted to acquire
thermonuclear weapons, and without them they are too overmatched

C A T A S T R O P H E

72



by the United States to pose a serious threat. Unless completely irrational,
their leaders are deterred from using nuclear weapons against us.

But this is cold comfort, and not only because irrational behavior is
not unknown among dictators; ruling by intimidation has a tendency
to produce paranoia and intellectual isolation. Nations have other en-
emies besides the United States. A nuclear war between India and Pak-
istan loomed as a possibility in 2002 because of the asymmetry in con-
ventional military strength between the two nations; and had Saddam
Hussein obtained nuclear weapons, as we know at one time he wanted
to do, a nuclear war in the Middle East would have become a possi-
bility. Apart from the great destruction that even a war waged with a
small number of atomic bombs would create, there is the danger that
such a war would escalate, bringing in additional nuclear powers. For
example, should a terrorist group based in Pakistan succeed in deto-
nating a nuclear bomb in Israel, Israel might well launch a retaliatory
nuclear strike against Pakistan, itself a nuclear power. India might take
the opportunity to finish with Pakistan, provoking nuclear retaliation
by a desperate Pakistan. All three of these nations, moreover, are at least
potential thermonuclear powers. And conceivably, though improba-
bly, China could be sucked into a nuclear war between India, which
is a rival of China, and Pakistan.

Is the danger of a missile attack with nuclear or thermonuclear
weapons against the United States sufficiently great to justify the cre-
ation of a defense against ballistic missiles? There are complex issues
of cost and efficacy that I will not attempt to address, except to note
that antiballistic missile (ABM) research and development probably
would not, as one might think it might, contribute significantly to an
effective defense against asteroid strikes. An asteroid defense is a much
easier project because asteroids come one at a time and cannot use de-
coys to attempt to overwhelm the defense.

The main objective of an ABM defense, moreover, is not so much
to prevent an attack from succeeding as to deprive potential enemies
of a bargaining chip. If in 2003 Saddam Hussein’s Iraq had had the ca-
pability of A-bombing the United States or even Israel, we might have
hesitated to invade Iraq because of the risk that, faced with defeat and
overthrow, he would decide on national suicide and induce the Iraqi
military to implement his decision. North Korea may be playing this
game with us.

The gravest nuclear threat today comes not from rogue states but
from terrorists (or from a combination: North Korea, perhaps, selling

What are the catastrophic risks, and how catastrophic are they?

73



fissile material to terrorists). One danger is that a terrorist group will
actually build an atomic bomb. The design of these weapons is well
known, and although their construction is costly and requires consid-
erable engineering sophistication, it may not be beyond the ability of
a well-financed group if it can get its hands on plutonium or highly en-
riched uranium—and that is not out of the question either.244 I men-
tioned the possibility that North Korea would sell fissile material to ter-
rorists. More ominous (because fear of retaliation may deter North
Korea from knowingly selling fissile material to a group that might use
it against a nuclear power, such as the United States) is the possession
by a number of the former communist nations of nuclear reactors that
burn weapons-grade nuclear fuel; the precautions against theft from
these facilities are often weak.245 The security of Pakistan’s nuclear ar-
senal is also in doubt. Pakistan is an unstable, ill-governed nation that
may one day come under the control of Islamic extremists and that has
an acknowledged history of contributing to nuclear proliferation.246

But probably the greatest danger resides in Russia’s huge stocks of
weapons-grade nuclear materials; “much of this material is not ade-
quately protected against theft or diversion,” and there have been in
fact a number of thefts.247 All in all, there may be enough plutonium
outside secure military installations to furnish the raw material for
20,000 atomic bombs.248

A group as small as “two or three people with appropriate skills
could design and fabricate a crude nuclear explosive” that would ex-
plode with an energy equivalent to 100 tons of TNT—50 times the en-
ergy of the nonnuclear explosion that destroyed a federal building in
Oklahoma City in 1995, killing more than a hundred people.249 Greater
dangers include the dangers of terrorists’ stealing a nuclear bomb (if
manufactured from plutonium, a nuclear bomb having an energy
equivalent of 20,000 tons of TNT—the energy of the bomb dropped
on Nagasaki—need be no larger than an orange),250 crashing an air-
plane into a nuclear reactor (the United States has more than 100 nu-
clear power plants),251 or stealing radioactive materials that if used to
coat a conventional bomb would produce a weapon that could cause
extensive radioactive contamination.252 As is generally true of novel
man-made threats, the risk of a nuclear terrorist attack cannot be quan-
tified. But it does not seem insignificant.

The expected costs of an atomic attack by terrorists may well be
greater than those of “nuclear winter,” if the probability of the former
is as much greater as that of the latter as seems to be the case, even
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though the risks of nuclear terrorism that I have sketched, unlike the
risk of nuclear winter, are subcatastrophic from the standpoint of this
book. But that is small comfort. The expected costs of a subcatastrophic
disaster may exceed those of a catastrophic one, since the probability
of the lesser disaster may be higher and expected cost is the product
of probability and consequence (subject to a possible adjustment for
risk aversion). Anyway it is unclear what additional measures should
be taken to prevent an accidental war involving thermonuclear weapons
beyond those already being taken by the existing thermonuclear pow-
ers (the United States, Russia, the United Kingdom, France, and China)
to ward off what is after all a danger that has been recognized for half
a century; and so the prospect of nuclear winter does not figure largely
in this book. A source of considerable worry, however, is that while
only the five nations just mentioned are known to have hydrogen
bombs, three other nations—Israel, India, and Pakistan—are believed
either to have them or to have the capability of producing them. If they
do not have them already, they probably will have them soon.

Bioterrorism

As we know from the earlier discussion of AIDS, a bacterium or virus
that was new and fatal and easily spread (probably by being air-

borne), for which there was no vaccine or cure, and that had a long
infectious incubation period during which it was difficult to detect,
could trigger a pandemic that would kill all or most human beings. If
instead it killed all plants,253 the destructive effect on human beings
would be almost as great.254

No existing germ has all the desired properties, as far as anyone
knows. Anthrax, for example, though highly lethal, is not contagious,
and so is more like a chemical weapon than a biological one (as are
toxins, such as ricin, which are not germs at all). A natural pathogen
that kills its entire host population, and therefore itself, is, as I noted at
the beginning of this chapter, not fit in an evolutionary sense. That is
why we are unlikely to be wiped out by a natural pandemic, though it
could happen as the result of a mutation that produced a “suicidal”
pathogen. But an existing pathogen might be enabled by gene splic-
ing or other biological or chemical manipulation to cause the extinc-
tion of the human race. Smallpox virus is the prime candidate to be
such a pathogen, as we’ll see, but it is not the only one.

I have captioned this section of the chapter “bioterrorism” because
the threat of biological attack is primarily a terrorist threat rather than
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a state threat, and this for two reasons: the difficulty of preventing the
spread of disease to one’s own people and that states can be deterred
from using biological weaponry against powerful nations like the United
States, though they might use it against weaker nations, and there is
always a risk that such use would cause a pandemic. Bioterrorism255 is
a growing threat for several reasons: advances in biotechnology; the
fact that effective measures against one type of terrorist threat, such as
airplane hijacking, cause terrorists, who in this and other respects are
quite rational,256 to substitute other methods of attack;257 and the shift
in the character of terrorist groups in recent years from ones with lim-
ited political agendas, such as the Irish Republican Army and the Pales-
tine Liberation Organization, to ones, most notoriously but not only Al
Qaeda, that “are potentially more dangerous because they have fluid
objectives, perceive fewer political or ethical constraints on the scope
of their actions, are often interested in violence for its own sake, and
are less easily deterred by threats of punishment.”258 It is true that no
terrorist group that has aims short of destroying the human race would
knowingly launch a biological attack that had a substantial probability
of causing that destruction, and true too that suicide terrorism is more
likely to be effective the more limited its aims,259 as there is no nego-
tiating with, no yielding to the demands of, a terrorist bent on destroy-
ing the world. Yet terrorist groups may have apocalyptic aims and make
world suicide their goal. And terrorist groups having more limited aims
may miscalculate the lethality of the means they employ to achieve them.

Conceivably a single deranged individual could produce and dis-
seminate a lethal pathogen. The creation of biological weapons through
gene splicing260 and their dissemination does not require elaborate fa-
cilities, sophisticated materials and equipment, a large number of work-
ers, or an extensive or complicated delivery system.261 High school
students do gene splicing, and the requisite knowledge is available on
the Web.262 Granted, the preparation and dissemination of a lethal
pathogen are far more difficult than the creation and dissemination of
a computer virus by a lone hacker operating a laptop with a link to the
Internet. Laboratory facilities and experience in biotechnological re-
search, rather than just abstract knowledge of methods and materials,
would be necessary to fabricate a juiced-up pathogen and aerosolize
it for maximally effective dissemination. But the requisite facilities and
technical personnel are found in many countries, not all of which have
or enforce tight legal controls on bioengineering.
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One of these countries is the United States. Many of our college labo-
ratories contain poorly guarded lethal pathogens for use in agricultural
research financed by the Department of Agriculture.263 The Soviet Union
had a huge bioweaponry program,264 and some of the scientists who
worked in it emigrated after the Soviet Union’s collapse—most to de-
veloped countries but some perhaps to nations that harbor or are friendly
to terrorists or incapable of eliminating them, and they may have taken
samples with them to their new employers. There are still closed lab-
oratories in Russia in which experiments with lethal pathogens are be-
lieved to be taking place. North Korea has a biological warfare pro-
gram265 and might in its economic desperation sell information about
it to nations that allowed the information to come into the hands of ter-
rorist groups or could not prevent such seepage. Iraq certainly had a bio-
warfare program; do we know where all the Iraqi scientists who worked
in it are today? Other nations thought to have biological weapons or
bioweapon programs are China, Egypt, India, Iran, Israel, Libya, Pak-
istan, Sudan, and Syria,266 though Libya’s is being dismantled.

Terrorist groups have a proven interest in bioweaponry.267 Of the 36
known foreign terrorist organizations listed by the State Department in
its 2002 report on global terrorism, nine either have links to Al Qaeda
or Osama bin Laden or are believed to have biological or chemical
weapons or (as in the case of Al Qaeda) an interest in acquiring them.268

(The United Nations lists 199 organizations affiliated with Al Qaeda
alone.)269 Aum Shinrikyo, the Japanese group that released sarin in a
Tokyo subway in 1995, killing a dozen people, had earlier made re-
peated though unsuccessful efforts to develop a biowarfare capabil-
ity.270 Some terrorist groups almost certainly have enough money to be
able to hire scientists and technicians and buy the necessary materials
and equipment for them—Aum Shinrikyo even succeeded in recruit-
ing scientists as members.271 And while it is doubtful that a single in-
dividual (a biological Unabomber) would have the full range of skills
necessary to design and fabricate bioweapons all by himself, he might
be able to enlist the necessary technical assistance without revealing
his sinister purpose, perhaps by pretending to be developing a vac-
cine. And we know from the long search for the Unabomber that an
“amateur terrorist”272 is especially difficult to catch because he leaves a
smaller footprint than a group.

Several years ago a team of Australian biologists developed a lethal
virus by accident while trying to invent a contraceptive vaccine for
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mice as a means of pest control.273 They injected mouse DNA contain-
ing the gene IL-4, which produces a compound called interleukin–4,
into mousepox virus in a successful effort to enhance the virus. They
then infected mice with the enhanced virus, which they hoped would
stimulate an immune response that would make the mice infertile.
Mousepox is closely related to smallpox but is far less lethal, and in-
deed it is virtually harmless to the strain of mice involved in the ex-
periment. The spliced mousepox virus, however, was not only more
potent than the natural virus but so lethal that it killed even mice that
had been vaccinated against mousepox.274

This example shows how a laboratory accident may produce an
unusually dangerous strain of a natural disease agent that, should it es-
cape from the lab, could start an uncontrollable pandemic.275 But it is
the implications of such accidents for bioweaponry that I want to ex-
plore. The Australian scientists published an article describing the en-
hanced mousepox virus276 and in a part of the article captioned “ma-
terials and methods” provided in effect a blueprint for any bioterrorist
able to obtain a virus that causes disease in human beings and might
be enhanced by the method employed by those scientists.277

The smallpox virus is stable in aerosol form and has an infectious
incubation period of seven to seventeen days.278 Even when symptoms
do appear, at the end of that period, they frequently are mistaken for
those of other diseases, such as flu or even chickenpox.279 The aero-
sols of smallpox virus in the exhalations of an infected person carry for
several meters,280 so that, without an effective vaccine, hospital work-
ers and family members would be quickly infected by the first wave of
infected persons, especially if the disease hadn’t been identified.

The average reproduction rate of smallpox—that is, the number of
persons likely to be infected by contagion from one infected person, 
a number that varies not only with the contagiousness of the disease
and the length of time before the infected person dies and so ceases
to be contagious but also with the density of population and frequency
of interactions among people and of course the extent and efficacy of
vaccination—is 5.5.281 Suppose a terrorist infected 1,000 people at
widely separated locations, each of the victims infected on average 5.5
others within three days, who in turn infected on average 5.5 others in
the same period, and this continued for three weeks, that is, for seven
rounds. By then more than 150 million people would have become in-
fected (1,000 � 5.57). Border controls and other methods of prevent-
ing terrorists from achieving physical proximity to their victims, which
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are the methods recommended for preventing suicide terrorism,282

would not work against this type of attack. An innocent person flying
from Athens airport to the United States who had been infected with
smallpox at that airport could become the port of entry for smallpox
in the United States.

With smallpox spreading as the result of an attack such as I have
described and the vaccine ineffective—for I am assuming a “juiced-
up” smallpox virus similar to the juiced-up mousepox virus created by
the Australian plant scientists—and no cure, only isolation (of every-
one known to be infected or to have been exposed to the disease in
question) or quarantining (isolating everyone who might have been
exposed to it) could limit the further spread of the disease. Quaranti-
ning is the more costly measure, both to those administering it and to
the population at large, because more people are subject to it,283 but it
is hard to see how it could be avoided in the case of a large-scale out-
break of smallpox. Yet it might well be ineffectual. The relatively long
infectious incubation period of smallpox would allow the disease to
spread to a great distance before a quarantine could be imposed.284

Many health workers would be infected, and those who were not,
lacking vaccine protection, would be reluctant to approach infected
persons, and if they did their ranks would be rapidly thinned as they
caught the disease. If the terrorist avoided detection, he could continue
spreading the disease even after known victims had been quarantined,
until he himself became disabled by it. Isolated human populations
might escape infection but might not be viable in a world from which
most of the human race, perhaps including all the urban populations
and all health workers, had vanished.

The occasional outbreaks of smallpox in modern times before its
eradication were quickly contained.285 But these were isolated out-
breaks rather than implementations of a plan of widespread destruc-
tion. And many potential victims, plus hospital and other public health
workers, had been vaccinated. A terrorist who got hold of smallpox
virus, gene spliced it as was done with the mousepox virus, grew the
virus in living cells, and extracted modest quantities of the virus in fluid
form could place the fluid in aerosolizers that he would unobtrusively
deposit in airport departure lounges, shopping malls, movie theaters,
indoor stadiums, and other enclosed spaces in which people congre-
gate. The aerosolizers would spray an invisible mist that could infect
hundreds or even thousands of people within a few minutes at each
location, all of whom would then be carriers.286 Within weeks, hun-
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dreds of millions of people around the world would be infected, and
the disease would be unstoppable. A bizarre wrinkle is that airports are
beginning to install air fresheners, which a terrorist could switch with
dispensers of aerosolized bioweapons without anyone noticing.

Smallpox virus may be difficult for terrorists to get hold of. The dis-
ease was declared eradicated in 1980 (the last known outbreak was in
1977), and the only known specimens are under lock and key in two
laboratories, one in the United States and the other in Russia. But there
is suspicion, though no hard evidence, that stocks of smallpox virus
exist elsewhere.287 And it is possible that vaccinia virus, which is used
to vaccinate human beings against smallpox and is much more widely
available than the smallpox virus itself, might be reengineered to be as
lethal as the smallpox virus.288 Flu virus, gene spliced to be more lethal
than the natural virus and to be vaccine resistant, is another candidate
for a devastating bioweapon. It is more difficult to work with than
smallpox because of its high rate of mutation, but this difficulty could
be overcome by continued rapid progress in biotechnology.

The mousepox experiment has been replicated by microbiologists
at St. Louis University—with the difference that they inserted the IL-4
gene into a different part of the virus, the effect being to make it even
more lethal than the Australian plant scientists had made it. The St. Louis
researchers announced the result of their experiment publicly even be-
fore submitting it for publication in a scientific journal.289 The leader of
the research team “emphasized repeatedly” that the juiced-up mouse-
pox “‘can’t affect humans.’”290 He was being disingenuous. People aren’t
susceptible to mousepox; that is true. But the significance of the gene-
spliced mousepox virus is that inserting the IL-4 gene into the smallpox
virus might produce a strain of smallpox against which the existing vac-
cine would be ineffective. The St. Louis team said that their “research
could help deter terrorism by demonstrating the emergence of more
potent medical defenses.” They added that a combination of an antiviral
drug (cidofovir) with human smallpox vaccine “saved some mice” and
that combining cidofovir with “a monoclonal antibody drug that fought
the effect of interleukin–4” did even better.291 A bioterrorist reading the
article would realize that he should be looking for something to add to
smallpox virus to counter the effect of cidofovir and monoclonal anti-
body drugs. The sort of research done by the St. Louis scientists may
be essential in combating bioterrorism, but publicizing the research
could destroy its value in that regard. And the drugs that they think
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would be effective against a juiced-up smallpox are not stocked in suf-
ficient volume to stop a pandemic.

A molecular virologist has developed “a genetically engineered
Ebola that will enable researchers to mutate the virus at will to see which
of its genes and proteins are most responsible for its deadly effects.”292

Apart from the value of such an invention in developing a cure, a mutant
virus might be the basis for a vaccine; the most common type of vac-
cine is simply a weakened disease agent. Moreover, a broad-spectrum
vaccine is more valuable than one that is effective against only one
strain of a virus, and to develop such a vaccine requires knowledge
that may be obtainable only by mutating the virus into more lethal
forms. In addition, genetic engineering can be used to create more ef-
fective vaccines and ones that cause fewer allergic reactions.293

So far, so good; but in the wrong hands Ebola might be mutated (for
example by injecting a toxin into the virus) into a form that would in-
crease its infectiousness and defeat any vaccine or cure that had been
developed for the natural form of the virus. Indeed, according to
Kanatjan Alibekov (now Ken Alibek), the former chief scientist of the
Soviet Union’s biowarfare program, the Soviets succeeded in weaponiz-
ing Marburg Variant U, a cousin of Ebola. They processed Variant U
into an inhalable dust so potent that just a few microscopic particles of
the dust would kill.294

The case of the genetically reengineered Ebola vaccine underscores
the dilemma of “dual use” technology, that is, a technology, such as
gene splicing, that has beneficent as well as destructive applications.
As Ebola illustrates, the beneficent uses are not limited to combating
bioterrorism; natural germs remain, as we saw at the beginning of this
chapter, a deadly threat. The lethal pathogens that bioterrorists might
try to juice up might spread naturally. An attempt to ban gene splicing
would thus impose large social costs to the extent that the ban was ef-
fective. But the point is academic, because the attempt would be fu-
tile. The potential benefits of the technology would create irresistible
pressure for continued development. If the United States banned it, de-
velopment would simply gravitate to another country.

Combating bioterrorism is complicated by an ominous feedback ef-
fect. To deal with the threat of bioterrorism we need to train more bio-
chemists in virology and related disciplines in order to staff the labo-
ratories working on vaccines, cures, and methods of detection. But the
more biochemists there are who have such training, the greater the
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number of people who know how to alter, create, and distribute such
agents. However minute the percentage of them likely to be enlisted
in a campaign of terrorism (provided the percentage exceeds zero), the
more biochemists there are, the more potential bioterrorists there are.
The danger is particularly acute with regard to biochemists who come
to the United States from unfriendly nations, or nations in which a sub-
stantial slice of the population is fiercely hostile to the United States al-
though the government is friendly to us, for advanced training and
then return to their home countries.

In part because scientists’ salaries are low relative to those of highly
educated Americans in medicine, law, and business—for example, in
1999 the median salary of physical scientists who had received their
doctorate within the preceding three years was only $52,000295—a
great many of the scientists and technicians currently working in the
United States are foreigners who may return home some day. Only half
the technical employees of the National Institutes of Health are U.S. citi-
zens.296 And in the last thirty years the number of American graduate
students in physics has fallen by almost half, while the number of for-
eign students has almost doubled and now exceeds the number of
American students.297

Foreign students from terrorist-friendly nations who remain in the
United States are less likely to do us harm than those who return to
their nations. And if all did remain, then welcoming such students
might be a means of depriving terrorists of their ablest potential re-
cruits. But as we’ll see in chapter 4, not all remain. Indeed, persons
who enter the United States on a student visa are normally required to
return to their native country for a period of time before settling in the
United States permanently.

The danger of a cataclysmic bioterrorist attack seems so great that
one may wonder why we are still here. Maybe my analysis under-
estimates the obstacles to such an attack. Academic-style analysis has
a tendency to overlook practical difficulties and in particular to under-
estimate the time and the practical know-how that it takes to cross the
bridge from an idea to its implementation. (The other side of “imagi-
nation cost” is that we can think quicker than we can do.) Maybe spik-
ing smallpox virus is harder than it looks—those Australian plant sci-
entists were using cutting-edge methods and equipment. To launch a
devastating biological attack, a terrorist group or deranged scientist
would have to obtain a suitable pathogen, engineer it to maximize its
lethality and defeat any existing vaccine, handle it without infecting
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themselves before they could complete their work (since they would
have no vaccine protection), aerosolize it—the most difficult stage298—
and disseminate it. Failure or discovery at any stage would spell ruin
and is likelier the more stages there are—though the terrorist attacks
of September 11, 2001, had been years in preparation and involved a sig-
nificant number of people, probably at least 100, yet were not foiled.

Difficulties are made to be overcome. We may have been spared a
devastating bioterrorist attack thus far only because terrorists have yet
to grasp the full implications of the biotech revolution and equip them-
selves to take advantage of it. A more reassuring possibility is that even
terrorists don’t want to kill everybody, especially the members of their
own families, and they may realize that the scope of a bioterrorist at-
tack may be impossible to limit. They may also, reflecting on the ex-
traordinary disruption caused by the small-scale anthrax attack in the
eastern United States in the fall 2001 that killed only five people, de-
cide that a bioterror attack that killed thousands, or millions, but not
billions of people would nevertheless cause an entirely satisfactory de-
gree of chaos. But there may be terrorists who do not blanch at risks
to their families and who welcome Armageddon. And there is also the
“mad scientist” risk. Although scientists have a lower incidence of men-
tal illness than other professional and creative people,299 a number of
scientific and technical workers are mentally ill300 and people can be
profoundly deranged (by our lights, at least) without having a diagnos-
able mental illness: Hitler, for example, and probably Osama bin Laden
and Saddam Hussein.

Because the biotech industry is expanding rapidly and the costs
and skills required for gene splicing are falling, the danger of bio-
terrorism is rising. We may be safe today, but not tomorrow. We may
have gained some time as a result of the disorganization of Al Qaeda,
brought about by the vigorous response of the United States and other
nations to the 9/11 attacks. And we are more alert to the risk of ter-
rorist attacks, including attacks utilizing weapons of mass destruction,
than we were before that watershed event. But in time Al Qaeda may
regroup or successor organizations achieve a high level of coherence
and effectiveness, including effectiveness in neutralizing our intelli-
gence operations. What is certain is that the technology usable for
bioterrorism will improve, perhaps through a merger with nanotech-
nology. Such a merger might enable the smallpox virus to be synthe-
sized, so that bioterrorists would no longer have to buy or steal it. The
polio virus has already been synthesized. “Binary” methods of pro-
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duction, in which the DNA of a virus is divided during the “spiking”
stage to reduce risk to the handler and the separated pieces are
“stitched” back together after the processing is complete, are on the
way too. So are “stealth” viruses that, like the AIDS virus, have a very
long infectious incubation period.301

Bioweaponry is often bracketed with chemical as well as nuclear
weapons as weapons of mass destruction. Chemical weapons have
been used by terrorists and under optimal conditions could inflict
heavy casualties.302 But they are highly unlikely to inflict casualties on
the potential scale of nuclear and biological weaponry. They do not
have the destructive force of nuclear weapons; they are not conta-
gious, like many biological agents; and they can be neutralized by spe-
cial clothing and other gear.

Cyberterrorism

It is natural to move from biochemical viruses to computer viruses; in-
deed the proliferation of the latter may be a portent of proliferation

of the former. Viruses are only one form of cyberterrorism,303 but I will
begin with them.

Computer viruses are usually created by lone individuals who are
skilled in computer technology and do not need expensive equipment.
These viruses can spread very rapidly. The Internet is to the computer
virus as the atmosphere is to an airborne biological virus, although the
broader problem is computer interconnectivity—the Internet is only
one, though the largest, computer network.

The potential danger is illustrated by the Melissa virus of 1999, a bit
of software uploaded into the Internet in the form of an innocuously
labeled document that when downloaded burrowed into the recipi-
ent’s email address book and sent itself to the first 50 names in the
book the next time the computer was online. Each of the recipients
thus became the “carrier” of the virus to those addressees. Millions of
computers were infected within a short time.

The annual cost of computer viruses to society has not been esti-
mated with any precision. But it may amount to billions of dollars in
interruption of service and in countermeasures by software companies,
Internet service providers, the information-technology staffs of Internet
users, and law enforcement personnel, not to mention the diversion of
a valuable resource, namely the time of the hackers, to a socially un-
productive activity. Computer viruses are not an extinction event; in-
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deed at present they are more a nuisance than a serious problem. Their
chief significance for the type of risk on which I focus in this book may
be as evidence that there are indeed a great number of antisocial
geeks, such as “computer skilled, but anti-social individuals who de-
liberately disrupt computer systems merely for the joy and personal
satisfaction which comes from such achievement.”304 The most dan-
gerous geeks, however, are those whose expertise is in biochemistry
rather than computer programming.

If it is true that computer viruses are costing the U.S. economy $13
billion a year, as one estimate has it,305 still that is only slightly more than
one-tenth of 1 percent of GDP. But that is now, and the costs may rise
rapidly. The number of viral infections of computers is increasing—
from 6 in 1988 to 82,084 in 2002 and 76,404 in just the first half of 2003,
almost doubling in the third quarter to 114,855306—and the total social
costs are likely to rise more rapidly than the number and lethality of
the computer viruses because we are in an arms-race situation, with
hackers’ efforts to devise ever more damaging computer viruses being
matched by ever more sophisticated defenses. So far the defense is
ahead. Most of the damage from computer viruses is sustained by
unsophisticated Internet users who fail to take elementary precautions,
such as deleting suspicious messages (especially email attachments)
without downloading them and updating their antivirus software con-
scientiously. Computer viruses are usually detected quickly and slain
by software patches distributed over the Internet within hours or even
minutes of the launch of the virus. But the balance may shift in favor
of the offense in the future, as technology evolves.307 There are signs
of this in a recent flurry of computer viruses skillfully disguised as se-
curity patches distributed by Microsoft!

“More than 800,000 hazmat [hazardous materials] shipments occur
daily in the United States. . . . Terrorists could hack into and misuse in-
formation systems to identify and track such shipments in order to
attack them at high-consequence locations,” or even to “cause an ac-
cident resulting in the release of hazardous materials . . . by seizing
control of railroad switches or signals.” They might also “exploit vul-
nerabilities in transportation information systems to mask” shipments
of weapons of mass destruction into the United States.308 Conceivably
a computer virus that evaded countermeasures that now seem ade-
quate could disable all the military’s computers during a war or, as in
the science fiction movie Terminator 3: The Rise of the Machines, gen-

What are the catastrophic risks, and how catastrophic are they?

85



erate a credible report of an imminent nuclear strike by a hostile na-
tion or a terrorist group. Even a virus that “merely” destroyed the World
Wide Web or disrupted Internet communications for a period of weeks
could trigger a major economic depression.309 Optimists will point out,
however, that most existing operating-system software predates com-
puter viruses—indeed, predates the Internet—and future operating-
system software will be less vulnerable.

A distinct form of cyberterrorism is the “insider attack.”310 Someone
who has or gains physical access to a computer network inside the
government or an industry may be able to obtain highly sensitive in-
formation or engage in acts of sabotage, destroying valuable data or
perhaps even reprogramming computers to direct destructive acts.311

Digitization: surveillance and concealment

Adifferent type of computer-related threat to social welfare arises
from the effect of digitization of data on surveillance on the one

hand and on concealment on the other. Surveillance involves both spy-
ing and analysis. Our police and intelligence agencies may soon be
able to monitor all electromagnetic transmissions occurring anywhere
on earth (phone calls, email, etc.), to eavesdrop on most face-to-face
conversations as well, for example by deciphering the window vibra-
tions caused by the human voice, and to maintain continuous video
surveillance of all public spaces.312 Digitization and computerized data
processing will enable the stupendous mass of data obtained by such
methods to be stored, sorted, pooled, interpreted, and identified with
specific individuals, as well as enabling the collection, exchange, stor-
age, and retrieval of all personal records (medical, financial, etc.) that
are in electronic form, as all soon will be. In the wake of the 9/11 at-
tacks, law enforcement authorities have, for example in the MATRIX
project (see the next chapter), pooled more and more of the informa-
tion about individuals that is contained in different databases. In the
not very distant future, advances in digitization may enable the inex-
pensive creation of a comprehensive, continuously updated, readily
accessible dossier on every human being on earth, containing a com-
plete record of his or her conversations, purchases, computer files,
health, travels, and other circumstances and activities both personal
and professional. Even so innocuous-seeming an innovation as elec-
tronic toll collection, such as the popular E-Z Pass system, produces
records that if retained and sorted would provide a comprehensive pic-
ture of an individual’s daily travels.313
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Comprehensive surveillance capability will not be a public monop-
oly. The European Union recognizes this; its privacy directive is appli-
cable mainly to private rather than governmental databases.314

The psychological damage from impairing personal privacy to the
degree that technological progress portends could be considerable,
though there is a tendency to exaggerate it. The inhabitants of primi-
tive societies have little privacy, because of the physical circumstances
of their lives and because secrecy is more dangerous to social order
when effective institutions of law enforcement have not emerged.315

Yet these peoples do not appear to suffer from more hang-ups than we
moderns do. Celebrities and politicians seem able to adjust to loss of
privacy—and not all of them are exhibitionists. Maybe the rest of us
will adjust as well.

Privacy is, moreover, an ethically and economically equivocal good,
and not merely in an age of terrorism. Its operative meaning is con-
cealment. The loss of utility from not being able to conceal discredi-
table facts about oneself might be balanced by the gain in transparency
of transactions, both personal and commercial. It would be psycho-
logically painful to lose one’s own privacy, but reassuring to be able
to place more trust in other people because they had lost their privacy.

Loss of privacy would, however, tend to make people more con-
formist, more guarded and circumspect, less communicative; and the
result would be a reduction in creativity and innovation. Blackmail,
identity theft, and other crimes based on the possession of private in-
formation would flourish, moreover, and huge “defense” costs would
be incurred to preserve a remnant of privacy in the face of highly ef-
fective methods of surveillance both private (including criminal) and
public. Defense costs would be incurred even if all phone conversa-
tions, letters, and email were monitored by means impossible to
thwart. People would substitute methods of communication that while
less efficient would be less easily monitored. Or they would simply not
divulge discrediting information though it might be of great social
value, such as that they were infected by a communicable disease.316

And the demand for methods of encryption would soar, touching off
an arms race between surveillance and encryption; the costs of the
arms race would be socially wasted, or largely so.

Most of the costs that I have emphasized so far could arise as just
the unintended by-products of innocent information-gathering activi-
ties. But a particular danger is the power that advanced techniques of
digital surveillance would deliver into the hands of government to
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snoop into every nook and cranny of people’s private lives. The loss
of all political liberty as a result of pervasive governmental surveil-
lance, as in the society depicted in George Orwell’s Nineteen Eighty-
Four, would bear an uncomfortable resemblance to our becoming
slaves of superintelligent robots.

We can push the analysis a bit further by distinguishing solitude
from secrecy as forms of privacy. Solitude fosters individualistic atti-
tudes, while conversely the constant presence of other people or sense
of being under constant surveillance enforces conformity. Secrecy, in
the sense of concealing from the world not only what one is thinking
but also what one is communicating to friends or other intimates “in
private,” enables subversive thinking and planning to be hidden from
the authorities. Thus secrecy, unlike solitude, has a social as well as a
private dimension. Being able to hide one’s thoughts is important, but
so is privacy of communication. “Secret conversation” is not an oxy-
moron. The planning of organized activity is impossible without com-
munication; less obviously, productive independent as well as collec-
tive thinking requires having someone to bounce ideas off. And few
people are sufficiently independent minded to cling to an unorthodox
idea if they don’t know that others share it. We want to be part of a
herd even if it is a very small one.

So privacy is a political good.317 But it is not an unalloyed one.
Charismatic political leadership—the most dangerous kind—depends
on the leader’s ability to control public information about himself. The
same technological advances that have made it costly for private persons
to protect their privacy have, by making government more transparent,
made it harder for public officials to conceal bad acts—including
snooping into the private affairs of the citizenry. And against the feared
loss of personal privacy it can be argued that digitization and computer
technologies actually enable more effective concealment of electronic
communications than used to be possible. Double-key encryption sys-
tems enable individuals to encrypt email and other electronic commu-
nications (such as Internet telephony) more effectively than the en-
coding devices traditionally used to conceal telegraphic and telephonic
communications. But because unbreakable encryption facilitates ter-
rorist and other criminal activities,318 we can expect governments to
seek to limit it, for example by forbidding it to be used against sur-
veillance by the government itself. This movement is well under way
but may have started too late—software for effective encryption is al-
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ready widely available, and there are thousands of competent pro-
grammers in foreign countries who are beyond the reach of U.S. law.
Yet one can imagine surveillance being able to defeat even the
strongest encryption: if I am being watched while typing on my com-
puter, it doesn’t matter that I may be able to encrypt unbreakably the
message that I am typing.

The main point, however, is simply that encryption is part of the
problem that gives rise to privacy-eroding surveillance rather than
being the solution. It is not a good solution, because it is too danger-
ous; it would tilt the balance too far back in favor of privacy. Compre-
hensive surveillance may not be a good solution either, but David Brin
may be correct that it is inevitable and that we must, and will, learn to
live with it.319

David Friedman argues that we can have our cake and eat it—allow
encryption and leave it to the market to de-encrypt, by the same mech-
anism that causes students to waive their federally conferred right to
privacy in their college transcripts.320 No one is forced to do business
with someone who refuses to turn over relevant financial, health, and
other information, and refusal is a signal that you have something to
hide from your would-be transaction partner. All this is true, but it is
not an answer to the use of encryption by criminals or, more to the
point of this book, terrorists. Yet if encryption is prevented, govern-
ment is strengthened, with the potentially disastrous political conse-
quences that I have mentioned.

Catastrophic synergies and lesser-included catastrophes

The dangers posed by the catastrophic risks are magnified by the
fact that some of the risks are positively correlated. Not all, of course;

an asteroid collision wouldn’t increase the likelihood of a strangelet
disaster, and if a world-ending strangelet disaster occurred, all the other
catastrophic risks would be moot. However, an asteroid collision of
less than catastrophic proportions could interact with global warming
to precipitate catastrophe; and we have seen that global warming and
loss of biodiversity are likely to go hand in hand because global warm-
ing is one of the risk factors for loss of biodiversity and because popu-
lation growth, which we can assume will continue for some time, in-
creases both catastrophic risks. We also saw how cyberterrorism would
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increase the risk of terrorist attacks with weapons of mass destruction,
as could encryption if it makes terrorist communications secure—as
could, for that matter, the social and economic disorganization that
would be bound to follow a major asteroid collision or a lethal pan-
demic. In addition, any major attack by terrorists with such weapons
would create fertile conditions for the imposition of public-safety mea-
sures that would jeopardize privacy and liberty. Critics of the Bush ad-
ministration believe that the administration used the 9/11 attacks as a
pretext for adopting measures that threaten to destroy civil liberties.
However that may be, imagine an attack that was 10 or 100 or 1,000
times more destructive than the 9/11 attacks, and then imagine the
likely response of any president.

In a full analysis of catastrophe, the expected cost of the extreme
events that are the focus of this book would have to be enlarged to
take account not only of the interactions just discussed but also of the
multitude of lesser-included catastrophes that are possible—the small
but destructive asteroid collision, the pandemic that kills “only” a few
million people in a short span of time, the strangelet scenario in which
only a nuclear explosion results,321 and so on. Think of the economic,
political, and social dislocations caused by the 9/11 attacks322 and now
think of the dislocations that would follow a bioterrorist attack that
killed not 3,000 but 30,000 people.

Some types of risk, it is true, have what is called a “catastrophic dis-
tribution,” which means that almost all the harms to which the risk
gives rise will be inflicted by one or a small number of the possible in-
cidents. For example, it has been estimated that three-fourths of the fa-
talities caused by all asteroid collisions that occurred in a period of
10,000 years would result from the single largest hit.323 This may be
one reason so little thought is being given to the risk of asteroid colli-
sions. “The overwhelmingly most likely number of people to die by a
globally catastrophic [asteroid] impact in the foreseeable future is zero.
The juxtaposition of the small probability of occurrence balanced
against the enormous consequences if it does happen makes the haz-
ard of ‘impact winter’ very difficult to think about.”324 (A related phe-
nomenon is the tendency to overinsure against high-probability losses
and underinsure against low-probability ones.)325

The bioterrorism risk distribution is different and makes the threat
more palpable and therefore easier to take seriously. Because of vari-
ations in the lethality, incubation period, and infectiousness of differ-
ent germs, not to mention wide variations in the aims and capabilities
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of different terrorist groups, there is an enormous range of potential 
casualties from bioterrorist attacks. To focus on the worst case is to
underestimate the aggregate threat posed by bioterrorism greatly,
whereas to focus on the worst asteroid strike is to underestimate the
danger to human life by only 25 percent.
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2

Why so little is being done about 
the catastrophic risks

Ihave said that the dangers of catastrophe are growing. One reason is
the rise of apocalyptic terrorism. Another, however—because many

of the catastrophic risks are either created or amplified by science and
technology—is the breakneck pace of scientific and technological ad-
vance. A clue to that pace is that between 1980 and 2000 the average an-
nual growth rate of scientific and engineering employment in the United
States was 4.9 percent, more than four times the overall employment
growth rate.1 Growth in the number of scientific personnel of the other
countries appears to have been slower, but still significant, though sta-
tistics are incomplete.2 Of particular significance is the fact that the cost
of dangerous technologies, such as those of nuclear and biological
warfare, and the level of skill required to employ them are falling,
which is placing more of the technologies within reach of small na-
tions, terrorist gangs, and even individual psychopaths. Yet, great as it
is, the challenge of managing the catastrophic risks is receiving less at-
tention than is lavished on social issues of far less intrinsic significance,
such as race relations, whether homosexual marriage should be permit-
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ted, the size of the federal deficit, drug addiction, and child pornography.
Not that these are trivial issues. But they do not involve potential extinc-
tion events or the modestly less cataclysmic variants of those events.

So limited is systematic analysis of the catastrophic risks that there
are no estimates of what percentage either of the federal government’s
total annual research and development (R & D) expenditures (currently
running at about $120 billion), or of its science and technology ex-
penditures (that is, R & D minus the D), which are about half the total
R & D budget, are devoted to protection against them.3 Not that R & D
is the only expenditure category relevant to the catastrophic risks. But
it is a very important one. We do know that federal spending on de-
fense against the danger of terrorism involving chemical, biological, ra-
diological, or nuclear weapons rose from $368 million in 2002 (plus
$203 million in a supplemental appropriation) to more than $2 billion
in 2003.4 That is a step in the right direction. But most of these expen-
ditures are for medical defenses against biological agents (see chapter
3); I argue in chapter 4 that police measures are not receiving as much
attention as they should.

Cultural factors

Scientific illiteracy

One reason for widespread indifference to the catastrophic risks is
the abysmal state of scientific knowledge5 among nonscientists.

Scientific ignorance is a well-known factor in the public’s systematic
misperceptions of the risks of different hazards,6 and while such igno-
rance could exacerbate fears of what science might do to us, it seems,
rather, to allay them.

Although American elementary and junior high school students do
better on tests of scientific knowledge than their counterparts in most
other countries,7 by the last year of high school they are performing
below the level of their foreign counterparts.8 Despite this, the overall
scientific literacy of the U.S. population is greater than that of the popu-
lations of the European Union, Japan, and Canada.9 And Americans are
more attentive to science than these other populations.10 But this isn’t
saying much. Only a third of American adults know what a molecule
is, 39 percent believe that astrology is scientific, and 46 percent deny
that human beings evolved from earlier animal species.11 Only 52 per-
cent do not believe in astrology, 50 to 60 percent believe in ESP, only
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a little more than half know that it takes the earth a year to revolve
around the sun (some don’t know it takes a year; some don’t know the
earth revolves around the sun), about a third believe in UFOs, and simi-
lar percentages believe in ghosts and in communication with the dead.12

It is possible that science is valued by most Americans merely as an-
other form of magic.

The findings recited above, which are based on surveys, should be
taken with a grain of salt (a point I make in a related context, that of
“contingent valuation” surveys, in the next chapter). People lose facil-
ity with taking tests after they leave school and are surprised, freeze,
and forget what they know when a question of fact (rather than of
opinion) is sprung on them by a pollster. But the sheer amount of evi-
dence of scientific ignorance is impressive. One study found that fewer
than 20 percent of Americans can understand the New York Times’s
Tuesday science section.13 Morris Shamos estimates that “the fraction
of Americans who might qualify as true scientific literates in this sense
is 4 to 5 percent of the adult population, nearly all being professional
scientists or engineers.”14 By “this sense” he means that 

the individual . . . is aware of some of the major conceptual
schemes (the theories) that form the foundations of science, how
they were arrived at, and why they are widely accepted, how sci-
ence achieves order out of a random universe, and the role of
experiment in science. This individual also appreciates the ele-
ments of scientific investigation, the importance of proper ques-
tioning, of analytical and deductive reasoning, of logical thought
processes, and of reliance upon objective evidence.15

Shamos’s criteria can be criticized as too demanding; yet Jon Miller’s
less demanding criteria for what he calls “civic scientific literacy” yield
an estimate that only 17 percent of the adult U.S. population was sci-
entifically literate in 1999,16 though this was a significant increase over
his estimate of 12 percent for 1995. Imagine a population that had a
verbal literacy rate of only 17 percent. And by his measure only 5 per-
cent of the population of the European Union is scientifically literate.17

I must be careful in using such loaded terms as “abysmal” and “il-
literacy.” No one thinks our educational system abysmal because it
produces few students who are literate in Hittite, Tamil, or Esperanto.
The benefits of scientific education have to be compared with the costs,
which include not only the educational programs that would have to
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be abandoned or curtailed to make way for more science teaching but
also and more pertinently the scientific and technical manpower that
would be diverted from research to teaching.18 That is a particular con-
cern with respect to high school science education, where the prob-
lem is not that students aren’t required to study math and science but
that the quality of instruction in these subjects is often low.19 To im-
prove that quality substantially would require teacher salary increases20

that the taxpayer is unwilling to fund.
Colleges, however, might reorient their curricula toward math and

science without increasing the overall expense of college education
substantially, especially if, as I believe, the emphasis ought to fall on
increasing the scientific literacy not of the population as a whole but
of an elite consisting of the very bright students who go on to become
officials and other policy makers and opinion leaders. Bright students
have little to lose by substituting math and science for courses in post-
modern literary criticism and cultural studies, sociology, women’s stud-
ies, black studies, journalism, the Holocaust, film—and, in law school,
constitutional law and other highly politicized legal subjects. (Little
chance, though, of substitution against so popular a field as film!) So-
ciety would not be worse off even if by concentrating on technical
fields the bright students failed to become cultured persons in the sense
in which “culture” denotes familiarity with the classics of the Western
philosophical, literary, and artistic traditions. It is a myth that culture is
civilizing in the sense of making people less likely to engage in geno-
cide and other atrocities21 or that it has other social benefits. What
would be unfortunate, however, would be the substitution of science
courses for foreign language study, given the global aspect of the cata-
strophic risks and the resulting need for international cooperation in
dealing with them.

In the United States—one of the world’s most religious non-Islamic
nations and seemingly becoming more so by the day—widespread sci-
entific illiteracy has a connection with religiosity. For there is tension
(chronicled in the magazine Skeptical Inquirer) between the scientific
and the religious worldviews, however much mainstream religious and
scientific leaders deny it. Resistance to the teaching of evolution in
high school, a resistance widespread particularly in the South, is only
the best-known manifestation of this tension.

More important than religiosity, however, is the sheer difficulty of
modern science, a difficulty symbolized by the profoundly counter-
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intuitive (as well as formidably mathematized) principles of modern
quantum theory, such as: 

• Electrons are only probabilities until they are observed.22

• Atomic particles cannot be motionless even at a temperature of
absolute zero because then their motion—zero—and their loca-
tion would be simultaneously determined, violating the uncer-
tainty principle.23

• Whereas “for waves on the ocean, it is the water that ‘waves,’”
and “for sound waves in the air, it is the molecules that comprise
the air” that wave, “for matter it is the probability of finding the
particle that waves.”24

• The motion of an atomic particle can be influenced by the simul-
taneous motion of another atomic particle located so far away
from it that any force or signal emanating from the second par-
ticle would have to travel faster than the speed of light (an im-
possibility, according to the special theory of relativity) in order
to affect the first particle.25

Not all science is as difficult as quantum theory, but most of it is dif-
ficult enough to baffle the lay mind. Even when not highly mathema-
tized it uses mathematical and statistical procedures that lay people
don’t understand, is extremely complicated, employs a strange and in-
timidating vocabulary, and deals with unimaginably long spans of time
(in such fields as cosmology, geology, and evolutionary biology) and
unimaginably small objects and processes (such as cell replication), or
with unimaginably short spans of time (in the field of high-energy
physics) and unimaginably large objects (in the field of astronomy).
“Laypeople possess scarcely any understanding, and much misunder-
standing, of what science is doing and can do. . . . That the masses
remain unenlightened . . . is not attributable to lack of missionary ef-
forts, but to the recondite nature of modern science.”26

If political leaders, lawyers, judges, journalists, and other members
of the governing class have no interest in and feel for science, they are
unlikely to attend closely to either the dangers or the opportunities that
modern science creates. The problem is particularly acute for members
of the legal profession because so many of them deliberately turned
their back on science when they decided to go into law. Whereas mod-
ern science is heavily dependent on mathematics, the law’s methods
place overwhelming emphasis on verbal skills. Law thus provides a
refuge for bright youngsters who have “math block,” though this usu-
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ally means only that they shied away from math and science courses
in college because they could get higher grades with less work in ver-
bal fields and as a result never became comfortable with mathematical
concepts or operations.27 Few people have “math block” in the sense
of a psychological impediment to learning math at a level consistent
with their general intellectual abilities; indeed only about 6 percent of
the school-age population has a math learning disability. “A neurological
deficit that results in persistent difficulty in processing numbers” must
not be confused with “mathematics phobia” resulting from “negative
experiences in [students’] past or a simple lack of self-confidence with
numbers.”28

Anyone admitted to an elite law school can learn enough math to
be able to understand fundamental scientific principles, the character
of scientific research, and the mentality of scientists and engineers,
though he or she would in most cases be unable to understand the
mathematics employed by advanced practitioners in particle physics
and other scientific disciplines, use scientific terminology correctly, or
avoid making mistakes. By way of comparison, economists are now
using esoteric mathematical and statistical methods and a good deal of
jargon, yet lawyers who practice in fields in which economics is im-
portant do not consider themselves incapable of learning enough eco-
nomics to be able to understand the relevant economic principles and
communicate effectively with economic expert witnesses.

A factor in the scientific illiteracy of the elite is advanced college
placement. It often means that high school students can take unde-
manding math and science courses that enable them to satisfy college
requirements in these subjects and thus be excused from taking the de-
manding college counterparts of those courses. As a result, they may
take no math or science at all in college and by the time they graduate
will have forgotten the science and math they learned in high school.

Science worship

Ignorance of science coexists dangerously with an uncritical venera-
tion of science and scientists. The enormous success of science in en-

larging human knowledge and devising new and improving old prod-
ucts and services has not only engendered a highly positive view of
science on the part of Americans;29 it has also tended to occlude the
dangers that continued scientific progress poses and to create an atti-
tude of “leave science policy to scientists.” Scientists are viewed as ma-
gicians whose magic we are happy to consume without seeking to
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understand the tricks that produce it. That is why scientific ignorance
tends to allay rather than to exacerbate fear of science. We think of sci-
ence as the key to our comfort, prosperity, longevity, and geopolitical
power, and we resist thinking that our dependence on it may prove to
be a Faustian pact.30 Even the practical benefits of science are exag-
gerated, because people forget that technological progress, which is
what mainly contributes to human well-being, is not always a matter
of applying scientific principles. Often it is inductive and atheoretical.31

The wheel preceded physics, spectacles preceded optics, surgery pre-
ceded physiology, and even many modern inventions, including Band-
Aids and lawn mowers, are based on practical know-how rather than
on scientific theory.32

Still, science has contributed so greatly to human welfare and pos-
sesses so much unrealized potential to continue doing so that to think
of it as a source of equally great dangers has a killjoy air and is likely
to be dismissed as Luddite. To emphasize those dangers is to invite the
riposte that the only way to combat dangers created or exacerbated by
technology is with more technology—and to a great extent this is true.
This may explain the surprising finding that three-quarters of the U.S.
population believe that the emission of carbon dioxide and other gases
is raising global temperatures and approve international efforts to con-
trol these emissions.33 The emissions are due largely to technology, but
to the “old” technology of the internal combustion engine and electri-
cal generation, not to modern science. You can be for science and
against global warming, just as you can be for recombinant DNA but
against bioterrorism, the bioterrorists being bad people who might get
hold of and pervert the fruits of modern science.

A common mistake is to suppose that scientists are such admirable
people that they can be safely entrusted with the ultimate responsibil-
ity for guiding scientific research. In fact they are no more admirable
than any other type of worker. Neither selection nor self-selection for
a scientific career is based on admirableness. Though the conventions
and protocols of science enforce on scientists, in comparison to astrolo-
gers and English professors—and lawyers—a high degree of objec-
tivity when they are doing science, it does not follow that such indi-
viduals can be depended on to be objective policy analysts. That is a
role for which they are not trained (but is anyone?) and that does not
impose the constraints that science imposes. Scientists’ policy analyses
are as likely to be deformed by career, financial, and ideological con-
siderations as those of nonscientists. This might not matter if the aims
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of science and public policy were the same, but they are not. Scientists
want to advance scientific knowledge rather than to protect society
from science; the policy maker’s ordering of values is the reverse. Not
that scientists are indifferent to public safety; but it is not their business
and sometimes it is in competition with their business.

Scientists resent the imposition of legal controls on scientific research
and are insensitive to the degree to which that resentment rests on self-
interest. Barry Bloom, dean of the Harvard School of Public Health,
criticizes the editors of leading scientific journals for having taken the
position that “an editor may conclude that the potential harm of pub-
lication outweighs the potential societal benefits.” Bloom calls this “a
chilling example of the impact of terrorism on the freedom of inquiry
and dissemination of knowledge that today challenges every research
university.”34 He seems to think that freedom of scientific research should
enjoy absolute priority over every other social value. Such a belief comes
naturally to people who derive career advantages from being able to
engage in a particular activity without hindrance.

Bloom is incensed at limitations on allowing foreigners to study sci-
ence in American universities. Under the rubric of “Advancing Open-
ness,” he advocates changes in existing regulations (see chapter 4) to
enable any foreigner who obtains a visa for studying science in the
United States to pursue any area of scientific research, however sen-
sitive and whatever the student’s likely motive.35 Bloom’s concern is
understandable in terms of professional self-interest. As I noted in
chapter 1, our universities are heavily dependent for graduate students
on foreigners. According to Bloom, 24 percent of the graduate students
at Harvard are foreign.36

Nuclear scientists and scientists employed in weapons laboratories
have long accepted the necessity of tight controls on their research.
But until recently biology was unregulated, and biologists are finding
it difficult to adjust to a regulatory regime. I remind the reader of the
mousepox experiments and the dangers of open publication of research
that, even if innocent in design—even if designed to protect against
bioterrorism—furnishes potential terrorists with a recipe for making
devastating biological weapons. There is also a psychological factor at
work. Scientists are reluctant to acknowledge even to themselves that
their research may in the long run do more harm than good. That is
one reason science policy cannot be entrusted solely to scientists.

I have been emphasizing character and perspective, but it is not
even clear that scientists are smarter in the relevant sense (an essential
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qualification) than people of comparable standing in other profes-
sional fields. They are smarter at science, and many of them, especially
mathematicians and physicists, have higher IQs than nonscientists of
comparable professional achievement.37 It doesn’t follow that they can
do better than the math and science dummies at social policy, with re-
spect to which verbal and social skills, common sense, worldly expe-
rience, and ability to evaluate character and to divine motivation may
be more important than mathematical or other abstract analytical skills,
or intuitions about the laws of physics or the behavior of nonhuman
life forms. People who spend their professional lives studying atoms
or amoebas are not necessarily well equipped to deal effectively with
human social problems, including the regulation of science and tech-
nology. (Primatologists, on the other hand. . . .)

Because scientists are usually quicker witted than their peers in
“mushy” fields, they sometimes think they can deal more intelligently
with nonscientific questions than nonscientists can. They fancy that
they can opine broadly yet authoritatively on issues of science policy
that are not actually scientific in character. (I give some examples later.)
In short, they exaggerate the degree to which IQ can substitute for
knowledge and experience. A number of brilliant scientists did turn
out to be distinguished administrators and savants, such as James Co-
nant and J. Robert Oppenheimer, and, among the living, James Watson
and David Baltimore. Nevertheless, “training in physics hardly qualifies
a man to dictate public policy.”38

Science fiction

Another reason for the widespread neglect of catastrophic risks,
whether they are natural and hence perhaps amenable to techno-

logical reduction or man-made and therefore probably created or at
least exacerbated by technology, is a “boy who cried wolf” phenome-
non, examined in this and the next section.

Catastrophe in general has always held a strong attraction for read-
ers and writers of fiction, and the relationship between technology and
catastrophe has made it natural for science-fiction writers to make tech-
nologically induced catastrophes a major theme along with such natu-
ral catastrophes as asteroid collisions. Fiction writers are privileged to
exaggerate. Also, there is selection bias when one is talking about
doomsday: no prediction of doomsday can be accurate except the last
one, since after doomsday there are no more readers or writers. (But
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this is true only of literal doomsday, not of the lesser catastrophes pre-
dicted by Paul Ehrlich and other Greens, which I discuss later.)

Because of these things, catastrophe-oriented science fiction, as dis-
tinct from comedic and utopian science fiction, is dominated by depic-
tions of catastrophe that turn out to be false even when they are seri-
ously intended rather than mere literary devices. I’ll begin with some
examples drawn from the upper tail of the quality distribution of fu-
turist literature (a better term than “science fiction,” a category domi-
nated by works of only modest literary merit) and end with a quartet of
catastrophe movies. The literary examples are H. G. Wells’s Time Ma-
chine, Aldous Huxley’s Brave New World, George Orwell’s Nineteen
Eighty-Four, and Margaret Atwood’s Oryx and Crake.

These novels and others that could be picked instead39 use the
method of prediction known as naive extrapolation. That is, they iden-
tify a dominant contemporary trend and explore the ominous conse-
quences if it continues indefinitely. For Wells, writing in 1895 and mes-
merized by Darwinism, the trend was, he thought (mistakenly, as it
turned out), the polarization of England’s classes. The time traveler
travels 800,000 years into the future and discovers an England occu-
pied by two human species, the Eloi and the Morlocks. The former are
the childish, physically and mentally degenerate descendants of the
nineteenth-century English upper class. The latter are the equally de-
generate descendants of the lower class. The Morlocks live under-
ground (Wells was struck by the tendency of manual labor, not limited
to mining, to move underground) and produce the goods that the Eloi,
who have no skills and do no work, need for survival. In exchange, as
it were, the Morlocks prey on the Eloi, eating them when they can find
them outdoors at night. It is a neat example of symbiosis.

For Huxley, writing during the worldwide depression of the 1930s,
the great social problem was that, as he and others believed (again in-
correctly), technological progress was creating chronic widespread un-
employment by enabling more output to be produced by fewer work-
ers. The solution, he thought, would require central planning to bring
production and consumption into phase. Borrowing ideas from an in-
sightful work of futurism by the English scientist J. B. S. Haldane,40

Huxley sketched a future in which technology—helping to solve the
problem it had created—would enable the creation of genetically dis-
tinct classes, ranging from high-IQ Alphas to near-moronic Epsilons,
each perfectly adapted to performing a particular task. Technology
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would thus enable the central planners to avoid overproduction while
providing employment for everyone.

In the 1940s the focus of concern shifted to another type of cen-
tralization: the extinction of liberty by totalitarian governments. And so
we have Orwell’s vision of a near future in which Soviet techniques of
social control would be perfected and universalized. He was wrong
too—which is not to deny the pertinence of Nineteen Eighty-Four to
the analysis of the possible political consequences of pervasive gov-
ernment surveillance of private conduct, which I sketched in chapter 1.

The predictions of these distinguished writers went awry because
the writers were insufficiently attentive to forces in society that would
tend to retard and eventually reverse contemporary trends. (An under-
lying reason, of which more later, is the psychological tendency to see
a pattern where there isn’t one.) Some trends are self-correcting; as I
noted in chapter 1, if petroleum is becoming scarce, its price will rise,
inducing substitution and also a wider search for reserves. Other trends,
provided they are not irreversible, as global warming may be, will be
stopped by collective action when their costs rise to a level high enough
to activate the political process. Others, however, such as the risk of a
disastrous asteroid collision, fit neither category. The risk of such a col-
lision is not, so far as anyone knows, growing, and obviously there is
no tendency for the risk to correct itself. But the perception of the risk
may grow, perhaps to the point at which collective action is triggered.

Futuristic novels are better regarded as conditional predictions, that
is, warnings, rather than as unconditional predictions—that “this is
what the future holds.” In some of these novels the future is allegori-
cal. H. G. Wells’s War of the Worlds is about the horrors of war and
(again reflecting his Darwinian preoccupations) adaptive fitness (the
Martian invaders die because they have no natural immunity against
bacteria); he didn’t really expect Martians to invade the earth. But the
only point relevant to my concerns is that the body of futurist writing
taken as a whole describes catastrophic risks that have failed to mate-
rialize, and this tends to make people blasé about catastrophe. You
watch a movie in which an asteroid collides with the earth and causes
cataclysmic damage but write it off as science fiction rather than rec-
ognizing it as a more or less realistic depiction of a possible though un-
likely real-life event.

Margaret Atwood’s 2003 novel Oryx and Crake, which I mentioned
in the preface and from which I quoted briefly in chapter 1, is a dis-
tinguished addition to doomsday fiction. Set in the near future, it de-
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picts a world that is a recognizable version of our own but ravaged by
severe global warming, biodiversity depletion, the final destruction of
privacy by the electronic media (as in such Web sites as “nitee-nite
.com,” where one can watch people committing suicide), and the per-
meation of the atmosphere not only by pollutants but also by new
germs. The world is dominated by a technocratic elite that inhabits
sealed-off “Compounds.” A member of the elite—a brilliant, geeky,
faintly autistic scientist-executive named Crake, employed by a com-
pany engaged in advanced bioengineering—grows dissatisfied with
the human race and decides to destroy it and replace it with one of his
own design. The mode of destruction that he successfully employs
with the aid of only one (unknowing) accomplice is a biological attack
similar to the hypothetical enhanced-smallpox attack that I discussed
in chapter 1, though as in most science fiction of biological disaster the
pathogen resembles Ebola because, being hemorrhagic, it causes a
more gruesome death.

Atwood’s novel differs from the others I’ve discussed not only in
being too recent to have been overtaken by events, but also in em-
phasizing catastrophic risks, notably global warming and bioterrorism,
that are not self-correcting. True, like any other risk, the bigger these
risks grow the greater will be the pressure to do something. But in the
case of global warming, as we shall see, the political and economic ob-
stacles to doing anything are formidable and in the short run probably
insuperable, while delay in responding is allowing the atmospheric
concentration of greenhouse gases to rise inexorably and perhaps ir-
reversibly. The risk of bioterrorism is growing too, and the obstacles to
controlling it are, as we shall see, especially daunting.

A question raised by Atwood’s novel and other works of science fic-
tion that deal with contemporary hazards is whether they might not op-
erate to alarm—which would be all to the good—rather than, as I am
suggesting, to lull. On the one hand there is the prevalent view that
anything that is science fiction is, as it were by definition, harmless
make-believe. On the other hand there is the power of art, both high
and popular, to stir emotion and even incite political action. Some
people think that Uncle Tom’s Cabin, published in 1852, although not
a work of literary distinction, was one of the catalysts of the Civil War.
And Orwell’s great satires Animal Farm and Nineteen Eighty-Four may
have helped to turn people against Stalinism. My guess is that Oryx
and Crake is pretty much preaching to the converted—although my
own interest in catastrophic risks was stimulated by her novel and I 
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do not share her leftish political views. President Bill Clinton was so
alarmed by Richard Preston’s bioterrorism novel The Cobra Event
(1997) that he advocated, well before the 9/11 attacks, a major effort
to prevent bioterrorism.41 But as far as awakening people’s concern
about such risks is concerned, one would expect disaster movies, with
their powerful visual impact in this era of highly realistic cinematic
special effects, to be the Paul Reveres of catastrophe.

A prime prospect might seem to be Armageddon, a 1998 Holly-
wood movie about a narrowly averted collision between a huge aster-
oid and the earth. Unlike so many science-fiction movies, Armaged-
don doesn’t involve any extraterrestrial beings; it’s squarely about one
of the catastrophic risks discussed in this book. There are other movies
about the danger of asteroids colliding with the earth as well, such as
Deep Impact, Meteor, and Asteroid, plus a notable novel, Lucifer’s Ham-
mer, by Larry Niven and Jerry Pournelle (1977), but Armageddon’s re-
markable special effects set it apart.

The movie starts promisingly with a reminder that an asteroid only
about six miles in diameter wiped out the dinosaurs, and is punctuated
with frightening scenes, some quite realistic, of meteorites (shards of
the asteroid that seems about to collide with the earth) striking the
earth; especially powerful is the scene of a meteorite destroying Paris,
though the implication that meteorites have an affinity for the best-
known cities is absurd. There is even a mordant reference to the fact
(and it is a fact, as we’ll see in the next chapter) that NASA isn’t spend-
ing enough on detection of near-earth objects to be confident of spot-
ting even large ones in time to do anything to deflect them.

But as a wake-up call to a genuine menace the movie is spoiled by
three things. The first is its message, which is that Americans (and spe-
cifically an ethnically diverse group of middle- and lower-class Ameri-
cans) can do anything, no matter how impossible it looks—the aster-
oid is the size of Texas, and it will hit the earth in 18 days and kill all
life on it, even the bacteria—and also that it is America’s destiny to
save the world. I like the message, but it is not calculated to incite calls
for a reallocation of NASA’s budget. Second, the asteroid is too large.
Not only are we not in danger of being struck by an asteroid that large,
but its size is gratuitous, since an asteroid many times smaller would
have the same terminating effect on the human race. Apart from the
fleeting reference to the dinosaur buster, there is no suggestion in 
the movie that smaller near-earth objects are worth worrying about.
One reason the asteroid in the movie is outsize is that for dramatic rea-
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sons it has to shed large meteorites that shower down on the earth, two
spacecraft have to land on it and the crew of one undertake a hair-
raising journey to reach the other, and a hole 800 feet deep has to be
dug so that an A-bomb can be dropped down and blow the asteroid
into two pieces that will pass on either side of the earth. If an asteroid
the size of Texas (800 miles across) were somehow not noticed until it
was within 18 days of hitting the earth (very unlikely), there would be
no way to deflect it; and it certainly could not be blown up with a single
atomic bomb, or, for that matter, with millions of hydrogen bombs.

Another asteroid-collision movie, Deep Impact, is more realistic but
less entertaining and popular—partly because it is more realistic and
therefore more ominous. The asteroid (actually a fragment of a comet)
that strikes the earth in Deep Impact is only two miles across. Interest-
ingly, one reason the asteroid in Armageddon is so huge is that the di-
rector “didn’t think the audience would believe something 5 or 6 miles
long could kill the Earth.”42 By thus pandering to the audience’s scien-
tific ignorance, the movie occludes the existence of any real danger of
a catastrophic asteroid collision.

Another notable catastrophe film is Outbreak (1995), a fast-paced and
skillfully acted movie about the threat of a biological holocaust. In the
movie the U.S. Army in the 1960s—when we had in fact a biological-
warfare program—has developed a lethal, Ebola-like virus and tested
it in an African civil war. Having satisfied itself that the virus is lethally
effective, the army bombs the test site to destroy all traces of the ex-
periment. But the virus has spread to the area’s monkeys, and a de-
scendant of them, a carrier of the disease though not itself infected, is
unwittingly brought to the United States 30 years later, and soon the
disease breaks out in a town in California. An evil army general (Don-
ald Sutherland) wants to bomb the town in order to preserve the secret
of the virus for weapon purposes, even though a heroic army doctor
(Dustin Hoffman) has found the simian Typhoid Mary and by extract-
ing antibodies from it (for remember that the monkey itself, though a
carrier, is immune) has developed a vaccine. The evil general is thwarted
and the town saved.

The scenes of sick and dying people, of panic induced by the rapid
spread of an unknown fatal disease, of the overwhelming of local
health facilities, and of the ugliness of a quarantine are brilliant and ter-
rifying. And the possibility that a biological-weapon project could ac-
cidentally loose a lethal pathogen on the world is real. There is also a
history of our military authorities’ concealing the results of experiments
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with novel weaponry. But the movie’s emphasis on the struggle be-
tween the evil general and the heroic doctor (and there is also of
course a romantic subplot, as in Armageddon) situates the movie in
the world of make-believe and by doing so allays the anxieties that the
biowarfare setting might otherwise have engendered in viewers.

The most recent of the science-fiction disaster movies, The Day after
Tomorrow (2004), is the first to deal with global warming. It is too re-
cent for one to know what effect if any it will have on the public’s
perceptions. Environmentalists have hailed it as a timely and terrify-
ing warning; spokesmen for the energy industries have derided it as
scientifically preposterous. There is a sense in which it is both. The
movie depicts the form of abrupt global warming in which a warming
spiral precipitates a freezing spiral. We know from chapter 1 that such
a sequence—though one hopes it is extremely unlikely—is not im-
possible, even in the near term. But in the movie, the transition from
global warming to a new ice age far more severe than the last ice age
(though not as bad as “snowball earth”) takes place in just a few days,
which is impossible; it would take years. And the movie has the stan-
dard Americans-can-do-anything, happy-endings-are-always-possible
theme that alleviates fears created by the disaster special effects, ar-
resting as they are. There was a missed opportunity, because abrupt
global warming is more easily visualized than most catastrophes, given
the frequency of extreme weather conditions.

The finest of the recent catastrophe films is The Matrix (1999), set
almost two centuries hence and distinguished not only by astonishing
special effects (since transcended, however, owing to the rapid progress
of digitization, including by The Matrix’s otherwise disappointing se-
quels) but also by very fine acting, editing, pace, and the timely and
ingenious twist that it gives to the old theme of mind control; think of
such classics as The Manchurian Candidate and The Invasion of the
Body Snatchers, or for that matter Nineteen Eighty-Four or even the
Grand Inquisitor parable in The Brothers Karamazov. The other movies
I’ve discussed are entertainment, instantly recognized as such and dis-
missed as serious warnings, even when rather grim, as is true of Deep
Impact. The Matrix is something more.

Superintelligent robots (“sentient [computer] programs”) have con-
quered the world and enslaved mankind—one of the catastrophe sce-
narios that I described in the first chapter. Human beings are pro-
grammed to believe that they are living normal lives in 1999, but actually
they are inhabiting a virtual reality in which they are fed flawless im-
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pressions of an external world. They are like “brains in a vat,” a subject
of philosophical speculation from Descartes to Robert Nozick, except
that they are entire bodies in a vat because the robots need human bod-
ies as a power source. So instead of the monkey moving the robot by
means of brain waves—see chapter 1—the robot is moving the mon-
key by means of brain waves. (By a bizarre coincidence, “MATRIX”—
short for “Multistate Anti-Terrorism Information Exchange”—is the name
the U.S. Department of Justice has chosen for an ambitious program of
linking federal, state, and commercial databases in order to enable a vast
range of information to be assembled concerning any individual in
whom law enforcement authorities have an interest.)43

So realistic is the world created by the “matrix”—this video-game
world, though because the games are played in the head rather than
at a console none of the players except the handful of rebels know
they’re playing—that the death of a person’s “avatar” (one’s virtual
self, the self that plays the game) causes the physical body to die un-
less one is exceptionally strong-minded. The only human being strong-
minded enough to survive a virtual death is Neo, the movie’s hero,
who returns to life after having been killed in virtual reality while
killing not only the programmed human beings whom he encounters
there as police or other pliant tools of the robots but also, unprece-
dentedly, some of the robots themselves.

The movie’s merger of physical space with cyberspace is a clue to
how the evolution of robots and, what is closely related, continued ad-
vances in digitization may one day create a world much like that de-
picted in The Matrix. Such “online digital worlds” as The Sims, Ever-
Quest, Lineage, There, and Second Life are portents. Second Life, for
example, allows one to “create beautiful scripted 3D objects in a totally
live online environment — from weapons to clothing lines to motor-
cycles. Explore a rapidly changing and expanding world simulated on
over 100 servers (with new land added almost daily), containing hun-
dreds of thousands of user-created objects, daily and nightly hosted
events, games to play, and people to meet. Buy and sell land, create a
business, or exchange virtual for real currency. It’s up to you.” Ac-
cording to Second Life’s home page (from which the above description
is quoted), Time magazine has described Second Life as “the Matrix
minus the evil machines.”

Apart from the idea of the human body as an energy source (“milk-
ing” the inert human body for electricity would consume more energy,
to keep the body alive, than it would produce), the scientific premises
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of The Matrix appear to be reasonable extrapolations from known sci-
entific principles and existing technology.44 I mentioned the monkey
that moves the robot with brain waves. Paralyzed people who in a
forthcoming experiment will have chips implanted in their brains “to
enable them to operate a computer by thought alone . . . will have a
cable sticking out of their heads to connect them to computers, mak-
ing them look something like characters in ‘The Matrix.’”45 And just
months ago the MIT Media Lab Europe created Mind Balance, a video
game in which the player wears a headset that picks up his brain
waves noninvasively (the monkey had electrodes planted in his brain)
and uses them to make the moves in the game.46 The next step will be
for the headset to “broadcast” the moves of the other players directly
to the player’s brain. And here is the economist Edward Castronova on
the feel of existing, not imagined, online digital worlds: 

VWs [virtual worlds] offer something that is perhaps a bit more
than a mere entertainment to which the players have become ad-
dicted. Rather, they offer an alternative reality, a different coun-
try in which one can live most of one’s life if one so chooses. And
it so happens that life in a VW is extremely attractive to many
people. A competition has arisen between Earth and the virtual
worlds, and for many, Earth is the lesser option.47

As it was for Cypher, the traitor in The Matrix.
Yet the fairy-tale elements of The Matrix (for example, strong-minded

as Neo is, he would have died had it not been for a kiss by the hero-
ine, in a gender reversal of Sleeping Beauty), the uplifting intimation
that in the end humanity (led, as in Armageddon, by a racially and gen-
der diverse group of ordinary Americans—a group that by definition
can accomplish anything) will prevail because robots live by rules and
human beings are free, and the insistent parallels to the Christ story
and Jewish messianism,48 along with the fact that the movie is set safely,
as it were, in the future, prevent it from being terrifying. Few viewers
come away from the movie thinking that digitization, artificial intelli-
gence, and robotics endanger the future of humankind—though, pace
Ray Kurzweil, who doesn’t buy “the Matrix scenario of malevolent ar-
tificial intelligences in mortal conflict with humans,”49 they do. Paul
Fontana may well be right that “the instant cult status of The Matrix” is
“due to the subtext of exile, restoration, and the fulfillment of eschato-
logical hope.”50
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The Matrix claims that mind will in the end conquer matter but sim-
ply assumes that the mind will be human and the matter inorganic.
This is an echo of the fallacious optimistic view, which I discussed in
chapter 1, that robotic intelligence can never surpass that of the human
race. A further problem with The Matrix as warning—it is the endemic
problem with prophecies of doom—is that it is the latest in a very long
series of science-fiction novels and movies about robots rebelling
against their human masters.51 (A notable precursor, with some the-
matic similarities, is the Terminator series.) The impression created is
that such rebellion, and the ensuing enslavement or extermination of
humans by the robots, is only a science-fiction theme. And speaking of
Terminator, notice how in Terminator 2: Judgment Day the terrifying
theme of robots’ achieving consciousness and precipitating a nuclear
holocaust is undercut by the appearance of a robotic savior from the
future, who like the Tin Man in The Wizard of Oz acquires (figuratively
speaking) a heart.

Earlier I suggested a tension between the religious and the scientific
worldview. Reflection on the movies that I have been discussing sug-
gests a more direct tension between religiosity on the one hand and
the recognition of the gravity of the catastrophic risks on the other. The
most influential religions in the United States are Christianity and Ju-
daism, and they are both messianic: everything is to come right in the
end. The messianic theme is prominent in science fiction—indeed in
all the science-fiction movies that I have discussed—and blunts an
awareness of looming disasters. A benign providence would not per-
mit the human race to become extinct—unless it was arranging a bet-
ter life for us in the hereafter. Science fiction casts a salvific aura over
science and the future.

I am not trying to put down science fiction. I admire the works that
I have been discussing, especially the novels and The Matrix. Much of
science fiction (especially what insiders call “hard” science fiction) is
solidly grounded in science. Science fiction most famously but not only
by Jules Verne predicted scientific discoveries and technological appli-
cations long before they came to pass.52 Oryx and Crake and The Ma-
trix may be genuinely prophetic, in accordance with Stephen Hawk-
ing’s dictum that “today’s science fiction is often tomorrow’s scientific
fact.”53 The vivid depiction of a squalid human future in such works
should give us pause. But the psychological impact is weakened by the
connotation that “science fiction” bears as the antithesis of science, as
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when a scientific claim is dismissed as “the stuff of science fiction.”54 It
is not that “fiction” is really the antithesis of “fact,” but that to gain and
grip an audience a work of the imagination, be it a novel or a movie,
has to season fact with fantasy, and by doing so it relinquishes scien-
tific authority. On balance, science fiction probably impedes rather
than advances the recognition of the catastrophic risks that endanger
us. Consistent with this suggestion, there is evidence that the reading or
viewing of science fiction encourages an optimistic view of science.55

Scientific doomsters

The second component of the “boy who cried wolf” phenomenon is
the frequency with which credentialed scientists make irresponsible

doomsday predictions. In 1970 Paul Ehrlich, then as now a biology
professor at Stanford, offered the following rash predictions, all quickly
falsified:

• Americans will probably be subjected to water rationing by 1974
and food rationing by the end of the decade, [and] . . . hepatitis
and epidemic dysentery rates could easily climb by 500 percent
in this country between 1970 and 1974 on account of crowding
and increasingly polluted water.56

• Most American women do not realize that by having more than
two children, they are unknowingly contributing to the early
death of those children.57

• [DDT and other pesticides] may have already shortened by as
much as a decade the life expectancy of every American born
since 1946.58

• The [global] death rate will increase until at least 100–200 mil-
lion people per year will be starving to death during the next 10
years.59

• It is conceivable that in a decade or two all marine fishing, both
commercial and sport, will have ceased because of irreversible
changes in the oceans.60

Other extreme statements made by Ehrlich in 1970, the year of the
first Earth Day, include that 65 million Americans might starve to death
in the 1980s, that hundreds of thousands of Americans might die in
“smog disasters” in the 1970s, and that DDT and other pesticides might
well reduce Americans’ life expectancy to 42 by 1980.61 Ehrlich and the
economist Julian Simon made a bet in 1980 that the composite price of
a menu of commercially valuable metals picked by Ehrlich would rise
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over the next decade because of a growing scarcity of raw materials.
The price fell, so he lost the bet.62 It did not occur to Ehrlich that a rise
in the price of raw materials would be a good thing from his stand-
point, as it would reduce output and with it such undesirable byprod-
ucts as carbon dioxide emissions.

Carl Sagan, another well-known scientist, predicted at the outset of
the 1991 Gulf War that if Saddam Hussein set fire to the Kuwaiti oil
fields (as he did),

the net effects will be very similar to the explosion of the In-
donesian volcano Tambora in 1815, which resulted in the year
1816 being known as the year without a summer. There were
massive agricultural failures in North America and in western Eu-
rope, and very serious human suffering and, in some cases, star-
vation. Especially for south Asia that seems to be in the cards,
and perhaps for a significant fraction of the northern hemisphere
as well.63

No such disaster ensued from the fires.
Scientists overestimated the radiation hazards from atomic warfare64

and may well be exaggerating the current rate of biodiversity loss. And
remember the Y2K scare?65 And fears that an atomic explosion would
ignite the atmosphere? After enough false prophecies of doom, people
stop paying attention.

Worse, the pratfalls of doomsters such as Ehrlich arm those who
have an ideological or economic motive for minimizing estimates of
catastrophic risk. They can plausibly depict the doomsters as intellec-
tually reckless and ideologically motivated, because the doomsters at-
tribute catastrophic dangers to capitalist excess, such as the high level
of consumption in the United States and the emission of carbon diox-
ide by the country’s immense volume of vehicular traffic. Concern with
catastrophic risks becomes associated in the public mind with left-wing
anarchists, radical Greens, and other cranks, producing the backlash
discussed in the next section of this chapter.

Satirizing the cranks, Margaret Atwood in Oryx and Crake invents a
futile protest against a new genetically modified coffee (“Happicuppa”)
that is putting small coffee growers out of business, 

a Boston Coffee Party sprang up. There was a staged media
event, boring because there was no violence—only balding guys
with retro tattoos or white patches where they’d been taken off,
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and severe-looking baggy-boobed women, and quite a few over-
weight or spindly members of marginal, earnest religious groups,
in T-shirts with smiley-faced angels flying with birds or Jesus
holding hands with a peasant or God Is Green on the front. They
were filmed dumping Happicuppa products into the harbour, but
none of the boxes sank. So there was the Happicuppa logo, lots
of copies of it, bobbing around on the screen. It could have been
a commercial.66

The optimistic backlash

Polarization of views is a marked tendency of public-intellectual dis-
course.67 Intellectuals appeal to a popular audience by taking ex-

treme positions that arrest attention and differentiate the speaker or
writer from his competitors in the public-intellectual market. Environ-
mental extremists, such as Paul Ehrlich, have learned this lesson well.
At the same time, their extremism makes them broad targets—but the
tendency of public-intellectual discourse toward extreme positions leads
the attackers to overshoot the mark. An early example is a book by
John Maddox called The Doomsday Syndrome (1972), which uses the
excesses of Ehrlich, Barry Commoner, Rachel Carson, and other well-
known environmentalists to disparage doomsday scenarios. The book
is well written and well informed, but the author’s impercipience re-
garding advances in bioengineering and computerization is striking. Not
that he could be expected to have predicted them; but he shouldn’t
have thought he could see the future clearly enough to dismiss the
risks that continued advances in these fields might create.

A more recent example is an article by the well-known science jour-
nalist Gregg Easterbrook.68 A full-bore attack on those, including highly
reputable scientists such as Martin Rees, who have expressed concern
about catastrophic risks, the article opens in the jocular tone signaled
by the title (“We’re All Gonna Die! But It Won’t Be from Germ Warfare,
Runaway Nanobots, or Shifting Magnetic Poles: A Skeptical Guide to
Doomsday”):

Omigod, Earth’s core is about to explode, destroying the planet
and everything on it! That is, unless a gigantic asteroid strikes
first. Or an advanced physics experiment goes haywire, negating
space-time in a runaway chain reaction. Or the sun’s distant
companion star, Nemesis, sends an untimely barrage of comets
our way. Or . . . 69
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After more in this vein, Easterbrook gets down to cases. He makes
some good points, such as that chemical warfare is unlikely to cause
catastrophic casualties, because of rapid dispersal of poison-gas clouds.
But when he turns to the kind of disaster risks discussed in chapter 1
of this book, he commits a series of logical and factual errors.

He states that “biological weapons have never lived up to their
billing in popular culture,” that “evolution has spent millions of years
conditioning mammals to resist germs,” and that “no superplague has
ever come close to wiping out humanity before, and it seems unlikely
to happen in the future.” All true, but misleading (obviously mammals
have not been conditioned to resist all germs) or irrelevant, including
“have never lived up to their billing in popular culture” or “it seems un-
likely to happen in the future.”70 The fact that something is unlikely to
happen is no reason to ignore the risk of its happening, especially
when the “it” may be the extinction of the human race. A sensible per-
son is concerned with probabilistic as well as certain death and so
doesn’t play even one round of Russian roulette (even—I argue in the
next chapter—if offered a huge sum of money to play), though he will
probably survive it. Nor does a sensible person give controlling weight
to the fact that a risk has not yet materialized. You would be dumb to
cross a street against the light on the ground that no one had ever been
run down at that particular intersection. You would be especially dumb
to do so if until today the street had been used only by rickshaws. Until
gene splicing, which is recent, and the emergence, also recent, of
apocalyptic terrorism, the danger of bioterrorism may have been slight,
although Japan killed thousands, perhaps hundreds of thousands, of
Chinese with biological weapons during World War II;71 but it is slight
no more.

Evolutionary pressures, as we know, tend to limit the lethality of
natural pathogens. That is why the earliest forms of a new pathogen
tend to be the most virulent: the most virulent die out and are suc-
ceeded by less virulent forms that spread farther because their hosts
live longer and so infect more other creatures with the disease. But we
know that a pathogen like the smallpox virus could be juiced up in the
laboratory to a level of lethality that might bring about the extinction
of the human race, even though this would be a maladaptive conse-
quence from the standpoint of the virus, which would become extinct
along with the host population.

Easterbrook acknowledges that bioweapons “may turn increasingly
troublesome as time passes and knowledge of biotechnology becomes
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harder to control.”72 But he overlooks the corollary that we should
begin worrying now, especially since the danger of bioterrorism, un-
like that of nanotechnology or artificial intelligence, exists now, rather
than just lying in the future; knowledge of dangerous biotechnology is
already uncontrolled. He concedes that “perhaps one day some aspiring
Dr. Evil will invent a bug that bypasses the immune system.” But these
bugs exist already; otherwise we wouldn’t need vaccines and antibiotics.
And AIDS, for example, destroys the immune system. Easterbrook ac-
knowledges the possibility “that existing pathogens like smallpox could
be genetically altered to make them more virulent (two-thirds of those
who contract natural smallpox survive).”73 But he does not mention the
greater danger that the smallpox virus can, like the mousepox virus, be
genetically altered to make vaccination ineffective.

Easterbrook misdescribes the strangelet scenario as one in which the
entire universe is destroyed. So he is reassured by the fact that the uni-
verse has survived for 15 billion years. In fact, as we know, the strange-
let scenario is about the destruction of the earth, not the universe.

Though prominent nanotechnologists take the concerns about run-
away nanomachines seriously enough to have agreed to limit the power
supply for such machines, Easterbrook derides the “gray goo” scenario
on a ground earlier proposed by the physicist Freeman Dyson that
since the top speed of a swimmer or flyer moving under its own power
(stored internal energy) is proportional to its length, a nanorobot could
not move faster than a tenth of an inch per second.74 But Dyson had
arbitrarily assumed constant internal power per unit of volume. Many
short birds can fly faster than long ones because they have greater in-
ternal power. Moreover, the speed of nanomachines need not be lim-
ited by their internal power, because they could be carried by winds
at high speeds. And the size of a robot constructed on the basis of nano-
technology is unrelated to the size of the nanoparticles of which it is
composed. A human being is composed of molecules, but it is not con-
strained to move as slowly as molecules. In fact, a human being is con-
structed on the principles of nanotechnology.

Easterbrook has written seriously in the past about environmental
problems, and the article that I am criticizing has a sober discussion of
global warming.75 But the discussion ends on a note of ridicule and be-
littlement: “So be prepared: Stock lots of sweaters and a few Hawaiian
shirts. The weather can be tricky this time of year.”76

He actually exaggerates the danger of asteroid collisions by saying
that there are at least 1,100 near-earth objects “big enough to cause a
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Chicxulub strike,”77 a reference to the asteroid collision that is believed
to have wiped out the dinosaurs. The figure (actually 1,148, and merely
an estimate) refers to the number of near-earth objects with a diame-
ter of 1 kilometer or more.78 As noted in chapter 1, very few of these
have a diameter as great as 10 kilometers, the estimated size of the di-
nosaur buster; only one that large has been detected thus far in the
search for near-earth objects. Easterbrook concludes sensibly that our
lack of a plan to develop a technology that could prevent such colli-
sions “may be unwise” and that “perhaps NASA ought to take more se-
riously research into how to block a killer rock.”79 (The hesitation in
“may” and “perhaps” makes no sense given Easterbrook’s belief that
there are 1,100 near-earth objects as dangerous as the dinosaur slayer.)
But that conclusion, which may be influenced by his exaggeration of
the danger, is inconsistent with the title and tone of the article and with
his overall conclusion that

we fret about proliferating nanobots or instant cosmic doom when
we ought to be devoting our time and energy to confirmed wor-
ries like 41 million Americans without health insurance. A high-
calorie, low-exertion lifestyle is far more likely to harm you than
a vagrant black hole. . . . It makes far more sense to focus on mun-
dane troubles that are all too real.80

The fallacy, a recurrent one in debates over public policy,81 is to think
that we have a choice between only two policies: we can either ex-
pand health insurance or take measures against catastrophic risks. We
can do both. We would just have to give up something else. If the
something else, for example subsidizing U.S. farmers or textile manu-
facturers, is a less valuable use of our resources, then giving it up in
order to provide both more health insurance and more safety would
be a good trade.

Another of Easterbrook’s articles commits the closely related “one
risk at a time” fallacy. He thinks that maybe society “can only conquer
one risk at a time,” and if so we should disregard the risk of biological
weapons because there is “a weapon that we know can kill in vast
numbers, because it already has: the [atomic] bomb.”82 It’s not true that
society can conquer only one risk at a time, nor that a hypothetical risk
cannot be compared with one that has actually materialized in the past,
as if only frequencies and never probabilities could furnish rational
motives for action. We don’t have to await a massive bioterrorist attack
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in order to have sufficient confidence in the danger to take preventive
measures. That would be like saying that the United and the Soviet
Union should not have taken measures to prevent an accidental thermo-
nuclear war until millions of people were killed by a hydrogen bomb.

What I have called the optimistic backlash against the doomsters
actually is not merely reactive; it has roots in a long history of tech-
nological optimism in American culture.83 People have difficulty hold-
ing in their head at one and the same time that modern technology is
creating both enormous benefits and enormous risks, and that both
the benefits and the risks are growing—the latter quite possibly more
rapidly—with continued technological progress. This difficulty, which
is rooted in the mental quirk that psychologists call “cognitive disso-
nance,” is of a piece with the tendency of people to write down risks
to safety when they perceive benefits to an unsafe activity and write
them up when they perceive no benefits.84

Optimism about science is a natural reflex of scientists, for career and
psychological reasons, and is reinforced by a concern that fear of cata-
strophic risks provides support for curtailing civil liberties. So M. F. Perutz
writes that international criminal law could be an effective weapon
against individuals who develop or use biological or chemical weapons—
a counsel of futility, at least if the concern is with suicidal terrorists or
other undeterrables. He also quotes with approval, as a warning against
“preemptively undermining U.S. civil liberties in the name of enhanc-
ing homeland defense,” the inconsequent observation that “seventy
[biological attacks] have occurred in the last century causing nine deaths,
but only eighteen of these seventy attacks were made by terrorists.”85

In like vein, Stephen Moore and Julian Simon state that “the risk of
dying from a terrorist incident is miniscule [sic]. Less than 1,000 Ameri-
cans die from terrorist attacks every year, which accounts for far fewer
deaths than from falling off a ladder at home or from riding a bicycle.”86

Perutz ends his article with the reckless claim that “the still-prospering
tobacco industry poses a proven threat to health and life that is many
thousand times greater than the potential threat of bioterrorism.”87 The
potential threat of bioterrorism, being unlimited, is vastly greater than
the danger from smoking cigarettes. Perutz also ignores the fact that
smokers voluntarily assume the risk of disease and death; no one vol-
untarily assumes the risk of being sickened or killed by bioterrorists,
unless it is the bioterrorists themselves. And notice his commission of
the “dominant risk” fallacy. To reason that if risk A is greater than risk
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B one should pay no attention to B, whatever its absolute size, is like
telling a person who has cancer not to seek treatment for a broken arm.

In a similar article, Freeman Dyson dismisses the dangers posed by
nanotechnology on the additional ground (besides speed) that nano-
technologists have not yet succeeded in constructing an assembler, let
alone a self-replicating one that would be the equivalent of a cell.88

(Since his article was published two years ago, primitive nanotech as-
semblers have been built, as we saw in chapter 1.) This is like point-
ing to twentieth-century experience with biological warfare and saying
there is nothing to worry about. We have to deal with twenty-first-
century hazards.

Dyson goes on to note that the international community of biolo-
gists agreed at the Asilomar Conference in 1975 on guidelines designed
to minimize dangers from gene-splicing experiments, and that the guide-
lines, though soon relaxed,89 continue to be observed. He calls the ex-
perience “a shining example of responsible citizenship, showing that
it is possible for scientists to protect the public from injury while pre-
serving the freedom of science.”90 All it shows is that scientists may
sometimes be able to protect the public from some of the adverse con-
sequences of scientific progress without compromising freedom of sci-
entific inquiry. Scientists were unable to protect the public from nuclear-
weapons proliferation or chemical and biological warfare, though some
of them tried. Others were busy developing the weaponry. There are
millions of scientific workers in the world.91 They cannot be cajoled
into forming a united community of conscience.

Dyson believes that we are significantly better off as a result of the
Biological Weapons Convention,92 signed by major nations including
the United States and the Soviet Union in 1972, even though the Soviet
Union flouted it from the start (which was easy to do because the con-
vention made no provision for monitoring or enforcing compliance),
with consequences that may yet be felt. Compliance with the conven-
tion is, Dyson acknowledges, unverifiable, which means that any nation
that wants to develop bioweaponry can do so with impunity. Many na-
tions have not signed the convention, and we know from chapter 1 that
a number of nations have bioweapons programs. We also know that
the danger of biological attacks comes mainly from terrorists and psy-
chopaths. To that danger the convention is virtually irrelevant.

Dyson concludes by citing John Milton’s assertion that “books should
not be convicted and imprisoned until they have done some damage.”93
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If only “some damage” were the worst danger humanity faced from the
continuing advance of science! After someone learns from a book how
to destroy a goodly part of the world’s population, it will be too late to
“convict and imprison” the book.

Limited horizons

Still another cause of society’s failure to take catastrophic risks seri-
ously is the difficulty, which is at once philosophical and political,

of knowing how seriously to take small probabilities of immense harm,
even if those probabilities are known. If the annual probability of a
catastrophic collision with an asteroid is 1 in 65 million, it is exceed-
ingly unlikely that such a collision will occur within current politicians’
terms of office, or lifetimes, or their children’s or grandchildren’s or
even great-grandchildren’s lifetimes; and after that who cares? In fact
the annual probability of a catastrophic asteroid collision, albeit not one
so catastrophic as to endanger the survival of the human race, is much
greater than 1 in 65 million, as we know from chapter 1. But it is still
very small. Politicians are unlikely to win points for preventing some-
thing that is highly unlikely to happen in the foreseeable future. And
so sufficient unto the day is the evil thereof.

This type of thinking is not irrational, or even demonstrably wrong.
It is unclear what regard we should have for our remote descendants,
and whether the lack of regard for them that we seem to manifest in
our behavior reflects limited altruism or limited foresight or a rational
hunch that technology will bail us out the way it has done ever since
we came down from the trees. Whatever the cause of our insouciance
about catastrophic risks, a politician who wants to raise taxes today to
minimize the risk of catastrophes a thousand years hence will be cut-
ting his throat. And in an age of rapid technological advance there may
be good reasons for doing nothing today and waiting for the progress
of science and technology to provide cheap solutions for problems
more likely to materialize in the remote than in the near future. A re-
lated argument, however—that it is foolish to transfer wealth from the
present to future generations because the secular trend in income sug-
gests that future generations will be wealthier than ours—doesn’t work
with regard to catastrophic risks because a catastrophe in the sense in
which I am using the word would dramatically reduce the wealth of
future generations, possibly to zero.

Bjørn Lomborg makes a technology-will-save-us argument for going
slow in trying to curtail carbon dioxide emissions in order to reduce
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the rate of global warming.94 He points out that the cost of solar en-
ergy has been falling, and, if it continues to do so, then—since the cost
of fossil fuels is not falling—solar energy will become increasingly
competitive with those fuels, their consumption will fall, and emissions
of carbon dioxide will decline. Similarly, if no technology is available
today to avert collisions with asteroids but is quite likely to be devel-
oped, without any force feeding, in the not-too-remote future, we might
as well wait, because the probability of a disastrous asteroid collision
is substantial only when the period over which the probability is cal-
culated is very long. Recall from the introduction that the probability
of surviving n periods in each of which there is an (independent) prob-
ability of disaster of p is (1 � p)n. If the annual probability of disaster
is .0001, the probability of surviving for 1 year is 99.99 percent, but the
probability of surviving for 100 years is only 99 percent and for 1,000
years only 90 percent. (Recall also the Monte Carlo simulations of as-
teroid impacts, in chapter 1.) The possibility of an asteroid collision il-
lustrates this point better than global warming does because increases
in the atmospheric concentration of greenhouse gases may as a prac-
tical matter be irreversible.95

Doubt concerning what if anything we owe our remote descendants,
and the desirability, if the costs of responding to catastrophic risks are
falling over time, of delaying our response to them, are things to take
into account when considering how best to respond. They do not jus-
tify dismissing the risks out of hand, but they may constitute a politi-
cally compelling excuse for doing so, as we’ll see with respect to the
ill-fated Kyoto Protocol on global warming.

Psychological factors

False positives

If people living near high-voltage electrical transmission lines notice
an unusual number of cancers in the neighborhood, they are likely

to attribute it to the lines. When it is pointed out to them that a ran-
dom series will often contain a run (as in the series 1 1 1 1 0 0 1 0 1 1
0 0 0 0 0 0 0 0 1 1 1 0 1 1 1 0 1 1 1 1 0 0 0 0 1 1 1 1 0 1 0 1 0 0 1 1 1
0 1 0 0 0 0 1 1 0 1 0 1 0 1 0 1 0 0 1 1 0 0 0 0),96 they are nonplussed
because to the statistically unsophisticated a run is a pattern and a pat-
tern holds meaning. Once again we are in the presence of an evolu-
tionarily adaptive limitation of human cognitive ability. Pattern recogni-
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tion is key to an animal’s survival; and we are animals. It has greater sur-
vival value than computational power does, and it is the thing that we
still do better than computers do. False positives in pattern recognition—
seeing as patterns what are really just coincidences—are less danger-
ous for a creature than false negatives—failing to recognize the pat-
terned behavior in the lion’s striding toward you. And so our minds are
biased in favor of committing the former error.97 The upshot has been
a drumbeat of false alarms (included those sounded by writers of fu-
turist fiction) about technological hazards: Love Canal, brain cancer from
using cellphones, serious illnesses and deformities from silicone breast
implants, and so forth—with the result both that fear of technological
hazards has become associated in the sophisticated public’s mind with
ignoramuses and trial lawyers and that technology managers devote a
disproportionate amount of their safety-related activities to reassuring
panicky neighbors.98 A modest goal of educational reform would be to
require all college students to take a statistics course.

The economy of attention

For people accustomed to dealing just with everyday dangers and ig-
norant of science, the catastrophes that modern technology, or na-

ture at its most ferocious (such as when it did the dinosaurs in), could
unleash are incomprehensible. People can understand something as
limited in scope and incremental in consequence as the atomic explo-
sions that devastated Hiroshima and Nagasaki. Conventional bombing
had already done comparable damage to German cities and to other
Japanese cities. And thermonuclear as well as nuclear explosions have
been photographed and the photographs widely disseminated. But
people have difficulty understanding the energies in the universe that
might be released by scientific accident or deliberate manipulation.

This is not to say that people are stupid. It is to say that because the
human mind is limited, people can’t think about every danger that may
beset them. Just as in the ancestral environment it wouldn’t have made
sense to neglect a 1 in 10 chance of being eaten by a predator in order
to focus on a 1 in 1,000 chance of being struck by lightning—espe-
cially since early man lacked the scientific tools for estimating slight
probabilities and devising effective measures for eliminating or reduc-
ing them—so modern man as well, his brain no larger than that of his
ancestors, must make choices about which risks to worry about. There
are many things worth thinking about, and thought devoted to one of
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them is unavailable for any of the others. (So there is a kernel of truth
in Gregg Easterbrook’s argument that if we start worrying about low-
probability risks we may be led to neglect more serious problems.)

Nor can the amount of thought be nicely proportioned to the im-
portance or unimportance of the subject. Below some threshold the
thought devoted to a question will bring the inquirer no closer to 
an answer. We would have to devote a lot of thought to asteroid colli-
sions and how to prevent them in order to devise a sensible response.
And it would be demanding and therefore difficult thought because of
the difficulty people have in comprehending small probabilities. It is
not a serious problem for experts, but they would have to expend ef-
fort to persuade the public to support so weird-sounding a project as
an asteroid defense.

There is thus an argument for ranking risks by their expected costs
and deliberately disregarding the lowest-ranked ones. There is even an
argument for giving attention that is disproportionate from a strict
expected-costs standpoint to those risks that are easier to think about
because the probability of their materializing is greater, or (a related
point) because they have materialized in the past and so we have ac-
tual experience with them—we don’t have to imagine them. No aster-
oid collision with the earth has ever been observed by a human being
who left a record of the sighting, and so it requires a much greater effort
of imagination to think seriously about the danger of an asteroid colli-
sion than it is to think seriously about the possibility of nuclear war.99

Recall from chapter 1 one of John Lewis’s estimates of the expected
annual number of deaths from asteroid collisions: 1,479. This exceeds
the average annual number of deaths from airline crashes. One thing
that makes the public worry less about the risk of asteroid collisions
than about airline crashes is that airline crashes occur every few years,
whereas apparently there hasn’t been a major asteroid strike since 1908
and it occurred in an uninhabited area. No human beings are known
to have been killed by the Tunguska asteroid—the principal victims
probably were reindeer. Airline crashes thus are “available” to the mind
in a way that asteroid collisions are not. Yet because expected cost is
the product of probability and magnitude, risks having very different
probabilities and therefore availabilities can have the same expected
cost. The expected cost of a 1 in 1 billion chance of a $1 billion loss is
the same as that of a 10 percent chance of a $10 loss—$1—but there
is a psychological asymmetry in the response to expected costs that are
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based on such divergent probabilities. That asymmetry would undoubt-
edly dominate even if the 1 in 1 billion chance were 2, or 3, or 10 in 1
billion, though the expected cost of the lower-probability event would
then be a multiple of the expected cost of the higher-probability event.

Another difference between airline crashes and asteroid collisions,
which may not seem related to probabilities but is, is that one can do
something about the risk of being killed in an airline crash—not fly,
or fly less frequently, or fly only on major airlines—and one cannot do
anything about asteroid collisions except write one’s Congressman. Yet
most people who are afraid to fly substitute another method of trans-
portation, namely driving, that is more dangerous than flying. Either they
misunderstand the probabilities (perhaps because they overestimate
their driving skills) or the thought of death in an airplane crash arouses
a sense of dread that dominates a comparison of probabilities.

What I am calling the “economy of attention” is related to the psy-
chologists’ concept of the availability heuristic—the tendency of people
to attach disproportionate weight to salient, arresting events.100 In the
conditions of the ancestral environment, it made sense for human be-
ings to be hyperalert to clear and present dangers, because those were
the only ones they could do anything about. Being an evolved mental
trait, this disposition has persisted into modernity, further undermining
our ability to understand more than notionally, and respond intelli-
gently to, slight risks of immense losses.

Temperament

Imentioned earlier the optimistic backlash against the doomsters. I
was commenting on content rather than on temperament, but tempera-

ment is part of the reason for the difficulty of getting people to focus
constructively on the catastrophic risks. Some people have a natural
bent toward optimism; their outlook is sunny. Others are naturally
pessimistic; they have a tendency toward depression. In still others
neither characteristic is strongly marked, and it is among those people
that support for constructive responses to the catastrophic risks must
be sought. Optimists would tend to be hopeful that effective responses
to these risks could be devised and implemented, but, being optimists,
they would heavily discount the risks themselves. They are not fear-
ful of low-probability events, however dreadful. Pessimists would tend
to worry about the risks—even to exaggerate them—but would de-
spair of being able to do anything about them. Optimists are hopeful
but fearless; pessimists are fearful but hopeless. (So pessimists are more
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imaginative than optimists.) Though for opposite reasons, neither group
is strongly motivated to think seriously about devising effective re-
sponses to catastrophic risks. The two groups together are not the en-
tire population, but they are a large part of it and this operates as a drag
on the prospects for adoption of proposals for dealing with the risks.

Economic factors

The economics of innovation

Afurther difficulty in coming to grips with technology-related risk is
that of fitting technology, as distinct from investment, consump-

tion, family, law, politics, and other major human activities well stud-
ied by the social sciences, into an analytical framework. The natural
candidate to be the framework for analyzing technology is economics.
Technological progress is costly and so must be financed, whether by
public or private subsidies or by the creation of property rights in com-
mercially valuable products of technology in order to provide incen-
tives for market participants to finance the necessary technology them-
selves. Technology has not only costs but also, obviously, benefits; as
I noted in the introduction, it is a principal engine of economic growth.

But it turns out to be an unruly subject for economic analysis. To
begin with, uncertainty seems to be at its core. A new technology is
something that is invented, and invention means discovering some-
thing that no one knew. There is no algorithm for discovering nature’s
secrets and putting them to work in the service of human desires. The
most promising economic theory of invention sees it as a semi-blind
process analogous to natural selection. Competing inventors take dif-
ferent paths none of which can be confidently expected to be success-
ful, and the one that turns out to be best survives and the others fall
by the wayside.101 It might turn out to be best for reasons that had not
been in the minds of the inventors, because inventors cannot know for
sure where their work will lead. Scientific progress is unpredictable be-
cause it is a byproduct of exploring the unknown parts of the universe.

Because the path of science is unpredictable, so are its consequences,
and all the more so because they tend not to be concentrated on the
individuals or other entities that develop or apply the science. The ben-
efits and costs of ordinary physical products accrue primarily to seller
and buyer. But science, including the useful science that we call tech-
nology, is basically information, and information is difficult to sequester
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(you can’t put it in your pocket or build a fence around it) and as a
result tends to be appropriable by third parties without their having to
compensate the creator, the “owner,” of the information. Because in-
formation is in effect self-replicating, both the benefits and costs of
technology tend to be external to the inventor and his immediate cus-
tomers. The externalization of benefits makes it difficult for the inven-
tor to recover his investment in developing the technology (many or
even all the beneficiaries will be able to appropriate the technology
without paying him anything for it) and so has given rise to the elab-
orate system of intellectual property rights that courts enforce, such as
patent rights, designed to internalize those benefits.

The externalization of the costs of invention, which is unaffected by
intellectual property law, makes the inventor irresponsible. The major
costs that the invention creates may fall largely on others, as in the case
of inventions that have destructive applications, such as encryption
and recombinant DNA.

With the benefits and costs of technological progress falling to such
a large extent on third parties rather than on the inventor and his cus-
tomers alone, the market cannot be relied upon to generate the opti-
mal rate and direction of inventive activity. But because those benefits
and costs are also very difficult to predict, government cannot do a good
job of guiding and controlling inventive activity either. That is why
technology seems to drive society rather than vice versa and to be a
source of both great hope and great danger.

The problem of technological uncertainty is compounded by se-
crecy. While information has a natural tendency to spread, there are
incentives for concealing it and often effective means of doing so.
Large industrial and military installations are not readily concealable,
but much basic research and laboratory-scale production are. And so
are the plans of small terrorist groups and, a fortiori, of individual “mad
scientists” fantasizing about destroying the world. Hence the ambiva-
lence with which we regard encryption.

Global decentralization

Still another economic obstacle to dealing effectively with the cata-
strophic risks is the difficulty of solving problems when the solu-

tions require international cooperation. That is the case with respect to
most catastrophic risks almost by definition; the harmful consequences
of a true catastrophe are unlikely to be limited to a single nation. It is
one thing for the United States to decide to curb its emissions of car-
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bon dioxide; there are political obstacles, but they can be overcome if
the benefits are palpable and clearly in excess of the costs. It is quite
another for the United States to negotiate with the other nations of the
world a solution to the global-warming problem that does not burden
us unduly. The transaction costs are immense, which is one reason for
the failure of the Kyoto Protocol of 1997, and are growing. There are
193 nations; in 1950 there were only 87.102

A further complication is that the wealthy countries of the northern
hemisphere are the principal emitters of greenhouse gases but the poor
countries of the equatorial belt are the principal prospective victims of
global warming, and they cannot afford to compensate the wealthy
countries for incurring the costs involved in substantially curtailing
those countries’ emissions. That is one reason the United States has re-
fused to ratify the Kyoto Protocol, which requires developed nations
to reduce their greenhouse-gas emissions to 7–10 percent below the
1990 level (7 percent for the United States). The United States would
have borne almost two-thirds of the estimated $800 billion cost of com-
pliance with the protocol103 yet because of our temperate climate
would have derived little benefit from it, unless of course compliance
would stave off global catastrophe. Actually, the cost may be exagger-
ated. Reduced consumption of fossil fuels by net importers of such
fuels, including the United States, would reduce the price of those fuels
by reducing world demand,104 and this effect would partly offset the
costs to the wealthy nations of capping their emissions. But only partly.
In contrast, the nations that signed the Montreal Protocol, which limits
the emission of chlorofluorocarbons in order to preserve the strato-
spheric ozone shield against ultraviolet radiation, and thus has a par-
allel structure to the Kyoto Protocol, obtained sufficient benefits from
unilaterally curtailing their emissions that the protocol itself may merely
have codified the voluntary cutbacks by individual nations that pre-
ceded it.105

The problem with the Kyoto Protocol is not only that the United
States would have borne a disproportionate share of the costs of com-
pliance. It is also that incurring those costs would have represented a
poor investment for the United States from a conventional economic
standpoint even if we were more vulnerable than we think we are to
the potential harms from global warming unless it is abrupt. (We have
some vulnerability to being harmed even by gradual global warming,
primarily though not only in our extensive coastal areas.)106 Partly be-
cause of the slow rate of oceanic absorption of atmospheric carbon diox-
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ide, as a result of which emissions of carbon dioxide have a cumulative
effect on the atmospheric concentration of the gas, and partly because
the Kyoto Protocol does not limit the emissions of developing coun-
tries at all, even full compliance with the protocol would be unlikely
to have much effect on global temperatures, flooding, and so on until
the twenty-second century (at least if a distinct benefit of emissions
controls—technology forcing, which I discuss in the next chapter—is
ignored). According to Nordhaus and Boyer, the protocol’s discounted
present benefits would be only about $120 billion for the entire world,
compared to discounted present costs that might well exceed $800 bil-
lion,107 even assuming compliance in an efficient manner.108

Nordhaus and Boyer used discount rates for high-income countries
that did not exceed 3 percent.109 Even 3 percent may seem awfully low.
But they were trying to measure the pure rate of time preference (that
is, of preference for present over future consumption) without add-ons
for expected inflation or for the risk of nonpayment, which are com-
ponents of interest rates on loans. There is no reason to include an in-
flation estimate in a discount rate unless the future costs or benefits
being discounted include such an estimate, and it makes sense to ig-
nore inflation at both ends.110 But these are side issues; at any non-
negligible discount rate, the present value of remote future benefits will
be computed as slight. The same, of course, is true of remote future
costs. But the costs of compliance with the Kyoto Protocol would be
steep from the outset, while significant benefits would probably not
begin to accrue for another century. It is in a case of such marked
asymmetry in the time profiles of benefits and costs that discounting to
present value can make a huge difference.

The disappointing cost-benefit ratio need not be decisive. We may
have a strong desire to prevent global warming in future centuries, not
just our own century; maybe we don’t want to discount the future costs
of global warming at all. But just who is this “we”? The democratic ma-
jority in the United States is insufficiently altruistic to be willing to incur
heavy costs for the benefit of foreigners, let alone their remote de-
scendants. Think of how few resources we are willing to commit to
foreign aid except when there are urgent political or geopolitical rea-
sons (Iraq, Israel, Egypt, Pakistan, etc.). From the standpoint of the
American public, the Kyoto Protocol would be a foreign-aid program
to dwarf our formal foreign-aid programs, and the beneficiaries, not
even having been born yet, would be completely invisible.111
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Overlooked by the drafters of the protocol was the possibility of re-
ducing emissions at less cost to the United States by creating a system
of tradable emissions permits (a cap-and-trade system), as in the suc-
cessful emissions-trading system for sulfur dioxide, the cause of acid
rain. Then a developing country that could abate its emissions at lower
cost than the United States could sell emission permits to U.S. emitters.
That would reduce the cost of our “foreign aid” because the same re-
duction in emissions would be obtained at a lower cost than if the U.S.
emitters could comply with their limits only by reducing their own
emissions all the way down to those limits.

I shall come back to the costs and benefits of the Kyoto Protocol
and its alternatives in the next chapter. For now the point to empha-
size is that the decentralization of the international community is an
obstacle to dealing with catastrophic risks. And not just global warm-
ing. It would make it impossible to discourage free riding on invest-
ments in an asteroid defense. The United States would have to take the
lead in creating such a defense because of its wealth and because it is
the only nation that has the technological sophistication to design and
construct the surveillance and interception technology that such a de-
fense, to be maximally effective, would require. Granted, the United
States has no monopoly of space science; and here I note the interest
shown by the United Kingdom in creating an asteroid defense in con-
junction with other European nations as well as with the United
States.112 But the United States would have to take the laboring oar. Its
scientific and technological preponderance remains awesome. Total
U.S. R & D expenditures are approximately equal to the combined 
R & D expenditures of Japan, Germany, France, the United Kingdom,
Italy, Canada, and Russia.113 A third of all scientific and technical arti-
cles in leading international journals are authored by Americans.114 It
comes as no surprise that a report commissioned by the United King-
dom’s Minister for Science states that “the United States is doing far
more about Near Earth Objects than the rest of the world put to-
gether,”115 though it is actually doing little.

The United States would have no means of compelling the rest of
the world to contribute to the cost of a defense against asteroids, even
though the rest of the world would benefit. Were there enough free
riding, the United States might lose interest in asteroid defense, even if
it had any to begin with. But the expense of an asteroid defense would
probably be so small relative to the U.S. economy—a few billion dol-
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lars spread over a number of years—that the effect even of widespread
free riding on our willingness to invest in such a defense would be
slight. It might seem that free riding would never discourage such
investments; that the only question would be the net benefit of the in-
vestment to the United States. But nations worry about relative as well
as absolute power (and therefore wealth) because they are in poten-
tial military competition with other nations.116 The United States would
be reluctant to adopt a policy that increased its wealth by 10 percent
but doubled China’s. Furthermore, no nation wants to get a reputation
for being good for a free ride. These considerations might induce the
United States to take a strong stand in negotiations for a global re-
sponse to the asteroid threat, and when bargainers take strong stands
they may fail to reach agreement. Each may be unwilling to be the first
to flinch, lest it develop a reputation as an easy mark—the very thing
it sought to avert by taking a strong stand in the first place.

Speaking of military competition, however, there is nothing like a
common enemy to induce nations to cooperate with one another, and
near-earth asteroids are enemies of all nations. In fact, the risk of a cata-
strophic asteroid strike is pretty much uniform across countries, except
those that have long coastlines relative to their size, since a large as-
teroid striking an ocean would create enormous tidal waves. Although
the larger the country the more likely it is to be struck by an asteroid,
the smaller the country the more devastating the strike is likely to be.
If the asteroid that exploded above Siberia in 1908 had exploded above
Belgium instead, Belgium might have been devastated.117 Even so, small
countries, such as Iceland, Denmark, and probably Belgium, would be
tempted to free ride on a project led by the United States to create a
global defense against asteroid collisions, just as small NATO countries
free ride on the defense expenditures of the large ones. The small
countries would hope that the asteroid defense would be built even if
they contributed nothing to the cost. For in that event they would bene-
fit along with the United States and any other contributors to the proj-
ect, yet at zero cost.

U.S. strategy would be to try to convince other countries that unless
they anted up their fair share of the project, the United States wouldn’t
go ahead with it, so their ride wouldn’t be free—or rather, wouldn’t be
a ride. But the wealth and power of the United States would tend to
deprive the threat of credibility. The free riders would know that if the
United States thought the risk of a devastating asteroid collision worth
attending to, it would attend to it, even without the cooperation of
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other countries. It would thus be a help if a blocking minority in the
U.S. Congress had such a passionate commitment to fairness that other
countries would know that unless they contributed significantly to global
projects, Congress would not appropriate money for them. That would
make a tough negotiating posture credible. But, as I said, the total cost
of an asteroid defense seems too slight for free riding to be a serious
deterrent to the United States. (Free-riding hasn’t destroyed NATO.)
The problem is not free riding; it is that asteroids are not yet perceived
to be a significant enemy.

The primacy of national self-interest, and the consequent difficulty
of organizing collective action to respond to a global problem, also
complicate efforts to meet the threat of bioterrorism, because of the
dual-use character of biotechnology. As the likeliest target of such ter-
rorism, the United States might be thought willing to go it alone. But if
we impose security-motivated controls on our biotech research, the re-
search will be shifted to countries that won’t impose such controls. They
won’t impose them because they want the fruits of such research, not
to create bioweapons but to produce pharmaceuticals (including vac-
cines against lethal pathogens) and increase crop yields.

In the wake of the Australian mousepox experiment discussed in
chapter 1, a committee of the National Research Council of the National
Academies of Science and Engineering recommended requiring that
proposals of biological experiments that could help terrorists or hos-
tile nations be reviewed in advance by biosafety committees at research
facilities and by an advisory committee in the Department of Health
and Human Services.118 Yet the dangerous research that stimulated this
recommendation was of course conducted in a foreign country, over
which the proposed committees would have no jurisdiction. Well aware
of the international dimension, the National Research Council commit-
tee pointed out that bioengineering research has become global.119

Dangerous pathogens can be found in the laboratories of developing
nations, such as Brazil, which has a significant biotech industry, heav-
ily promoted by the Brazilian government.120 And in Gabon, Belarus,
Kazakhstan,121 maybe Iran, and doubtless North Korea, as well. Aus-
tralia is a well-governed modern nation; but these others? As Jonathan
Tucker points out, “No comparable [to U.S.] security measures currently
exist at thousands of research centers, clinical laboratories, and culture
collections overseas that possess or work with dangerous pathogens
and toxins.”122 Our own security measures aren’t that great either, as I
noted in chapter 1.
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Another product of the biotech revolution—genetically modified
crops—could also threaten human welfare. Yet the importance of agri-
culture to developing nations, coupled with the relative cheapness of
biotechnological research and development, has produced an explo-
sion of such R & D in Latin America, where “this new technique [gene
splicing] is being developed in a superheated atmosphere of state pro-
motion and corporate competition, in which bioscientists have a heavy
financial and personal stake in the commercialization of techniques
and products.”123 The problem of controlling biotechnical research is
not a free-rider problem. The motive for refusing to follow the lead of
the United States in imposing controls on such research would not be
to obtain the benefits of the U.S. regulatory program without paying any
of the costs. It would be to exploit the competitive opportunities that
the program would open up for these nations by restricting U.S. research.
But it is no less serious a problem for having a different character.

A similar but less serious problem would afflict unilateral U.S. efforts
to slow down the development of ever more powerful (and possibly
more dangerous) particle accelerators; they would be built abroad.
Remember that the next RHIC-type accelerator scheduled to come on
line is the Large Hadron Collider (LHC) of the European Center for Nu-
clear Research (CERN). The reason the problem is less acute than in
the case of attempting unilateral control of biotechnology is that the
economic benefits of high-energy physics research are much smaller—
indeed, the net benefits may, as we’ll see in the next chapter, be nega-
tive. (And there appear to be no military benefits.) We wouldn’t lose
much, besides some scientific prestige, if the center of such research
moved elsewhere. Were the danger of the new accelerators perceived
to be serious, there probably would be no great difficulty in negotiat-
ing an international agreement to rescind or delay projects such as the
LHC or RHIC–II.

The problem of international anarchy is obscured by the fact that
between the rise of the fascist dictatorships after World War I and the
end of the Cold War in 1989, the principal man-made threats to human
health and safety emanated from the handful of nations that qualified
as “great powers.” Other nations were either negligible because of
poverty or dependent on one or more of the great powers because of
weakness, colonial status, or economic domination. Our thinking has
yet to adjust fully to the difference between the world before and the
world after the cold war ended. The Soviet Union’s collapse is merely
the most dramatic of the changes that have led to our current highly
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decentralized international system, with its proliferation of small, au-
tonomous nations (autonomous because they no longer fear invasion
or subversion by great powers, though a few still do), its weakened
governments and alliances, a consequent reduction in effective gov-
ernment regulation (consequent also on the sheer number of nations,
which makes international coordination more costly to achieve), and a
concomitant increase in the autonomy of markets, many global in
scope or effects.

The combination of international capitalist competition unshackled
by government with rapid technological progress is a libertarian’s dream.
But there is a downside that the economic concept of externalities il-
luminates. Individuals, corporations, and nations tend out of a natural
selfishness not to take account in their decisions of the full costs that
their activities impose on people with whom they have no actual or
potential contractual relations. A polluting factory, even if untrammeled
by law or regulation, will consider the effects of the pollution on its
workers; it may have to compensate them in the form of a higher wage.
It will not consider the effects on society as a whole, let alone on the
inhabitants of foreign nations or the members of remote future gener-
ations. That is the economic rationale for placing regulatory limits, in-
ternational as well as national, on pollution and other negative exter-
nalities. Free markets have many good effects, and most of the attacks
against them—against “capitalism”—are wide of the mark. But the ab-
sence of an international environmental protection agency and other
global regulatory mechanisms leaves the problem of negative exter-
nalities that spill over national borders unsolved.

The problem is especially acute with respect to those risks, such as
bioterrorism, that do not depend on sponsorship by a powerful, or in-
deed by any, nation. Even if 191 of the 192 other nations of the world
agreed with the United States to take steps to prevent bioterrorism, the
holdout could acquire bioweapons that might wipe out a large portion
of the human race. (In this regard, I note that only 148 nations have
ratified the Biological Weapons Convention of 1972.)124 Even if all 193
nations agreed to forswear bioweaponry, a small group of terrorists or
even a single unbalanced scientist might be able to develop such
weaponry because in many nations government is too weak to prevent
terrorist cells and individual scientists from engaging in laboratory ac-
tivities that could result in the development of lethal disease agents.

All this said, it would be a mistake to be entirely pessimistic about
the prospects for effective international cooperation with respect to at
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least some of the catastrophic risks.125 Free-riding and other collective-
action problems often can be overcome, if the benefits of a solution
exceed the heavy transaction costs. I instanced NATO, and there are
many other examples. The problems cannot always be overcome;
global warming poses a uniquely difficult collective-action problem
because of an unusual alignment of risks and wealth. The fact that the
severity of a risk differs across countries—even that the countries that
create the risk are different from those at risk—is not an insuperable
obstacle to effective international cooperation, provided the countries
at risk can compensate the countries that create the risk for reducing
it. Side payments are one method of inducing asymmetric risk reduc-
tions; pursuant to the Nunn-Lugar Act, Congress has appropriated some
$4 billion in the last decade to help Russia dismantle its nuclear weapons
and keep its fissionable materials secure.126 There are limitations to this
approach; as I noted earlier, nations are reluctant for reasons of secu-
rity as well as (narrow) economic self-interest to transfer wealth to
other countries. In the case of global warming, however, instead of
poor countries placing rich countries at risk, it is rich countries that are
placing poor countries at risk, and the latter cannot compensate the
former. (I am exaggerating slightly. Poor countries emit carbon diox-
ide too, and their emissions are growing uncontrollably because such
countries place development ahead of long-term harms.) But the per-
ception of asymmetry can be reduced by emphasis on catastrophic
risks, which as defined in this book are likely to have a global rather
than merely regional impact. And note that wealthy Europe is one of
the regions of the world most threatened by catastrophic global warm-
ing, since catastrophe might take the form of a “flipping” of the Gulf
Stream.

The issue of a global defense against bioterrorism combines elements
that we examined in connection with global defenses against asteroid
collisions and global warming. On the one hand, the risk of a human-
engineered pandemic is more or less evenly distributed across the world
(like the asteroid risk), though it is somewhat greater in the poorer
countries because of their inferior health services and in the United
States as the prime target of the most sinister terrorists. On the other
hand, it might be, or at least seem, prohibitively expensive for the
wealthy countries to offer to pay the poor countries either to refrain
from engaging in gene splicing or to create and administer effective
controls, since one effect of such an offer would be to encourage poor
countries to create research programs in order to be paid to shut them
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down or regulate them. Yet without the cooperation of the poor coun-
tries, the risk of bioterrorism cannot be controlled effectively.

Public choice

The term “public choice” refers to a body of scholarship in eco-
nomics and political science that tries to explain public policy as

the outcome of rationally self-interested behavior. The emphasis is on
the role of interest groups. But that is inessential, and in my own re-
cent work I have emphasized instead the role of the politician viewed
as a “seller” of leadership and policies to a body of “consumers,” the
electorate, in a market in which the currency is votes rather than dol-
lars.127 The question I explore briefly here is whether the rational-
choice model of political action can explain the pattern of response
(more commonly lack of response) to the principal catastrophic risks.

We should consider whether any interest group that could over-
come the free-rider obstacles to collective action would have an inter-
est in supporting or opposing governmental efforts to reduce these
risks, and whether an ambitious politician might rally the support of
voters by making the prevention or reduction of such risks a priority.
The answers vary across the spectrum of catastrophic risks. One method
of slowing global warming would be to switch from electrical gener-
ating plants that burn coal, oil, or natural gas to nuclear power plants.
But quite apart from the public’s fear of nuclear power, environmental
groups will not press for this solution because they contain “a large
and dedicated antinuclear constituency,” while the energy industry will
not advocate nuclear power on the basis of its effect on global warm-
ing because the industry denies that global warming is a problem, or
at least that it is a problem to which the industry contributes by burn-
ing fossil fuels.128 And consumer groups may be concerned by the
higher cost of nuclear power generation compared to power genera-
tion by plants that burn fossil fuels.

In the case of experiments in high-energy particle accelerators we
know that particle physicists, along with the many technicians and
other persons employed in the high-energy accelerator “industry,” the
suppliers of the expensive equipment used in these facilities, and the
bureaucrats in the Department of Energy have professional or pecu-
niary stakes (or both) in such projects as RHIC, and hence an incen-
tive to downplay risks. There are even emotional stakes. Particle physi-
cists “are often depicted as involved in a ‘religious quest,’ handed them
by Albert Einstein, or, as is commonly stated in the literature, the

Why so little is being done about the catastrophic risks

133



‘search for the Holy Grail’” of a unified theory of physical forces.129 One
doesn’t allow low-probability risks to deflect one from such a search.

And because the risks involved in accelerator research are unlikely
to materialize, and also esoteric, and doomsday scenarios are consid-
ered “science fiction” by most people, it would be difficult for a politi-
cian to make accelerator safety a selling point for himself to the elec-
torate. He would look like a nut or a Chicken Little, especially since
his opponents could tout the undoubted and very tangible benefits that
past experiments in particle accelerators have generated in the form of
medical treatments and computer technology. Nor is there a compact
interest group, with stakes comparable to those of the people doing
high-energy physics, that would benefit from the government’s disin-
vesting in such research. It is true that solid-state physicists opposed
the Superconducting Super Collider, which would have been a larger
version of RHIC, costing billions of dollars; it was canceled by Con-
gress in 1993 after construction had begun. I am informed (though
have not been able to document) that the slaying of that project did
not lead to increased federal spending on solid-state physics. Maybe it
averted a cut in that spending, but I cannot verify that either. I do know
that some of the ostensible savings from the cancellation went to fi-
nance RHIC.

Paradoxically, the difficulty of valuing basic research plays into the
hands of the particle-accelerator community. It is curious to note that
with the exception of a bulge for the Apollo space program, the share
of the federal domestic discretionary budget devoted to nondefense
R & D has remained constant at 10 percent for the last 40 years.130 With
the benefits of basic research impossible to quantify, zero-based bud-
geting is out of the question and inertia becomes a dominant factor in
determining the size of the science budget. This may explain the fate
of the Superconducting Super Collider. Because it was a proposed rather
than an existing project, the inertia of politics worked against rather than
for it. A further political vulnerability of the SSC was that it was located
entirely in one state (Texas), a circumstance that narrowed its base of
potential political support.

We’ll see in the next chapter that there is some empirical support for
the belief of economists that the social returns to scientific research ex-
ceed the private returns, and if this is true, then the political process is
undervaluing such research. Public-choice theory suggests reasons: the
costs are incurred in the present but the benefits are deferred and any-
way uncertain; a major benefit of the most abstract research—quench-
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ing scientific controversy—accrues mainly to a tiny segment of the so-
ciety, namely the scientific elite; the scientific community, because of
the diversity of its research interests, cannot be welded into an effec-
tive interest group; nor does it have natural allies among the other in-
terest groups. But this is in general, not in every case. Basic research
that has foreseeable military or health applications has an advantage in
the competition for public funds—and so does already-established
“big science,” such as space exploration or particle-accelerator research,
where the inertial force of programs that defy cost-benefit analysis as-
sures continued funding. This is another reason for uncertainty that the
heavy public investment in particle accelerators is likely to generate con-
tinued net benefits. The size of the investment is not a responsible pre-
diction of commensurate returns.

Federal financing of nanotechnology has reached the particle-accel-
erator level ($750 million a year), with nary a concern over safety. The
reasons are easy to see. The commercial and scientific prospects for
nanotechnology are immense, and the “gray goo” doomsday scenario
not only unlikely but safely (or so at least it seems) in the future. And
it is another subject about which the general public knows nothing and
would be difficult to educate. So full speed ahead.

Public-choice analysis would predict the same for genetically modi-
fied crops—they promise immense benefits to world agriculture, and
the dangers are esoteric and unlikely to materialize—were it not for
the protectionist pressures of European farmers, to which the Euro-
pean Union has yielded to a significant extent,131 as public-choice analy-
sis would predict it would. Much European agriculture is high cost and
therefore highly vulnerable to import competition. The higher agricul-
tural prices that result from the protection of European agriculture
against such competition provide large, concentrated benefits to farm-
ers, while the cost is diffused over the entire European consuming pub-
lic, which is too large and individually too little affected to be organ-
ized into an effective interest group. In addition, that public is easily
frightened by Green warnings about the dangers of “tampering” with
the food supply, especially in the wake of the mad-cow and foot-and-
mouth epidemics, although such dangers as GMCs present have noth-
ing to do with eating such crops. It is true that limits on GMCs hamper
as well as help European agriculture, but the latter effect predominates.

The situation from a public-choice perspective is different again with
respect to combating bioterrorism. Not because the probability of a
devastating bioterrorist attack is completely unknown and thus cannot
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be reckoned slight. And not because the risk cannot be confidently
supposed to lie in the future. For these things are true of most of the
catastrophic risks. The difference is that the possible consequences of
bioterrorism are very easy to imagine because they are similar to the
consequences of natural disease epidemics, with which people have
plenty of vicarious and even direct experience: we have all lived
through a number of flu epidemics and are still living through the AIDS
epidemic. And so far as interest-group pressures are concerned, while
many biologists are worried that fear of bioterrorism will lead to intru-
sive regulation of biological research, others perceive professional op-
portunities in enlisting in the war against bioterrorism. U.S. demand for
biologists is expanding, while competition from foreign biologists to
meet that demand is shrinking because of the visa restrictions discussed
in chapter 4. The war against bioterrorism may be a bonanza for biolo-
gists and others employed in biological research and production, while
at the same time benefiting the public—a win-win scenario. Or maybe
not, because those visa restrictions are reducing the number of foreign
biotech students in the United States, which reduces the demand for
American biology professors.

Analysis takes still another turn with respect to the issue of a de-
fense against asteroid collisions. NASA is always in search of new proj-
ects, especially given the increasing controversy over the value and
safety of manned space flight; and it has a $10 billion-plus annual
budget, which it would very much like to retain in future years. One
might suppose, therefore, that a multi-hundred-million-dollar project
to defend against asteroid collisions would appeal to NASA, and maybe
to the politically influential aerospace industry as well. Conceivably
such a project would have been launched by now had it not been for
the post–9/11 preoccupation with terrorism; an ambitious project for
defending against asteroid collisions might seem a distraction from a
more urgent defensive concern.

Furthermore, it is hard to convince the public that the threat of such
collisions is anything more than science fiction, because we have no
current or historical experience with such events.132 And the probabil-
ity of a devastating asteroid collision in the near future, while higher
than the probability that RHIC will destroy the world, is small, and politi-
cians have difficulty, as I have already suggested, appropriating the
benefits of efforts to prevent disasters that are very unlikely to happen
during their term of office. Suppose there is a 1 in 10,000 annual prob-
ability of a bioterrorist attack that will kill 1,000,000 people and a 1 in
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100 annual probability of a bioterrorist attack that will kill 10 people.
The expected cost in lives of the first attack is 100 and of the second
only .1, yet the first is quite unlikely, and the second fairly likely, to
occur within the career of the current office-holding politicians. (In-
deed, an annual risk of 1 in 10,000 has only a 9.5 percent chance of
materializing within 1,000 years.) The second risk is therefore likely to
be weighted much more heavily than the ratio of the expected costs of
the two attacks. Having a limited time horizon, politicians prefer poli-
cies that yield tangible benefits for constituents in the near term. Medi-
care pays a slice of every Medicare patient’s medical bills, rather than
just being major-medical insurance, so that the people covered by Medi-
care are constantly reminded that they are recipients of governmental
largesse.

A further impediment to taking the asteroid threat seriously is that
manned space travel appeals to the public despite its risks and expense.
It lends a vivid human dimension to space exploration, which is im-
mensely more appealing to the public and to astronomers and other
scientists than cataloging and fending off orbiting rocks. The public
likes to think of space as the new frontier, not as an attack path to the
earth. NASA would therefore be swimming against the tide of public
opinion if it pressed hard for an asteroid defense program. It isn’t pres-
sing at all, despite the recommendation of the task force it commis-
sioned.133 Nor would the Air Force like to be diverted from antiballistic-
missile defense and other programs dear to it, especially those involving
manned aircraft, to which the Air Force, still dominated by pilots, re-
mains wedded.

The situation with respect to global warming rings another change
on the public-choice theme. On the one hand, climatologists have a fi-
nancial interest in stimulating public concern about global warming,
are strongly backed by environmentalists and anticapitalists, and appeal
to a public habituated to taking threats to the environment, including
global warming, seriously. (An asteroid collision could do even more
harm to the environment than global warming—actually, catastrophic
global warming is one of the likely consequences of a cataclysmic aster-
oid collision—but, like an invasion by extraterrestrials, is rarely thought
of as an environmental hazard.)134 On the other hand, the costs of effec-
tive action against global warming appear to be very great and would
be concentrated on particular industries and their customers—and the
sparsely populated western states of the United States, with their im-
mense driving distances, have disproportionate influence in the Senate
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because the Constitution entitles every state to the same number of
senators as any other, regardless of population. Moreover, there is suf-
ficient doubt about the magnitude of the global-warming threat, given
the complexities and uncertainties of climate science, to enable those
industries to advance plausible claims that the dangers of global warm-
ing are being exaggerated—and exaggerated by scruffy, rioting left-
wingers to boot. Think of how, for many years, even slight scientific
uncertainty enabled the tobacco industry to issue plausible denials that
smoking was hazardous to health.
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3

How to evaluate the 
catastrophic risks and the 
possible responses to them

To deal in a systematic way with the catastrophic risks identified in
chapter 1 requires first assessing them and then devising and im-

plementing sensible responses. Assessment involves first of all collect-
ing the technical data necessary to gauge, so far as that may be possible,
the probability of particular risks, the purely physical consequences if
the risks materialize (questions of value are for later), and the feasibil-
ity of various measures for reducing either the risks or the magnitude
of the consequences by various amounts. The next step in the assess-
ment stage is to embed the data in a cost-benefit analysis of the alter-
native responses to the risk.

I am not proposing that cost-benefit analysis, at least as it is under-
stood by economists, should be the decision procedure for responding
to the catastrophic risks. But it is an indispensable step in rational de-
cision making in this as in other areas of government regulation. Ef-
fective responses to most catastrophic risks are likely to be extremely
costly, and it would be mad to adopt such responses without an effort
to estimate the costs and benefits. No government is going to deploy
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a system of surveillance and attack for preventing asteroid collisions
without a sense of what the system is likely to cost and what the ex-
pected benefits (roughly, the costs of asteroid collisions that the sys-
tem would prevent multiplied by the probabilities of such collisions)
are likely to be relative to the costs and benefits both of alternative sys-
tems and of doing nothing.1 The “precautionary principle” (“better safe
than sorry”) popular in Europe and among Greens generally2 is not a
satisfactory alternative to cost-benefit analysis,3 if only because of its
sponginess—if it is an alternative at all. In its more tempered versions,
the principle is indistinguishable from cost-benefit analysis with risk
aversion assumed.4 Risk aversion, as we know, entails that extra weight
be given the downside of uncertain prospects. In effect it magnifies
certain costs, but it does not thereby overthrow cost-benefit analysis,
as some advocates of the precautionary principle may believe.

The difference cost-benefit 
analysis can make: the case of RHIC

Both the utility, and some of the problems, of applying cost-benefit
analysis to the extreme events that are the subject of this book can

be illustrated with reference to Brookhaven’s Relativistic Heavy Ion
Collider. RHIC cost $600 million to build and its annual operating costs
were expected to be $130 million.5 No attempt was made to monetize
the benefits that the experiments conducted in it were expected to
yield in each of the 10 years that the facility was planned to remain in
operation, but to get the analysis going let me make a wild guess that
the benefits can be valued at $250 million per year. In order to enable
comparison with the up-front cost of the accelerator, the operating
costs and anticipated benefits have to be discounted to present value.
Discounting just means using an interest rate to make a future value
equivalent to a present one. For example, at a 5 percent interest (dis-
count) rate, receiving $100 a year for five years is the equivalent of re-
ceiving $432.95 now.

At a discount rate of 3 percent (the choice of discount rate is dis-
cussed in the next section of this chapter), RHIC’s net present value
would be $400 million. This figure is arrived at by subtracting from $2.1
billion—the present value of a stream of annual benefits of $250 mil-
lion for 10 years discounted at 3 percent—$1.1 billion, the present value
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of the annual operating costs, similarly discounted, and $600 million,
the accelerator’s fixed costs.

But now suppose the cost of extinction of the human race, which
as we’ll see later in this chapter can be very conservatively estimated
at $600 trillion (an estimate that therefore biases the analysis in favor of
RHIC), is discounted by a .0000001 (1 in 10 million) probability. This is
“discounting” in the sense not of reducing a future to a present cost but
of determining the certain equivalent of an uncertain cost by multiply-
ing the cost by the probability it will actually be incurred, the product
of this multiplication being the expected cost of (in this case) extinction.

My choice of a 1 in 10 million annual probability of a strangelet dis-
aster is arbitrary. For reasons that will become clearer in the last section
of this chapter, no numerical probability can be responsibly assigned
to such a disaster, though there have been efforts to do so. Arnon Dar
and his colleagues estimated the probability of a strangelet disaster
during RHIC’s planned 10-year life as no more than 1 in 50 million,6

which on an annual basis would be roughly 1 in 500 million. Robert
Jaffe and his colleagues, the official risk-assessment team for RHIC, of-
fered a series of upper-bound estimates, including a 1 in 500,000 prob-
ability of a strangelet disaster over the 10-year period, which translates
into an annual probability of such a disaster of approximately 1 in 5
million.7

A 1 in 10 million estimate yields an annual expected extinction cost
of $60 million for 10 years to add to the $130 million in annual oper-
ating costs. Discounting the total annualized costs of $190 million to
present value at a discount rate of 3 percent yields a figure of $1.6 bil-
lion, which when added to the $600 million up-front cost exceeds the
present value of the accelerator’s benefits by $100 million ($2.2 billion
minus $2.1 billion), as shown in Table 3.1.

So we see how doomsday risks, though involving very slight prob-
abilities, could doom many projects—and not merely the marginal ones.
But the opposite error must be avoided of supposing that “when the
stakes are very high, no chance, however small, should be ignored.”8

Utterly trivial probabilities of even large harms must be ignored, or we
shall be devoting all our resources to harm avoidance. But the proba-
bility of a disastrous accelerator accident may not be so small that it
would be irrational to think we might want to take steps to reduce it
still further, given the unspeakably horrible consequences should the
probability become an actuality.

How to evaluate the catastrophic risks and the possible responses to them
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But this analysis requires qualifications. If other nations were ex-
pected to build equally risky accelerators regardless of what the United
States did, this would reduce the risk created by RHIC, just as taking
measures to avoid dying from heart disease would have less effect on
the risk of death if the risk of dying from cancer rose. (Or, if everyone
died at 60, the risk of death from Alzheimer’s would be trivial.) But be-
cause the risk of an accelerator catastrophe is very small, many risky
accelerators would have to be built before the incremental risk of an-
other accelerator fell so far that the outcome of the cost-benefit analy-
sis would be altered significantly, just as, if the risk of dying from can-
cer rose by only one in a million, the effect of that increase on the
benefits from avoiding death from heart disease would be trivial.

A more important qualification concerns the social benefits of in-
creasingly powerful particle accelerators. Those benefits are difficult,
maybe impossible, to determine; I plucked the figure of $250 million
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Table 3.1. Cost-Benefit Analysis of RHIC

Category Costs (ex extinction risk) Benefits

Total benefits $250 mill. (???) � 10 (yrs.) 
� $2.5 bill.

Construction cost $600 mill.

Operating costs $130 mill. � 10 (yrs.)
� $1.3 bill.

Operating costs $1.1 bill.
discounted to present 
value at 3%

Benefits discounted 
to present value at 3% $2.1

Total costs (construction 
plus discounted operating) $1.7 bill.

Net benefits $400 mill.

Costs (with extinction risk) Benefits

Total (discounted; ex $1.7 bill. $2.1 bill.
extinction)

Extinction $60 mill. � 10 (yrs.) 
� $600 mill.

Extinction (discounted) $500 mill. $2.5 bill.

Total (discounted) $2.2 bill. $2.1 bill.

Net benefits – $100 mill.



a year out of the air. Particle accelerators have played an important role
in the growth of physical knowledge, knowledge that has in turn given
rise to important products and services, including PET (positron emis-
sion tomography) scans, the ion-implementation method of manufac-
turing integrated circuits, and the development of superconductors.9

But this history does not enable the benefits of an incremental increase
in accelerator energies to be estimated. When the Superconducting
Super Collider was under consideration (see chapter 2), the argument
that particle physicists made for it was that it would enable them to get
closer to discovering the fundamental laws of the universe,10 not that
it would yield improved products or services. The history of physics
suggested that it would do that too—but which products or services,
and of what value, and when, were impossible to predict.

About all that is clear is that the more basic the research conducted
in a particle accelerator is, the more remote the practical applications
of it are likely to be.11 This suggests that my estimate of $250 million a
year in benefits during the 10 years in which RHIC will be operating
was a gross exaggeration. The experiments conducted at RHIC are un-
likely to yield monetizable benefits in so short a time, and any bene-
fits that accrue later may well be slight after being discounted to pres-
ent value.

The futurity and uncertainty of basic research12 that so exacerbate
the difficulty of monetizing the benefits of RHIC underscore the larger
problem of the lack of reliable methods of estimating the social value
of R & D in general, government-supported R & D13 in particular, basic
research in general, and government-supported basic research in par-
ticular. The empirical literature on the social returns to R & D14 does
not focus on basic research because by definition such research lacks
clearly foreseeable commercial applications. Looking back we can see
that basic scientific research has contributed enormously to human wel-
fare.15 But there is a danger of exaggeration in measuring the value of
basic research by its successes and ignoring the costly dry holes along
the way. It is true that economists who specialize in the study of R & D
believe that the private and social returns to basic research greatly ex-
ceed the returns to other activities.16 Yet if this were really so, one would
expect more and more private and public money to be invested in basic
research until the point was reached at which the private returns, at
least, to basic research would equal the returns to other productive ac-
tivities, since until that point a reallocation of resources to basic research
from other activities would increase overall output. (Suppose the rate of
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return to investing in R & D were 20 percent, but to investing in man-
ufacturing only 3 percent; then clearly a reallocation of resources from
manufacturing to R & D would increase overall returns.)

Private firms have only a limited incentive to conduct basic re-
search17 because they can’t appropriate the remote commercial fruits.
This is partly because basic research is not patentable (and anyway
patent terms are relatively short); but it shouldn’t be.18 And partly be-
cause firms tend to have high discount rates (because they have prof-
itable alternative investment opportunities), which shrink the value of
distant commercial prospects. Firms have some incentive to conduct
basic research, if only because it may give them a leg up in develop-
ing patentable applications—just not a very great incentive, and so the
social returns to basic research may indeed exceed the private bene-
fits. Therefore there is a case, though not a conclusive one given the
incentives of universities and foundations to support basic research out
of their own funds, for some public subsidization. And in fact in 1999
half of all basic research in the United States was funded by the fed-
eral government.19 But there is no objective method of determining
how much public money should be spent on basic research or how
the money should be allocated among the different areas of science.

Within a narrowly defined area of science—once it is decided that
the budget for high-energy physics shall be, say, $750 million in the
next fiscal year—the money assigned to it can be allocated rationally
among competing applicants on the basis of scientific merit as deter-
mined by committees of peers. There were good scientific arguments
for allocating a big chunk of the high-energy physics budget to RHIC.
But the question of what proportion of the overall federal budget to al-
locate to high-energy physics is unanswerable even in approximate
terms. Cost-benefit analysis is not used to guide the award of federal
research grants, and may not be usable for this purpose because of the
impossibility of monetizing the benefits.20

Yet before throwing up our hands we should consider, with particu-
lar reference to RHIC, several possible methods for deciding how much
public money should go to basic research. The first method is contin-
gent valuation—asking a random sample of people (perhaps just tax-
payers) how much each would be willing to pay to enable RHIC to be
built and operate.21 This is an unpromising approach, and not only be-
cause the respondents would not be asked to put their money where
their mouth was. A more serious objection—more serious because no
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one supposes that surveys are worthless just because the respondents
do not commit themselves to behaving consistently with their responses
to the questions in the survey—is that people have trouble placing a
money value on “products” remote from what they are accustomed to
find offered for sale.22 A related problem is that people may want to
sound virtuous or informed in answering questions about public proj-
ects and so may exaggerate their actual willingness to pay for them.

An even greater problem with using contingent valuation to guide
public investments is the absence of a budget constraint. Respondents
in contingent-valuation surveys are not asked to allocate limited funds
among an appropriately wide variety of alternative uses. It is one thing
to ask people how much they would be willing to spend to enable fur-
ther advances in fundamental physics; it is quite another to ask them
how much they would be willing to spend to enable further advances
in fundamental physics and to set aside a million acres in Colorado for
wilderness and preserve historic buildings in Charleston and provide
old-age homes for greyhounds. As the hypothetical choice set expanded,
the respondents’ willingness to spend on physics research would be
bound to fall, perhaps to a trivial level.

But the decisive argument against using a contingent-valuation sur-
vey to evaluate RHIC is simply that very few people know enough about
particle physics to have any opinion, let alone an informed one, on the
desirability of RHIC relative to other projects, scientific and otherwise.

A more promising approach might be to try to measure the interest
of the general public in the kind of discoveries that RHIC may enable
physicists to make. Judging from the popularity of such books as Stephen
Hawking’s Brief History of Time, Steven Weinberg’s First Three Min-
utes, and Brian Greene’s Elegant Universe,23 further discoveries con-
cerning the physics of fundamental particles would confer utility on
many people outside (as well as inside) the scientific community. And
not only because of the light such discoveries would shed on cosmol-
ogy, where physics joins astronomy, the enormous public interest in
which cannot be doubted.24 Popular interest in science is not limited
to the visible universe. Brian Greene reports that “through public lec-
tures on superstring theory I have given over the past few years, I have
witnessed a widespread yearning to understand what current research
says about the fundamental laws of the universe, how these laws re-
quire a monumental restructuring of our conception of the cosmos,
and what challenges lie ahead in the ongoing quest for the ultimate
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theory.”25 High-energy physicists believe they’re on the verge of dra-
matic breakthroughs in our physical knowledge, breakthroughs that
will require ever more expensive high-energy particle accelerators to
achieve.

But could the value to the general public of new discoveries in
physics really be estimated from sales of books about physics oriented
to a general audience? It would be impossible to infer from sales of ex-
isting books how the market would react to discoveries that might em-
anate directly or indirectly from experiments conducted in RHIC. And
anyway the correct measure of the social value of books is not the rev-
enues they generate, which are merely a wealth transfer from con-
sumers to authors and publishers, but the difference between publish-
ers’ costs and the revenues publishers would obtain if they could
engage in perfect price discrimination. In other words, the social value
is the sum of the producer and consumer surplus created by sales of
the book, and that is extremely difficult to estimate. But here, for what
little they are worth, are some figures which suggest that the public’s
interest in science is rather limited. Of the 6,860 mass-market paper-
backs published in the United States in 2001, only 86 were science
books; and of the 380,012,000 copies of the 10,000 best-selling English-
language books sold worldwide in 2003, only 959,000 were science
books, which is only .2 percent of the total.26

The large space-exploration projects of the 1960s were sold to the
American public in part as justified investments in ideological compe-
tition with the Soviet Union. That rationale is no longer available,
though collaborative international scientific research—the hallmark of
experimentation in the large research particle accelerators—may have
some value in fostering good relations among nations’ scientific elites.

It can be argued that even if public support for basic research in
physics is unascertainable or hopelessly uninformed, government should
promote the acquisition of scientific knowledge for its own sake rather
than for its popularity or consumption value or any other instrumental
consideration, just as the government promotes the arts, and culture
generally, either for their own sake or, what is hardly more concrete,
to enrich human life. The enrichment thesis descends from John Stuart
Mill’s distinction between the higher and the lower pleasures; the for-
mer are those of the mind and valuable even if not highly valued by
hoi polloi. In testimony before Congress in 1969, the director of Fermi-
lab, Robert Rathbun Wilson, when asked whether the Fermilab accel-
erator had any value for national security, replied that “it has nothing
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to do directly with defending our country except to make it worth de-
fending.”27 Read literally, this is nonsense; but one sees what he was
driving at and how it links up with Mill’s distinction.

The problem with arguing that answers to scientific questions are
valuable even if they don’t satisfy any actual human curiosity is that the
number of such questions is infinite. A rational decision about which to
pursue could be based only on either the practical value of the answers
or the curiosity of actual people, and not on some a priori prioritizing
of scientific inquiries.28 However, if the scientific elite can convince Con-
gress to spend hundreds of millions of the taxpayers’ money to learn
more about the Big Bang, I would have to consider that an expression
of democratic preference to which I should bow. I would still want to
be sure that Congress understood the full costs of pursuing scientific
knowledge à outrance, including the risk of catastrophic accidents.

A way of eliding the entire question of the optimal federal invest-
ment in high-energy particle accelerators would be to rescind federal
funding of particle research and leave it to universities, foundations, re-
search institutes, corporations, and wealthy individuals to fund research
accelerators at whatever level seemed appropriate to these potential
donors. That would provide a quasi-market test of the value of such
research. It might seem that the costs of building and operating major
research accelerators are too great to make private financing a realistic
possibility. But Brookhaven and Fermilab, along with the Stanford Lin-
ear Accelerator Center (the three constituting the major research accel-
erators in the United States), though all are owned by the Department
of Energy, are operated by university consortia or the equivalent; there
is also some foreign-government funding. Most of the research con-
ducted in the major accelerators, moreover, is joint among numerous
scientists from all over the world; scientific articles reporting the results
of experiments conducted in such accelerators typically list hundreds
of authors. The aggregate resources of the universities and other insti-
tutions involved in such research, domestic and foreign, may well be
great enough to fund it—without substantial or perhaps any federal
assistance—at a level that accords due weight to safety. Indeed, the in-
tellectual case for privatization of accelerator research seems compel-
ling. But it would be politically unrealistic to imagine that the case will
receive serious consideration. The fact that RHIC eludes measurement
of the benefits side of cost-benefit analysis is a source of strength rather
than weakness for the supporters of particle research because, as
noted in chapter 2, it stumps people who want to argue that the costs
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exceed the benefits. It increases the inertia that tends to dominate gov-
ernmental budgetary allocation decisions even when cost-benefit analy-
sis is feasible.

A modest version of the precautionary principle

Although the benefits of RHIC cannot be quantified, any measure de-
signed to reduce a catastrophic risk, such as the risk of a strange-

let disaster, that is created or exacerbated by scientific progress is likely
to impede that progress. That would be obvious if the only measure
that would prevent a strangelet disaster was shutting down RHIC; all
the benefits of experiments in RHIC would be lost along with the costs.
To help in striking the balance between progress and safety, let’s con-
sider whether the incremental benefits of scientific progress are likely
to be smaller or greater than the incremental costs of the possible cata-
strophic byproducts of that progress. If smaller, this would argue for
placing a thumb on the cost side of the cost-benefit analysis—a mod-
est version of the precautionary principle.

I think that the downside of extinction probably does outweigh the
upside of faster scientific progress: 

1. Human happiness is easily impaired by an increase in the death
rate due to war or disease, or by a decline in the standard of living,
and a fortiori would be impaired by the sort of catastrophes with which
this book is concerned. It is much more difficult to raise the happiness
level. This is suggested by the fact that while wealthier people are usu-
ally happier (as measured, very imperfectly to be sure, by responses 
to survey questions) than poorer people in the same country, an in-
crease in an individual’s income tends not to produce a proportionate
increase in his happiness, and average happiness is only slightly greater
in wealthier than in poorer countries.29 The fact that increases in a
country’s wealth, which are a function to a significant extent of techno-
logical progress, produce at most only slight increases in the average
happiness of the population30 implies that technological progress is, to
a degree anyway, a running-in-place phenomenon so far as generating
human happiness is concerned. Remember from the introduction “the
conversion of humans to more or less immortal near-gods” that David
Friedman described as the upside of galloping twenty-first-century sci-
entific advance? It seems rather a dubious plus, and certainly less of
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one than extinction would be a minus, especially since changing us
into “near-gods” could be thought itself a form of extinction rather than
a boon because of the discontinuity between a person and a near-god.
We think of early hominids as having become extinct rather than as hav-
ing become us.

Maybe, though, all Friedman means by a “near-god” is someone
who lives far beyond the current human life expectancy; and we recall
from the introduction that people derive great utility from extending
their lives. But most people don’t like to gamble on such extensions;
they would rather have a reasonable assurance of living to 70 than a
50 percent probability of living to 50 and a 50 percent probability of
living to 90.

And the more extravagant the conception of near-godhood, the less
people will pay for it; the costs of imagining will go through the roof.
It is one thing to lose what we have; we know what we have lost be-
cause we experienced it. It is another thing not to obtain something
we might want, or think we might want. Since we do not have it, we
may have difficulty imagining just what it would be like to have it. The
costs of imagining are real costs and cannot be waved away as prod-
ucts of irrational thinking. Imagine trying to convince a poor person of
what he is missing by not being able to afford caviar. Nor are there rep-
utable experts to whom to delegate the task of imagining.

The cost of imagining is especially high when the object of the
imagining is the afterlife, one version of near-godhood. That is a flaw
in Pascal’s famous wager. He argued that because the value of salva-
tion to the individual was infinite, it would be rational to believe in
God even if one thought the probability of his existence infinitesimal
(because a minute percentage of infinity is still infinite), assuming that
belief was a condition of salvation independent of the sect one chose
to join (that is, assuming God is not “jealous” in the Old Testament
sense). But if people cannot imagine infinite bliss, the value of salva-
tion falls and the expected gain from believing in God can drop below
the costs if the probability of his existing is reckoned to be slight. One
observes that many rational people, even many people familiar with
Pascal’s wager, do not believe in God and that even among sincere be-
lievers few wish to trade years of life for years of afterlife by dying as
soon as possible.

What Friedman really ought to be saying is that technology may
eventually enable everyone on earth to live as well as Americans do.
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That would be a fine thing, but most of the world’s poor people would
not gamble their existence on achieving that goal even if they had full
information about how Americans live.

2. Risk aversion implies an asymmetrical attitude toward gains and
losses. Because of diminishing marginal utility of income, most people
would refuse to bet their entire wealth on a 50 percent chance of dou-
bling it. Similarly, most people would not be willing to bet their lives
on a 50 percent chance of obtaining twice or even 3 or 4 or 10 times
their current felicity by becoming “an immortal near-god.” To put it
crudely, the decrease in utility from losing one arm would be greater
than the increase in utility from acquiring a third arm. This is the core
of an economically inflected precautionary principle.

3. Progress carries with it all sorts of unanticipated side effects,
many negative. Technology has transformed the social role of women
but as a byproduct has produced a high level of divorce and illegiti-
macy. Often, as Adam Smith and many others have remarked, people
work hard for something only to find when they achieve it that they
don’t really want it. The only bright side of extinction of the human
race would be to create space for new life forms to evolve, and even
that would be missing from a strangelet disaster that reduced the earth’s
diameter to 100 meters.

For these reasons, it is not a compelling riposte to expressions of
concern over low-probability disaster scenarios such as a strangelet dis-
aster at RHIC that it is just as likely that RHIC will yield some enormous,
at present wholly unforeseen and unimagined, human benefit. It is not
as likely. The case for symmetry is more plausible when, as in the case
of nanotechnology, technological breakthroughs, though perhaps preg-
nant with dangers, may offer the best prospect for reducing otherwise
intractable risks of catastrophe. I have in mind the possibility that nano-
technology may eventually enable carbon sequestration to arrest global
warming.

Discounting to present value

If a project will cost $4 today and produce a $5 value but not until 10
years from now, one cannot conclude that the net benefit of the proj-

ect is $1, unless interest rates are zero. For if instead of spending $4
today one invested the money for 10 years, it would grow because of
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interest compounding, and if it grew to $6 this would mean that the $4
project had not been a good investment after all. This is the argument
for using the rate of return on capital as the discount rate,31 but there
are alternative possibilities, as we shall see.

The effect of discounting on cost-benefit analyses of responses to
catastrophic risks tends to be dramatic because the benefits of the re-
sponses are likely to be spread out over a very long time while many
of the costs may have to be incurred in the present and near future.
(RHIC is exceptional in that regard because it is intended to remain in
operation for only a decade.) That is the situation whenever taking
steps today will reduce the probability of very-low-probability events
that loom as threatening only when summed over a considerable pe-
riod of time. Though most of the costs of responding might have to be
incurred up front, as in the case of an asteroid defense or ceilings on
greenhouse-gas emissions, the benefits would include reducing the
probability of disaster in the distant as well as in the near future and
thus would be spread out over the future rather than concentrated in
the present when most of the costs would be incurred.

The drama increases further when the annual expected costs, rather
than being the same, are increasing. Global warming is illustrative.32

The effect of greenhouse-gas emissions on the atmospheric concen-
tration of those gases is as we know largely cumulative, so that even if
the annual level of emissions does not increase but merely continues
at its current level despite a growing population and increasing eco-
nomic activity, the amount of atmospheric carbon dioxide will con-
tinue to rise. Yet the rise may not have serious consequences for
human welfare until well into the future. Suppose that a $10 billion ex-
penditure on capping emissions today would have no effect on human
welfare during this century but, by slowing global warming, would
produce a savings in social costs of $100 billion in 2100. At a discount
rate of 3 percent, the present value of $100 billion a century from now
is only $5 billion. That would make the expenditure of $10 billion
today seem a very poor investment. (For the sake of simplicity I ignore
benefits that are expected to accrue after 2100.) The same amount of
money invested in financial instruments could be expected to grow to
$192 billion by 2100, assuming a 3 percent real interest rate for the next
100 years (though in fact interest rates cannot be forecast over such a
long period).33 If the fund were then disbursed to the victims of global
warming, they would be better off than if the $100 billion cost of global
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warming assumed to be incurred in that year had been averted. Less con-
servative investments, moreover, would yield larger expected returns—
10 percent or more rather than 3 percent.34

But it is not a real alternative to spending $10 billion now to invest
it in a fund for future victims of global warming. No such fund will be
created, and so they will not be compensated. One reason it will not
be created is the difficulty of committing governments to future action.
If today Congress decided to establish a trust fund for the benefit of
victims of global warming in the twenty-second century, there would
be nothing to prevent a future Congress from diverting the fund to other
purposes, unless the fund had actually been turned over to independ-
ent trustees, or to the United Nations or some other international organi-
zation, and that would be unlikely.

In circumstances such as these, discounting future to present values
is not a method of helping people to decide how to manage their af-
fairs in the way most conducive to maximizing their welfare. Rather it
is a method of maximizing global wealth without regard to its distri-
bution among persons. In the case of gradual global warming (the
most likely type, though my particular interest is in the possibility of
abrupt global warming), the victims are likely to be concentrated in
poor countries, so that basing policy on the discounted costs of global
warming would further immiserate the future inhabitants of those coun-
tries by increasing the authorized level of emissions harmful to them.

A discount rate based on market interest rates tends to obliterate the
interests of remote future generations. The implications are drastic. “At
a discount rate of five per cent, one death next year counts for more
than a billion deaths in 500 years. On this view, catastrophes in the fur-
ther future can now be regarded as morally trivial.”35 (To return to an
example in the introduction, what right would the Romans have had
to regard our lives as worthless in deciding whether to conduct dan-
gerous experiments?) The trade-off is only slightly less extreme if one
substitutes 100 years for 500. At a 5 percent discount rate, the present
value of $1 to be received in 100 years is only three-quarters of a
cent—and if for money we substitute lives, then to save one life this
year we should be willing to sacrifice almost 150 lives a century hence.

And yet not to discount future costs at all36 would be absurd, certainly
as a practical political matter. For then the present value of benefits con-
ferred on our remote descendants would approach infinity. Measures
taken today to arrest global warming would confer benefits not only in
2100 but in every subsequent year, perhaps for millions of years. The
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present value of $100 billion received every year for a million years at a
discount rate of 0 percent is $100 quadrillion, which is more than even
Greenpeace wants spent on limiting emissions of greenhouse gases.

Because resources are limited, we couldn’t make the expenditures
called for by a cost-benefit analysis of catastrophic risks that eschewed
discounting to present value even if we wanted to. What we could do
would be to devote all our resources to catastrophe-averting projects
above the modest expenditures necessary to maintain at a subsistence
level the scientific and technical personnel employed on the projects.
That is an absurd idea too. It is the absurdity of “total utility maxi-
mization,” which might support such projects as reducing the human
population to the level necessary to support as many sheep as pos-
sible, on the theory that the sum of the human and sheep utility under
such a regime would exceed the present sum, given how many people
but few sheep are miserable. To refuse to discount future costs is to
say in effect that we should treat every potential human life, from now
to when the sun expands into the earth’s orbit (if the human popula-
tion hasn’t been relocated to another solar system by then), as having
equal value, even though the effect would be to reduce the utility of
the present generation and all foreseeable future generations as well
to a minimal level.

The problem of how much weight to give to the welfare of remote
future generations is the subject of an immense but inconclusive liter-
ature.37 Perhaps, however, it can be finessed, at least to some extent.
Here are some possibilities:

1. Richard Newell and William Pizer38 argue that uncertainty con-
cerning the future path of interest rates implies that the correct discount
rate for very remote future harms is lower than the current rate. Sup-
pose there’s an equal chance that the applicable interest rate through-
out this and future centuries will be either 1 percent or 5 percent. The
present value of $1 in 100 years is 36.9 cents if the interest rate used to
compute the present value is 1 percent but only .76 cents (a shade over
three-quarters of a cent) if it is 5 percent. Now consider the 101st year
and remember the assumption that the two alternative discount rates
are equally probable. If the interest rate used to discount the future to
the present value is 1 percent, then the present value of $1 at the end
of that year will have shrunk from 36.9 cents to 36.6 cents. If instead
the interest rate used is 5 percent, the present value of .76 cents will
have shrunk to about .75 cents. This means that the average present
value of $1 at the end of the 101st year will be 18.68 cents, implying
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an average discount rate of less than 2 percent, rather than 3 percent.
The reason is that the more rapid decline in value under the higher
discount rate (5 percent) reduces its influence on present value. If,
however, the discount rate oscillates between the two values rather
than being either the one or the other throughout the entire period, the
average rate will be close to 3 percent (1.0150 � 1.0550 � 1.0298100).
But Newell and Pizer’s assumption better reflects our profound uncer-
tainty about the future. Martin Weitzman observes that “we tend not
to attribute much weight to whether an event occurs three or four 
centuries from now,”39 which implies a zero discount rate for costs in-
curred in that interval, or, more generally, as in Newell and Pizer’s
analysis, a flattening of discount rates over time.

2. A discounted present value can be equated to an undiscounted
present value simply by shortening the time horizon for the considera-
tion of costs and benefits.40 For example, the present value of an infi-
nite stream of costs discounted at 4 percent a year is equal to the undis-
counted sum of those costs for 25 years, while the present value of an
infinite stream of costs discounted at 1 percent a year is equal to the
undiscounted sum of those costs for 100 years. The formula for the
present value of $1 per year forever is $1/r, where r is the discount rate.
So if r is 4 percent, the present value is $25, and this is equal to an
undiscounted stream of $1 per year for 25 years. If r is 1 percent, the
undiscounted equivalent is 100 years.

One way to argue for the 4 percent rate (that is, for truncating our
concern for future welfare at 25 years) is to say that we’re willing to
weight the welfare of the next generation as heavily as our own wel-
fare but that’s the extent of our regard for the future. One way to argue
for the 1 percent rate is to say that we’re willing to give equal weight
to the welfare of everyone living in this century, which will include us,
our children, and our grandchildren, but beyond that we don’t care.
Looking at future welfare in this way, we may be inclined toward the
lower rate—which would have dramatic implications for willingness
to invest today in limiting global warming. The lower rate could even
be regarded as a ceiling. Most of us have some regard for human wel-
fare, or at least the survival of some human civilization, in future cen-
turies. We are grateful that the Romans didn’t exterminate the human
race in chagrin at the impending collapse of their empire.

3. Another way to bring future consequences into focus without con-
ventional discounting is by aggregating risks over time rather than ex-
pressing them in annualized terms. If we are concerned about what
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may happen over the next century, then instead of asking what the an-
nual probability of a collision with a 10-kilometer-wide asteroid is, we
might ask what the probability is that such a collision will occur within
the next 100 years. An annual probability of 1 in 75 million translates
into a century probability of roughly 1 in 750,000. That may be high
enough—considering the consequences if the risk materializes—to
justify spending several hundred million, perhaps even several billion,
dollars to avert it.

4. Still another way to finesse the discount-rate issue is simply to ig-
nore it on the ground that the discount rate is probably about the same
as the rate of per capita economic growth. The approach might seem
applicable only to economic losses, but that is not correct, because, as
we’ll see, value-of-life estimates are positively correlated with income.
The drawback to this approach is that without discounting, the pres-
ent cost of an infinite stream of future costs is infinite. That is not a
compelling objection if we limit our consideration of the future to the
next 50 years or so, but if we do that we’ll be leaving the entire future
beyond that point unaccounted for by our analysis.

Taxes, subsidies, and options: the case of global warming

At first glance, global warming seems like the poster child for the
limitations of cost-benefit analysis. The fact that the benefits from

controlling emissions of greenhouse gases probably lie in the distant
future while many of the costs must be borne now if the situation is
not to get out of hand not only presents an intractable problem of dis-
counting to present value, as we have just seen; it also underscores the
unreality of long-term predictions (despite which 100-year bonds at a
fixed interest rate are issued occasionally)41 concerning such impon-
derables as the rate and direction of technological change. And since
the costs of remediation will be borne largely by the inhabitants of the
wealthy countries, while the benefits will probably go largely to the
descendants of the inhabitants of poor countries, the global-warming
problem raises acutely the question what if any duties Americans
should assume toward foreigners, more precisely the distant descen-
dants of foreigners. The answer depends on ethical judgments.42

But we must not give up on cost-benefit analysis too soon. Let us
to begin with not confuse costs that are merely difficult to measure
with “costs” that cannot be measured even in principle. Such measures
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for preventing bioterrorism as placing biochemists under continuous
surveillance, refusing to allow citizens of Muslim nations to study bio-
chemistry at the graduate level in the United States, or invading hostile
nations that are believed to possess weapons of mass destruction do
not present the same kind of issue as deciding what we owe remote
future generations and therefore what costs we should incur to help
them. The latter issue, as my way of stating it (“what we owe”) sug-
gests, is ethical. The former, although often framed in ethical language
(“civil liberties,” “discrimination,” and so forth), can be given an eco-
nomic form. If we knew what the security measures that might be
taken against the threat of bioterrorism would cost—with “cost” under-
stood broadly to include the cost of inroads on privacy and liberty—
we could use cost-benefit analysis to help us decide whether to take
them. (I return to this question in the next chapter.)

Sometimes it is pretty clear that a nonmonetized cost merits a zero
weight. It has been argued that a major cost of an asteroid defense is
that it would militarize space. Missiles designed to deflect asteroids mil-
lions of miles from the earth might be effective for destroying spy satel-
lites or knocking down incoming missiles. But this is extremely unlikely.
A defense against ballistic missiles presents quite different technologi-
cal challenges from a defense against asteroid collisions because there
are countermeasures available to a missile offense, such as decoys, but
not to dumb rocks, that must be neutralized for a missile defense to be
effective. Space, moreover, is already militarized by ballistic missiles
and spy satellites; an asteroid defense will not militarize it further. That
may be why the Air Force is not interested in it.

In the case of global warming we may be able to elide the ethical
problems that beset cost-benefit analysis by dropping the conventional
assumption that the way taxes, tradable permits, or other methods of
capping emissions of greenhouse gases (to simplify analysis, the only
method of regulating emissions I’ll discuss is taxing them)43 work is by
inducing substitution away from activities that burn fossil fuels and
otherwise encouraging more economical use of such fuels. It is true
that if taxes on gasoline rise, people will drive less and demand cars
that are more fuel efficient, but to see what’s wrong with assuming that
the social benefits of emissions taxes lie in inducing such substitutions
imagine (unrealistically) that the demand for fossil fuels is completely
inelastic in the short run. Then even a very heavy tax on carbon diox-
ide emissions would have no short-run effect on the level of emissions,
and one’s first reaction is likely to be that, if so, the tax would be in-
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effectual. Actually it would be a highly efficient tax from the standpoint
of generating government revenues (the basic function of taxation); it
would not distort the allocation of resources, and therefore its imposi-
tion could be coupled with a reduction in less efficient taxes without
reducing government revenues, although the substitution would be in-
complete because, by reducing taxpayer resistance, more efficient taxes
facilitate the expansion of government.44

More important from the standpoint of this book, such a tax might—
paradoxically—have an even greater impact on emissions, precisely
because of the inelasticity of short-run demand, than a tax that reduced
that demand. With immediate substitution of alternative fuels impos-
sible and the price of fossil fuels soaring because of the tax, there would
be powerful market pressures to speed the development of economi-
cal alternatives to fossil fuels as energy sources. There would also be in-
centives to hasten the development of technologies for reducing atmos-
pheric greenhouse gases directly, whether by removing carbon dioxide
from the atmosphere through gene-spliced carbon-dioxide-devouring
bacteria, piping carbon dioxide produced as an unwanted byproduct
of electrical generation into porous underground rock formations or
to the bottom of oceans, or reacting carbon dioxide with calcium or
other minerals to form limestone or other carbonates.45 None of these
methods of carbon sequestration is economically feasible at present.
But they may become so if heavy taxation of greenhouse-gas emissions
stimulates greater R & D expenditures on the elimination of such gases.
In both respects—hastening the development of economical clean fuels
and of economical methods of carbon sequestration—an emissions tax
would be technology forcing.

In the second respect, moreover, an emissions tax would be supe-
rior to a tax on the fossil fuels themselves (a gasoline tax, for example,
or a tax on B.T.U. content). An energy tax is cheaper to enforce be-
cause there is no need to monitor emissions. But only an emissions tax
would be effective in inducing carbon sequestration, because seques-
tration reduces the amount of atmospheric carbon dioxide without cur-
tailing the demand for fossil fuels. A tax on gasoline will reduce the de-
mand for gasoline but will not induce efforts to prevent the carbon
dioxide emitted by the burning of the gasoline that continues to be
produced from entering the atmosphere.

The analysis of technology-forcing emissions taxes is formalized in
Figure 3.1. Two different demands for carbon dioxide are shown. D1

is the less elastic demand, D2 the more elastic. (The “demand” for emis-
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sions is derived from the demand for activities, such as power genera-
tion by coal-burning plants, that produce emissions as a byproduct.)
The horizontal line P is the price (equals marginal cost) without an
emissions tax, and P � T is the price with a tax equal to T, which mea-
sures the social cost of emissions that is not reflected in the private
cost. The tax reduces the output of emissions from Q1,2 to Q1T in the
case of the less elastic demand and to Q2T in the case of the more elas-
tic demand. The reduction eliminates a deadweight social cost due to
emissions that is equal to the triangle bcd in the case of the less elas-
tic demand and ace in the case of the more elastic demand. Thus, the
more elastic the demand, the greater the amount of social loss that is
eliminated.

We can think of the two demand curves as short run (D1) and long
run (D2). In the short run the demand for the activities that produce
carbon dioxide emissions as a byproduct is inelastic46 because it is dif-
ficult in the short run to substitute against those activities; the derived
demand for the emissions is inelastic as well, given that carbon se-
questration is at present uneconomical. In the long run the possibili-
ties of substitution are much greater, so while in the short run the pri-
mary effect of an emissions tax is the price increase, in the long run
the effect on emissions is substantial; in Figure 3.1, it is Q1T � Q2T.

Really dramatic long-run declines in emissions will require techno-
logical breakthroughs that steeply reduce the cost both of clean fuels
and of carbon sequestration, rather than more insulation, less driving,
lower thermostat settings, and other energy-economizing moves. And
it is dramatic declines that we need. Even if the short-run elasticity of
demand for activities that produce carbon dioxide emissions were –1
(that is, if a small increase in the price of the activity resulted in a pro-
portionately equal reduction in the scale of the activity), a 20 percent
tax on emissions would reduce the amount of emissions by only 20
percent (this is on the assumption that emissions are produced in fixed
proportions to the activities producing them). Because of the cumula-
tive effect of emissions on atmospheric concentrations of greenhouse
gases, those concentrations would continue to grow, albeit at a 20 per-
cent lower rate. Thus, although emissions might be elastic with respect
to the tax, the actual atmospheric concentrations, which are the ulti-
mate concern, would not be. In contrast, a stiff emissions tax might
precipitate within a decade or two technological breakthroughs that
would enable a drastic reduction of emissions, perhaps to zero. If so,
the effect of the tax would be much greater than would be implied by
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estimates of the elasticity of demand that ignored such possibilities.
The possibilities are masked by the fact that because greenhouse-gas
emissions are not taxed (or classified as pollutants), the private incen-
tives to reduce them are meager.

Besides the effect on emissions, an emissions tax might as I sug-
gested earlier improve the overall efficiency of the tax system if it were
substituted for particularly inefficient taxes, such as taxes on income
from capital.47 The pairing of a stiff emissions tax with a reduction in
corporate income tax or personal income taxation of dividends may
seem politically bizarre. Actually it could be a stroke of political genius,
since liberals want emissions taxes and conservatives want lower taxes
on income from capital. Of course, the more effective an emissions tax
in reducing emissions, the less revenue it would generate.

Neglect of these possible effects of emissions taxes undermines
Bjørn Lomborg’s claim (see chapter 1) that the costs of arresting global
warming will be greater—he thinks much greater—than the costs of
global warming itself. An emissions tax may be efficient to the extent
that the demand for fossil fuels both is inelastic in the short run (so that
the allocative effect of the taxes in inducing costly substitutions is mini-
mized) and reduces the long-run costs of curbing greenhouse gases by
accelerating the development of clean fuels and efficient methods of
carbon sequestration.

Subsidizing research on measures to control global warming might
seem more efficient than a technology-forcing tax because it would
create a direct rather than merely an indirect incentive to develop new
technology. But the money to finance the subsidy would have to come
from tax revenues, and the tax (whether an explicit tax or inflation,
which is a tax on cash balances) that generated these revenues might
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be less efficient than a tax on emissions if the latter taxed less elastic
activities, as it might. A subsidy, moreover, might induce overinvest-
ment. Even people ignorant of economics know that often it is futile to
throw money at a problem. The problem may be serious and amenable
to solution through an expenditure of resources, but above a certain
level additional expenditures may contribute less to the solution than
they cost. An emissions tax set equal to the social cost of emissions will
not induce overinvestment, as industry will have no incentive to incur
a greater cost to avoid the tax. If the social cost of emitting a specified
quantity of carbon dioxide is $1 and the tax therefore is $1, industry will
spend up to $1, but not more, to avoid the tax. If it can avoid the tax
only by spending $1.01 on emission-reduction measures, it will forgo
the expenditure and pay the tax.

A further advantage of a tax over a subsidy is that the government
would not be involved in making the actual R & D decisions; the mar-
ket would decide which technologies were the most promising. Gov-
ernment’s inability to pick technological winners is well known. And
third, despite my suggestion that new technology is likely to be the ul-
timate solution to the problem of global warming, methods for reduc-
ing carbon dioxide emissions that do not depend on new technology,
such as switching to more fuel-efficient cars, may have a significant
role to play, and the use of such methods would be encouraged by a
tax on emissions but not by a subsidy for novel technologies, at least
until those technologies yielded cheap, clean fuels.

The case for subsidy would be compelling only if inventors of new
technologies for combating global emissions could not appropriate the
benefits of the technologies and therefore lacked market incentives to
develop them. But given patents, trade secrets, trademarks, the learn-
ing curve (which implies that the first firm in a new market will have
lower production costs than latecomers), and other methods of inter-
nalizing the benefits of inventions, appropriability shouldn’t be a seri-
ous problem. With two exceptions. The first is basic research (includ-
ing research in climate science), which is not patentable and which as
I said the commercial sector has limited incentives to conduct. The sec-
ond is technologies for removing carbon dioxide from the atmosphere.
Emitters would not pay for such a technology because it would not re-
duce their emissions and hence their taxes, in contrast to a technology
for piping underground carbon dioxide produced in a coal-fired electric
generating plant, which would have a ready market in electric compa-
nies faced with a heavy emissions tax. So there is a case for some pub-
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lic subsidy for R & D related to global warming, but a smaller one than
would be optimal if an emissions tax didn’t have a large technology-
forcing effect, because, if it did, most of the work of inducing reduc-
tions in emissions would be done by the private sector under the pres-
sure of the tax.48 Even the residual subsidy could be largely avoided
by giving emitters tax credits for reducing atmospheric carbon dioxide,
such as by planting forests. The Kyoto Protocol actually contains a ver-
sion of this suggestion.

Speaking of the Kyoto Protocol, the concept of an emissions tax as
a technology forcer casts that ill-fated and much-derided measure in a
more favorable light. On its face, the protocol is not only expensive49

but ineffectual. It seems that all it would do, even if the United States
ratified it, would be to roll back the annual level of greenhouse-gas
emissions by the developed countries to their late-1980s levels—levels
already so high that global warming would continue because of the cu-
mulative effect of emissions on atmospheric greenhouse gases. And be-
cause developing nations have been exempted from the protocol’s lim-
its on emissions and some of those nations are industrializing (such as
China) and deforesting (such as Brazil) so rapidly that within a few
years developing nations will be producing more than half the world’s
greenhouse-gas emissions,50 the overall annual level of emissions would
continue to rise at only a slightly lower rate than contemplated by the
protocol.

But this analysis ignores the effect of emissions in the nations sub-
ject to the protocol’s ceilings in forcing greater R & D expenditures on
clean fuels and carbon sequestration. If I am right that only a techno-
logical fix can halt global warming, then even if only the United States
were required to limit its emissions (or did so voluntarily, for which
there is some sentiment) the prospects for such a fix would be im-
proved. An emissions tax geared to inducing a desired level of invest-
ment in those technologies needn’t be as high as a tax designed to
bring down emissions to the levels specified in the Kyoto Protocol im-
mediately and needn’t be imposed on developing nations.

A seductive alternative to the Kyoto Protocol is to do nothing at all
about greenhouse-gas emissions in the hope that a few more years of
normal (as distinct from tax-impelled) research in climatology will clar-
ify the true nature and dimensions of the threat of global warming, and
then we can decide what if any measures to take to reduce emissions.
This might well be the right approach were it not for the practically ir-
reversible effect of greenhouse-gas emissions on the atmospheric con-
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centration of those gases. Because of that irreversibility, stabilizing the
atmospheric concentration of greenhouse gases at some future date
might require far deeper cuts in emissions than if the process of stabi-
lization begins now. Making shallower cuts now can be thought of as
purchasing an option to enable global warming to be stopped or
slowed at some future time at a lower cost.51 Should further research
show that the problem of global warming is not a serious one, the op-
tion would not be exercised.

To illustrate, suppose there is a 70 percent probability that in 2024
global warming will cause a social loss of $1 trillion (present value)
and a 30 percent probability that it will cause no loss, and that the pos-
sible loss can be averted by imposing emissions controls now that will
cost the society $500 billion (for simplicity’s sake, I’ll assume the entire
cost is borne this year). It might seem that since the discounted loss
from global warming in 2024 is $700 billion, the imposition of emis-
sions controls now would be cost justified. But suppose that in 2014
we shall learn for certain whether there is going to be the bad ($1 tril-
lion) outcome in 2024. Suppose further that if we postpone imposing
the emissions controls until 2014, we can still avert the $1 trillion loss.
Then clearly we should wait, not only for the obvious reason that the
present value of $500 billion to be spent in 10 years is less than $500
billion (at a discount rate of 3 percent it is approximately $425 billion),
but also and more interestingly because there is a 30 percent chance
that we won’t have to incur any cost of emissions controls. As a result,
the expected cost of the postponed controls is not $425 billion, but
only 70 percent of that amount, or $297.5 billion, which is a lot less
than $500 billion. The difference is the value of waiting.

But now suppose that if today we impose emissions controls that
cost society $100 billion, this will, by forcing the pace of technological
advance (I’ll assume that this is their only effect—that there is no ef-
fect in reducing emissions), reduce the cost of averting in 2014 the $1
trillion loss brought about in 2024 by global warming from $500 billion
to $250 billion. After discounting to present value at 3 percent and by
70 percent to reflect the 30 percent probability that we’ll learn in 2014
that emissions controls are not needed, the $250 billion figure shrinks
to $170 billion. This is $127.5 billion less than the superficially attractive
wait-and-see approach ($297.5 billion minus $170 billion). Of course,
there is a price to be paid for the modified approach—$100 billion.
But the value is greater than the price.
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This is an example of how imposing today emissions limits more
modest than those of the Kyoto Protocol might be a cost-justified mea-
sure even if the limits had no direct effect on atmospheric concentra-
tions of greenhouse gases. The option approach is applicable to other
catastrophic risks as well, such as the risks associated with genetically
modified crops.52

Global warming could be abrupt without being catastrophic, and
catastrophic without being abrupt. But abrupt global warming is more
likely to be catastrophic than gradual global warming because it would
deny or curtail opportunities for adaptive responses, such as switch-
ing to heat-resistant agriculture or relocating population away from
coastal regions. The example on the preceding page shows that the
option approach is attractive even if the possibility of abrupt global
warming is ignored; in the example, we know that we are safe until
2024. But the possibility of abrupt warming should not be ignored.
Suppose there is some unknown but not wholly negligible probability
that the $1 trillion loss from global warming will hit in 2014 and that it
will be too late then to do anything to avert it. That would be a reason
to impose stringent emissions controls earlier even though by doing so
we would lose the opportunity to avoid their cost by waiting to see
whether they would actually be needed. Since we don’t know the
point at which the atmospheric concentration of greenhouse gases
would trigger abrupt global warming, the imposition of emissions lim-
its now may, given risk aversion, be an attractive insurance policy.53

An emissions tax that did not bring about an immediate reduction in the
level of emissions might still be beneficial by accelerating technologi-
cal breakthroughs that would result in zero emissions before the trigger
point was reached.

The risk of abrupt global warming is not only an important considera-
tion in deciding what to do about global warming; unless it is given sig-
nificant weight, the political prospects for strong controls on greenhouse-
gas emissions are poor. The reason can be seen in Figure 3.2, a graph
that has been used without much success to galvanize public concern
about global warming.

The shaded area is the distribution of predictions of global tempera-
ture changes over the course of the century and is at first glance alarm-
ing. But a closer look reveals that the highest curve, which is based on
the assumption that nothing at all will be done to curb global warm-
ing, shows a temperature increase of only about 10 degrees Fahrenheit
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over the course of the century. Such an increase would be catastrophic
if it occurred in a decade, but it is much less alarming when spread out
over a century, as that is plenty of time for a combination of clean fuels
and cheap carbon-sequestration methods to reduce carbon dioxide
emissions to zero or even (through carbon sequestration) below zero
without prodding by governments. Given such an outlook, convincing
governments to incur heavy costs now to reduce the 100-year increase
from 10 to say 5 degrees is a distinctly uphill fight. There is also a natu-
ral skepticism about any attempt to predict what is going to happen
100 years in the future, and a belief that since future generations will
be wealthier than our generation they will find it less burdensome to
incur large costs to deal with serious environmental problems.

But once abrupt global warming is brought into the picture, any
complacency induced by Figure 3.2 is quickly dispelled. For we then
understand that the band of curves in the graph is arbitrarily truncated;
that we could have a vertical takeoff, say in 2020, that within a decade
would bring us to the highest point in the graph. And against that risk,
a technology-forcing tax on emissions might well be effective even if
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only the major emitting countries imposed substantial emissions taxes.
If manufacturers of automobiles sold in North America, the European
Union, and Japan were hit with a heavy tax on carbon dioxide emis-
sions from their automobiles, the fact that China was not taxing auto-
mobiles sold in its country would not substantially erode the incentive
of the worldwide automobile industry to develop effective methods for
reducing the carbon dioxide produced by their automobiles. Moreover,
abrupt climate change might make future generations poorer than we
are rather than richer—a possibility that might argue for using a nega-
tive rather than positive discount rate to determine the present-value
cost of a future climate disaster.

Valuing human lives

Calculation of the benefits of catastrophic-risk reduction is compli-
cated by the fact that most of those benefits are not economic in

the narrow sense, though global warming is an exception. Most of its
possible consequences, maybe even such catastrophic ones as the flip-
ping of the Gulf Stream, are “economic” in the narrow sense of being
readily monetizable. But not all. Increased deaths from floods and pos-
sibly from disease or starvation are among its consequences, and they
are difficult to monetize. And a runaway greenhouse effect produced
by a massive release of methane from soil and ocean bottoms could
cause vast suffering, physical as well as financial, although I am as-
sured by climate scientists that the earth does not contain enough
methane to raise its temperature to that of Venus (> 800°F). Clearly the
effect of an asteroid collision on the GDP is not what mainly worries
us about such a prospect.

Valuing human lives is not, however, quite so arbitrary a proce-
dure as it may seem. It sounds like an ethical or even a metaphysical
undertaking, but what actually is involved is determining the value that
people place on avoiding small risks of death. From data on wage pre-
mia in dangerous occupations, the response of housing prices to prox-
imity to hazardous sites, seat-belt use, cigarette smoking, and other be-
havior toward risk, actual or perceived, of death, economists have
calculated how much money the average person would demand to
incur a given such risk.54 Division of the “price” charged to bear a given
risk by the risk yields the value-of-life estimate. Suppose the risk of
death is .001 and the price demanded to bear the risk is $5,000; then
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the value of life would be $5 million ($5,000 � .001). The range of es-
timates of the value of life so computed, based on U.S. data, is cur-
rently $4 million to $9 million, with a mean of $7 million.55

It might seem to follow that if the risk were not .001 but .000001,
that is, 1 in a million rather than 1 in a thousand, the price for bearing
the risk would be only one-thousandth as great ($5), yielding (by di-
vision of $5 by .000001) the same $5 million estimate of the value of
life. But that is not necessarily correct. For there is no reason to think
that the relation between the risk of death and the perceived cost of
the risk is linear. Quite the contrary. Suppose the risk of death is not
one in a thousand or one in a million, but one in two. Most people
would demand an infinite amount of money to assume such a risk—
which is to say, at that level of risk they would value their life at infin-
ity. They would do so for the excellent reason that if they were dead
they wouldn’t get to enjoy the money they’d been given to assume the
risk, and it is highly likely that they would be dead. But as is illustrated
by the frequency with which people cross the street against the light
or take unnecessary drives, most people are content to incur very small
risks for negligible benefits because the likelihood that the risk will ma-
terialize and the benefit thus be snatched away is very slight.56

In other words, the function that relates risk to the cost that one is
willing to pay to avoid it is probably asymptotic, as in v � r/(1 � r)10,
graphed in Figure 3.3, where v is the value to the average individual
of avoiding risk r. The specific function is arbitrary, but it has value as
an illustration. Notice that if the risk is zero, the cost that the individual
is willing to pay to avoid it is also zero, while as the risk increases, v
rises, eventually to infinity. In such a function, the compensation de-
manded for bearing risks that are just above zero (a risk of one in a bil-
lion, say, or even one in several million) is likely to be trivial, just as
the compensation demanded for bearing risks at or above the Russian-
roulette level is likely to be enormous. The risk may be so small that
the difficulty, remarked several times in this book, that people have in
grasping minuscule probabilities would cause them to ignore the risk
completely and thus demand zero compensation for bearing it. In that
event the curve depicted in Figure 3.3 would be kinked. It would in-
tersect the horizontal axis slightly to the right of the origin and run
along that axis from that point to the origin. The amount of compen-
sation demanded to bear risks in this interval would be zero and there-
fore the value of life would also be zero, and so the social cost of the
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risk if it materialized, assuming its only effect was to kill people, would
be zero too—no matter how many people were killed!

If Figure 3.3, despite its paradoxical character, captures at least some
of the relevant reality, then because the value of life used in cost-benefit
analysis of risky activities is just the cost divided by the risk, it is arbi-
trary to pick some consensus value based on small but not negligible
risks, say $5 million, multiply it by the current world population of some
6 billion, and conclude that the benefit of averting an extinction event
is $30 quadrillion. The $5 million estimate is unreliable, not only or
even mainly because it is based on incomes in the wealthy countries—
value-of-life estimates tend to be proportional to per capita income57—
but because the risk of an extinction event is smaller than the smallest
risks in the value-of-life studies from which the consensus value is de-
rived. None of the studies involves a risk as small as one in a million.58

The smallest risk is .000008, and almost all the studies involve risks that
are between that figure and .00014, with the average being .0000915.
Roughly, then, the range runs from 1 in 10,000 to 1 in 100,000.

Within that range the asymptotic relation in Figure 3.3 is not ob-
served. That’s not surprising, because the function has almost no cur-
vature in this region. Which makes sense: if the asymptotic shape of
the value of life function reflects the fact that it is difficult to compen-
sate someone for bearing a risk that is quite likely to materialize and
thus deprive him, in advance as it were, of the compensation for which
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he’s negotiated, then when the risk is extremely small a further slight
decline is unlikely to affect the value of life. And so as we continue to
move down the function toward the zero origin, that value will not di-
minish significantly. But this neglects the possibility that as we get near
the origin the function will become discontinuous because of people’s
innate tendency to disregard extremely low probabilities. Suppose, to
return to the earlier example, that when the risk of death is only one
in a million, the price for bearing the risk is not one-thousandth as
great as when it is one in a thousand—that is, the price is not $5 rather
than $5,000—but one hundred-thousandth as great, that is, 5 cents
rather than $5; then (by division of 5 cents by .000001) the value of life
would be not $5 million but only $50,000.

Studies of risk perception summarized by Chapman and Morrison
find that on the one hand people tend to dismiss as beneath notice any
risk of death lower than one in a million but that on the other hand
they tend to weight heavily risks that are “dreadful” and “unknown,”
which might seem a good description of a catastrophic asteroid strike,59

though people have a countervailing tendency to take natural catas-
trophes in stride.60 We are in the presence of what Cass Sunstein calls
“probability neglect,” the inability of many, maybe most, people, much
of the time, to respond rationally to very-low-probability risks.61 This
presents an analytical dilemma for the cost-benefit analyst. People may
not demand any compensation at all for bearing risks that are only triv-
ially greater than zero, in which event, as we know, the value of life
implied by their behavior toward risk will be zero. But if the minute risk
is of a “dreadful” catastrophe, they may demand a very high price to
bear it, however slight it is, in which event the value of life implied by
their behavior may be astronomical. Thus respondents in a post-9/11
survey expressed a willingness to pay higher airline ticket prices to re-
duce the risk of a terrorist attack to one in a million and slightly higher
prices to reduce that risk to one in ten million.62 The 9/11 aircraft hi-
jackings and ensuing crashes were a prime example of a dreadful event.
The article does not contain information from which the actual amount
of money that the respondents would have been willing (more pre-
cisely, would have said they would have been willing) to pay for these
risk reductions could be calculated. But suppose they would pay $25
per flight to eliminate the 9 in 1 million incremental risk; this would
imply a value of life of $28 million.

The widespread indifference to those minute risks that are not “dread-
ful” may reflect not a clear-eyed, maybe macho preference for bearing
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a tiny risk rather than incurring even the slightest cost to avert it. It may
instead reflect one or more of the following factors that should be fa-
miliar from earlier discussions: (1) a cognitive difficulty in thinking
about rare occurrences in terms of probability rather than frequency;63

(2) a related difficulty in thinking about things that lie outside one’s ex-
perience (“imagination cost”); (3) what I am calling the economy of at-
tention: people can’t think about everything, and it may be efficient
simply to dismiss very-low-probability events from their minds unless
the expected costs of the events (not just the magnitude of the loss if
the event occurs) are very great. If these factors explain the public’s
seeming indifference to most of the catastrophic risks—if the negli-
gible value that people appear to attach to avoiding such risks is the
result of a computational problem or an imagination cost or an atten-
tion cost, rather than a clue to actual preferences—the $50,000 esti-
mate of the value of life that I suggested might be supported by the
analysis underlying Figure 3.3 may be much too low.

Even a one in a million risk is not quite the long shot that it seems.
For example, a one in a million risk of dying from arsenic in the water
supply would translate into an average for the United States as a whole
of almost 300 deaths a year. Even if individuals would write down such
a risk to zero, to eliminate it at trivial cost might be a worthwhile so-
cial investment—something the public would be happy to pay for if it
had all the facts.

The $50,000 value of life estimate may be too low for an additional
reason: it ignores the fact that future generations can be expected (if
doomsday is averted) to have higher incomes than the present one,
and if so they will be willing to incur greater costs to avoid risks. The
elasticity of the value of life with respect to income has been estimated
to lie between .5 and .6,64 implying that a 1 percent increase in income
generates a .5 to .6 percent increase in the value of life—which is to
say, in the demand for protection from lethal risks. Adjustment for this
factor would tend to offset the effect of discounting to present value,65

though in the present context not completely; for without discounting,
the present value of the benefits of risk-avoidance measures would
often approach infinity for the type of catastrophic risk with which this
book is concerned.

The figure of 6 billion for the population at risk is undoubtedly too
low. It ascribes no value to future humanity, which is as dubious a pro-
cedure as weighting the welfare of all future generations equally with
that of the current one. Suppose as a crude adjustment we simply double
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the figure for the current population and, despite the reservations just
expressed, multiply it by only $50,000. The resulting estimate of the
benefits of averting an extinction event would be $600 trillion. This fig-
ure is surely a minimum estimate, and yet a surprisingly common re-
action to the prospect of extinction is that if everyone dies at once and
without any warning, there is no loss. What is true is that there is no
perceived loss, no “conscious pain and suffering,” as the tort lawyers
say. And certain losses commonly occasioned by death, such as the
grief and pecuniary losses of the decedent’s survivors, are avoided. But
few people are indifferent between living, on the one hand, and dying
suddenly in their sleep, on the other, even if they have no dependents.
They ascribe a positive value to continued life even though they know
that if they died without warning they would not experience a sense
of loss. And most people would be happier if they thought the human
race, particularly including their own loved ones, would survive their
own death, though some might feel a certain satisfaction in knowing
they were the last generation on earth and so would not be missing
out on experiences that other people would be having; they would not
envy the living because there would be no living.

The greatest peculiarity of the approach that yields the $600 trillion
figure by valuing an individual life at only $50,000 is that it implies par-
adoxical reversals. Suppose the risk of a hypothetical strangelet acci-
dent that would kill “only” 100 million people were 1 in 100,000. At
such a probability, the implicit value of life derived in the studies noted
earlier would be in the millions of dollars, and let us pick the current
average figure for the United States of $7 million. Then the total loss
from the “minor” strangelet accident would be $700 trillion—$100 tril-
lion more than an accident that destroyed the entire human race. But
if extinction of the human race as a result of a strangelet disaster were
considered a “dreadful” risk and the value of life therefore written up
to $28 million, as I suggested might accord with the terrorism survey,
then the cost of such an event, even without regard to future genera-
tions, would be $336 quadrillion rather than $600 trillion. And at a risk
of death greater than about .167 (the risk of death from playing one
round of Russian roulette), the value of one life would be estimated as
being at or near an infinite amount of money.

Given such paradoxes, it is tempting to accept that the value of life
estimated at probabilities of death between 1 in 10,000 and 1 in 100,000
is a pretty good estimate for the value at probabilities of 1 in a million
or 1 in 10 million (although not for probabilities of 1 in 2 or even 1 in
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20). This would jack up the cost associated with catastrophes greatly
and by doing so strengthen the argument that we ought to be doing
more about them than we are doing. But for my purposes the ap-
proach that yields a precipitate drop in the value of life at extremely
low probabilities of death has the virtue of being highly conservative,
so that if we find (as I shall argue we should) that we are not spend-
ing enough on catastrophic-risk prevention even if the cost of the worst
catastrophes is as modest as the approach implies, this should be a ro-
bust finding. Still, the breadth of the range of defensible estimates of
the values of life at stake in catastrophic events is notable and disturb-
ing and indicates an urgent need for further research.

Risk versus uncertainty

We know that people sometimes overreact, from a statistical stand-
point, to a slight risk because it is associated with a particularly

vivid, attention-seizing event. The 9/11 attacks have been offered as an
illustration of this phenomenon.66 But to describe a reaction to a risk
as an overreaction is to assume that the risk is slighter than people
thought, and this presupposes an ability to quantify the risk, however
crudely. We do not have that ability with respect to terrorist attacks.
About all that can be said with any confidence about 9/11 is that if the
United States and other nations had done nothing in the wake of the
attacks to reduce the probability of a recurrence, the risk of further at-
tacks would probably have been great, although we do not know
enough about terrorist plans and mentalities to be certain, let alone to
know how great. After we took defensive measures, the risk of further
large-scale attacks on the U.S. mainland fell. But no one knows by how
much and anyway it would be a mistake to dismiss a risk merely be-
cause it cannot be quantified and therefore may be small—for it may
be great instead. Unfortunately the ability to quantify a risk has no nec-
essary connection to its magnitude. We now know that the risk of a suc-
cessful terrorist attack on the United States in the summer of 2001 was
great, yet the risk could not have been estimated without an amount
and quality of data that probably could not have been assembled. To
assume that risks can be ignored if they cannot be measured is a head-
in-the-sand response.

This point is illuminated by the old distinction between “risk” and
“uncertainty,” where the former refers to a probability that can be es-
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timated, whether on the basis of observed frequency or of theory, and
the latter to a probability that cannot be estimated. Uncertainty in this
sense does not, as one might expect, paralyze decision making. We
could not function without making decisions in the face of uncertainty.
We do that all the time by assigning, usually implicitly, an intuitive
probability (what statisticians call a “subjective” probability) to the un-
certain event. But it is one thing to act, and another to establish the
need to act by conducting fruitful cost-benefit analyses, or using other
rational decision-making methods, when the costs or benefits (or both)
are uncertain because they are probabilistic and the probabilities are
not quantifiable, even approximately. The difficulty is acute in some
insurance markets. Insurers determine insurance premiums on the basis
of either experience rating, which is to say an estimate of risk based
on the frequency of previous losses by the insured or the class of in-
sureds, or exposure risk, which involves estimating risk on the basis of
theory or, more commonly, a combination of theory and limited expe-
rience (there may be some history of losses, but too thin a one to be
statistically significant). If a risk cannot be determined by either method,
there is uncertainty in the risk-versus-uncertainty sense; and only a
gambler, treating uncertainty as a situation of extreme and unknowable
variance in possible outcomes, will write insurance when a risk cannot
be estimated. Or the government, as with the Terrorism Risk Insurance
Act of 2002,67 which requires insurance companies to offer coverage of
business property and casualty losses due to terrorism but with the fed-
eral government picking up most of the tab.68 The act excludes losses
due to nuclear, chemical, or biological attacks, however, so it has lim-
ited relevance to the concerns of this book. Insurance companies are
permitted to decline to cover such losses, and typically they do. As a
result, estimates of the probability of such losses cannot be reliably es-
timated from insurance premium rates.

The role of uncertainty in cost-benefit analysis of the catastrophic
risks is underscored by noting that a complete cost-benefit analysis of
RHIC would involve (1) determining the cost of building the collider;
(2) estimating its operating costs; (3) monetizing the scientific benefits
of the experiments to be conducted in it; (4) estimating the cost to the
United States and the world should there be a catastrophic accident,
(5) estimating the probability of such an accident, (6) discounting the
monetary amounts determined in steps (2), (3), and (4) to present value,
(7) choosing the discount rate to use in step (6), and, finally, if the
analysis yields a net benefit for the collider, (8) comparing that net bene-
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fit with the net benefits of alternative projects. Steps (1), (2), and, once
the discount rate is selected, (6) are straightforward. But all the other
steps in the analysis—monetizing the scientific benefits of the collider,
estimating the social costs if a catastrophe occurs, estimating the prob-
ability of catastrophe, choosing the appropriate discount rate, and com-
paring the net benefits (if any) of the project with the net benefits of
alternative projects—are profoundly uncertain, though not much turns
on the choice of discount rate since the intended life of RHIC is only
10 years. I have mentioned the difficulties in estimating the social bene-
fits of RHIC and the social costs of a strangelet disaster at RHIC. The dif-
ficulty of estimating the probability of such a disaster is as acute. There
is no history from which to infer a frequency because RHIC is only four
years old; there is no precedent for the heavy-ion collisions being per-
formed in it; and scientific understanding of strange quarks has not
progressed to the point at which a probability can be attached to a
strangelet disaster as a matter of theory, though at least we know that
it is not 100 percent over a four-year period and that the high-energy-
physics community believes it to be extremely small.

It does not follow from such uncertainties, profound as they are,
that cost-benefit analysis of measures for reducing catastrophic risks is
hopelessly subjective. Even if point estimates of cost and benefit are
infeasible, it may be possible, as we’ll see in considering the tolerable-
windows variant of conventional cost-benefit analysis, to estimate plau-
sible ranges of costs and benefits, and the ranges may in turn, depend-
ing on the particular values picked to bound them, dictate a conclusion
that the project is or is not cost justified. And I pointed out earlier that
it may be possible to avoid having to monetize the cost of catastrophe
(I give further examples in this chapter) and to surmount some of the
difficulties involved in picking an appropriate discount rate by trans-
lating discount rates into time horizons.

The uncertainties involved in cost-benefit analysis should not be
thought identical across all the catastrophic risks. A cost-benefit analy-
sis of a system for detecting and deflecting incoming asteroids would
not encounter the profound uncertainties regarding probabilities and
benefits that afflict cost-benefit analysis of RHIC, while analysis of RHIC
does not raise troublesome problems concerning discounting to pres-
ent value, because of the project’s short expected life. The major un-
certainty attending cost-benefit analysis of asteroid collisions may be
whether in calculating the social cost of such collisions extra weight
should be given to an extinction event. Yet that issue could probably
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be elided. NASA could publish (1) the full menu of construction and
operating costs for both the array of telescopes required for the reli-
able detection of potentially hazardous near-earth objects and the mis-
siles or spacecraft and other apparatus required for deflection, and
(2) the full range of possible collisions, with estimates of the deaths re-
sulting from each and confidence intervals around each estimate. The
government and the public would then have the information required
for rationally deciding whether the nonmonetized benefits of the sta-
tistical lives saved by an asteroid defense were worth the costs of sav-
ing them.

The catastrophic risk that presents the most stubborn challenge to
cost-benefit analysis is bioterrorism, because the probability of a bio-
terrorist attack, or rather the schedule of probabilities for the various
forms that such an attack might take, cannot be estimated.69 It is not
only that terrorists are secretive as to plans and capabilities, but also
that they—or at least the ones that have vague and encompassing
aims—have such a wide range of potential means and targets to choose
among and, if suicidal, cannot be deterred. Anyone who thinks terror-
ist attacks predictable should read what the director of the Defense
Threat Reduction Agency of the Department of Defense wrote just
months before September 2001: “We have, in fact, solved a terrorist
problem in the last twenty-five years. We have solved it so successfully
that we have forgotten about it; and that is a treat. The problem was
aircraft hijacking and bombing. We solved the problem. . . . The system
is not perfect, but it is good enough. . . . We have pretty much nailed this
thing.”70

Obviously science cannot predict where or when bioterrorists will
strike, although it can say something about the likely means that they
will employ, given feasibility and cost constraints, and much about the
consequences of the various forms that a bioterrorist attack might take.
But maybe the military and civilian intelligence services, the diplomatic
service, and academic experts on terrorism can, by pooling their knowl-
edge, produce reliable estimates of the probabilities of the various
types of possible bioterrorist attack and the estimates can then be mar-
ried to scientific expertise to produce a schedule of expected costs of
bioterrorism and therefore a guide to responsive measures. As far as I
am able to determine, however (which is not far, because I don’t have
any access to classified information), all that experts on terrorism are
able to do, and even then only with a large error term, is to rank bio-
terrorist threats by relative likelihood—to say, for example, that a bio-
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terrorist attack on Washington employing anthrax is more likely than
an attack on London with smallpox. These rankings, while useful in es-
tablishing priorities within a fixed budget, do not enable expected
costs to be calculated and thus a cost-benefit analysis to be performed.

Not that one can’t find in the public record plenty of discussions of
the probability of a devastating bioterrorist attack. But these discussions
are speculative, polarized, and unquantified. Milton Leitenberg, who is
to bioterrorism what S. Fred Singer is to global warming, thinks a bio-
terrorist attack unlikely unless continued harping on the danger gives
terrorists ideas!71 (Which may mean that he is not really a skeptic.) Yet
even before 9/11 revealed much about the aims and capabilities of in-
ternational terrorist groups, there were warnings that advances in bio-
technology (to which Leitenberg gives little attention) were creating a
serious risk of a devastating bioterrorist attack.72 Comparing Leitenberg’s
optimistic assessment with Laurie Garrett’s earlier, pessimistic one, a
defense official has remarked unhelpfully that “the likelihood is that
reality lies somewhere in the middle.”73 He offers no evidence that 
the middle is a likelier place to find the truth than either extreme—or
beyond.

There are, however, several possible methods of adjusting cost-
benefit analysis to reflect the presence of radical, nonquantifiable un-
certainty. They are discussed next.

Coping with uncertainty

Information markets

It’s been suggested that “information markets” might be used to elicit
information about the likely risks of particular bioterrorist attacks.74

These are markets in which the “securities” traded are not stocks or other
financial instruments, but predictions. The basic idea is a good one—
that incentives matter, and therefore that predictions will be more ac-
curate when there is a financial stake in accuracy, and the existence of
a financial stake will elicit predictions from the most knowledgeable
observers. The theory is fine but its applicability to terrorism is ques-
tionable. Terrorists could manipulate the market to generate inaccurate
predictions or profit from their terrorism by making accurate ones.
People who are not terrorists, moreover, or friends or family of, or sym-
pathizers with, terrorists, are unlikely to have relevant information; and
people hostile to terrorism have ample incentives to report any rele-
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vant information to the authorities. In addition, should bioterrorist at-
tacks turn out to be infrequent (as we hope), it would be very difficult
to verify the accuracy of the predictions; it would be like placing a bet
on what the population of New York will be 100 years from now. But
this is the least cogent objection to an information market in terrorism,
because the pricing of the “securities” is based on probabilities rather
than frequencies. Finally, as regards information markets for either nat-
ural catastrophes or accidental man-made ones, the man in the street
has no useful information, and the information possessed by scientists
and other experts gets elicited and shared without need to provide a
direct monetary reward for being right.

A more promising approach, it might seem, would be to infer the risk
of a bioterrorist attack from the premiums charged for insurance against
such attacks. An insurance premium consists of (1) a loading charge to
reflect the insurance company’s administrative costs, plus (2) an esti-
mate of the size of the loss insured against, should an event covered
by the insurance occur, discounted by the probability that the event (in
this case a bioterrorist attack) will occur. So the insurance industry’s es-
timate of the probability of an (insured-against) catastrophe should be
calculable from the terms of the insurance policy. Unfortunately, it seems
that the insurance industry is no more able to estimate the probability
of a terrorist attack than anyone else. In the wake of 9/11, insurance
companies terminated coverage of losses due to terrorism (for which
previously they had charged only nominal premiums), and though they
were forced to restore coverage by the Terrorism Risk Insurance Act of
2002, the act, as I noted earlier, heavily subsidizes this insurance and
makes it difficult to determine the industry’s implicit estimate of the
probability and magnitude of future terrorist attacks. Nor can insurance
practices yield useful information about the likelihood of extinction
events, since the end of the world or the human race is not an insur-
able loss. The act’s exclusion of losses due to nuclear, chemical, or bio-
logical attacks suggests the marginality of insurance to the concerns of
this book.

Inverse cost-benefit analysis

Ahelpful approach to cost-benefit analysis under conditions of ex-
treme uncertainty is what I shall call “inverse cost-benefit analysis.”

Analogous to extracting probability estimates from insurance premi-
ums, it involves dividing what the government is spending to prevent
a particular catastrophic risk from materializing by what the social cost
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of the catastrophe would be if it did materialize. The result is an approxi-
mation to the implied probability of the catastrophe. Remember that ex-
pected cost is the product of probability and consequence (loss): C = PL.
If P and L are known, C can be calculated. If instead C and L are known,
P can be calculated: if $1 billion (C) is being spent to avert a disaster
that if it occurs will impose a loss (L) of $100 billion, then P � C/L � .01.

If P so calculated diverges sharply from independent estimates of it,
this is a clue that society may be spending too much or too little on
avoiding L. It is just a clue, because of the distinction between marginal
and total costs and benefits. The optimal expenditure on a measure is
the expenditure that equates marginal cost to marginal benefit. Sup-
pose we happen to know that P is not .01 but .1, so that the expected
cost of the catastrophe is not $1 billion but $10 billion. It doesn’t fol-
low that we should be spending $10 billion, or indeed anything more
than $1 billion, to avert the catastrophe. Maybe spending just $1 billion
would reduce the expected cost of catastrophe from $10 billion all the
way down to $500 million and no further expenditure would bring
about a further reduction, or at least a cost-justified reduction. For ex-
ample, if spending another $1 billion would reduce the expected cost
from $500 million to zero, that would be a bad investment, at least if
risk aversion is ignored. I discuss the implications of the total/marginal
distinction below but ignore it for now.

The federal government is spending about $2 billion a year to pre-
vent a bioterrorist attack (the president has requested another $2.5 bil-
lion for 2005, however, under the rubric of “Project BioShield”). I say
“about $2 billion” because while the $2.6 billion that the president
sought from Congress for 2004 for combating “catastrophic threats”
covers chemical, nuclear, and radiological threats as well as bioterror-
ism, the emphasis is on the last.75 The goal is to protect Americans, so
in assessing the benefits of this expenditure I shall ignore casualties in
other countries. Suppose the most destructive biological attack that
seems reasonably possible on the basis of what little we now know
about terrorist intentions and capabilities would kill 100 million Ameri-
cans. We know that value-of-life estimates may have to be radically dis-
counted when the probability of death is exceedingly slight. But there
is no convincing reason for supposing the probability of such an attack
less than, say, one in 100,000; and we know (well, think) that the value
of life that is derived by dividing the cost that Americans will incur to
avoid a risk of death of that magnitude by the risk is about $7 million.
Then if the attack occurred, the total costs would be $700 trillion—and
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that is actually too low an estimate because the death of a third of the
population would have all sorts of collateral consequences, mainly
negative. Let us, still conservatively however, refigure the total costs as
$1 quadrillion. The result of dividing the money being spent to prevent
such an attack, $2 billion, by $1 quadrillion is 1/500,000. Is there only
a 1 in 500,000 probability of a bioterrorist attack of that magnitude in
the next year? One doesn’t know, but the figure seems too low.

It doesn’t follow that $2 billion a year is too little to be spending to
prevent a bioterrorist attack; we mustn’t forget the distinction between
total and marginal costs. Suppose that the $2 billion expenditure re-
duces the probability of such an attack from .01 to .0001. The expected
cost of the attack would still be very high—$1 quadrillion multiplied
by .0001 is $100 billion—but spending more than $2 billion might not
reduce the residual probability of .0001 at all. For there might be no
feasible further measures to take to combat bioterrorism, especially
when we remember that increasing the number of people involved in
defending against bioterrorism, including not only scientific and tech-
nical personnel but also security guards in laboratories where lethal
pathogens are stored, also increases the number of people capable,
alone or in conjunction with others, of mounting biological attacks. But
there are other response measures that should be considered seriously,
as we’ll see in the next chapter. And one must also bear in mind that
expenditures on combating bioterrorism do more than prevent mega-
attacks; the lesser attacks, which would still be very costly both singly
and cumulatively, would also be prevented.

Costs, moreover, tend to be inverse to time. It would cost a great
deal more to build an asteroid defense in one year than in 10 years be-
cause of the extra costs that would be required for a hasty reallocation
of the required labor and capital from the current projects in which
they are employed. And so would other crash efforts to prevent catas-
trophes. Placing a lid on current expenditures would have the inci-
dental benefit of enabling additional expenditures to be deferred to a
time when, because more will be known about both the catastrophic
risks and the optimal responses to them, considerable cost savings may
be possible. The case for such a ceiling derives from comparing mar-
ginal benefits to marginal costs; the latter may be sharply increasing in
the short run.

Two further qualifications in evaluating the current response to the
threat of bioterrorism require mention. The first concerns the way in
which government expenditures are assigned to the different activities
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involved in combating terrorism. The expenditure category “catastrophic
threats” in the federal budget is dominated by expenditures on identi-
fying, detecting, and developing vaccines and cures for lethal patho-
gens. Expenditures classified elsewhere, however, such as expenditures
on intelligence gathering, background checks, and border searches,76

reduce the likelihood of bioterrorist attacks, though border searches
very little because of the difficulty of detecting a lethal pathogen in a
person’s luggage. We should think of the catastrophic-threats category
in the federal budget as addressed to the residual risk of a bioterror-
ism attack if the “forward” defenses fail (this is another marginal com-
parison); nevertheless, the estimate of that risk implied by the expen-
ditures in that category still seems too low.

Second, expenditures on preventing bioterrorism are not limited to
the federal government. States and cities, notably New York City, are
also devoting resources to such prevention;77 I imagine the aggregate
amount is small, but I have not been able to obtain figures.

Current government expenditures on detecting and preventing as-
teroid collisions also seem too low. NASA spends about $3.9 million a
year compiling its catalog of near-earth objects,78 a preliminary defen-
sive measure. But that is it, although the agency’s program of research
on “smaller Solar System objects,” namely asteroids and comets, while
not oriented toward defense against collisions, may yield knowledge
that would be useful for such a defense,79 for remember that knowledge
of the composition, density, and other properties of a threatening as-
teroid are important to determining how best to alter its orbit. Other
expenditures, actual and planned, and both private and public, relevant
to an asteroid defense swell the total; I’ll give examples. But the aggre-
gate amount is small. Tellingly, NASA’s annual reports do not contain
a section on asteroid defense or near-earth objects. And the current ex-
penditure level is so close to zero that the distinction between total and
marginal benefits and costs has little significance.

We know that the expected costs of asteroid collisions are nontrivial
though low and that methods of detection, mitigation, and (probably)
deflection are feasible and are unlikely to break the bank. The report
of the Near-Earth Object Science Definition Team, commissioned by
NASA, which I cited in chapter 1, recommended a system of detection
of all near-earth objects at least 140 meters in diameter that it estimated
would cost $300 million to construct. Both the risks of asteroid colli-
sions and the possible methods for detecting and intercepting asteroids
that are on a collision course with the earth have been known for some
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time,80 so the budget allocated to asteroid defense has had time to ad-
just, but hasn’t done so. Granted, if the only asteroid collision we care
about is one that would destroy the entire human race, $3.9 million a
year may be enough, or even more than enough, to spend on defense
against it, weird as this conclusion may seem. Dividing the cost of pre-
vention by the cost of such a catastrophe to derive the implicit proba-
bility that the catastrophe will occur yields an estimated annual prob-
ability of 1.70 in 100 million ($10 million divided by $600 trillion is
.0000000166), which is roughly equal to the mean estimate presented
in chapter 1. That estimate was 1 in 75 million, which equates to 1.33
in 100 million.

But this calculation is based on a value of life of only $50,000 (the
estimate that yields the $600-trillion loss figure). We recall that the UK
task force estimated the annual probability of an asteroid collision that
would kill 1.5 billion people as 1 in 250,000; and in that probability
range the value of life is probably in the millions of dollars, although
this has to be a guess, since the lowest probability in the value-of-life
studies is a shade less than 1 in 100,000. Assume the value of life in the
case of a 1 in 250,000 probability of death is $2 million. Then the ex-
pected annual cost of a collision that would kill 1.5 billion people would
be $12 billion ($2 million � 1.5 billion [= $3 quadrillion] � .000004),
which is many times greater than the U.S. government’s annual spend-
ing on asteroid defense. More to the point, since most of the 1.5 bil-
lion victims would not be Americans, the world’s annual spending on
asteroid defense—which is probably only very slightly greatly than
$3.9 million because no other country has gone beyond the talking
stage so far as an asteroid defense is concerned—is too low. And this
is ignoring the expected cost of a megacatastrophe that would be
caused by a collision with an asteroid the size of the one that ended
the reign of the dinosaurs.

Another approach to monetizing the asteroid threat builds on John
Lewis’s estimate (see chapter 1) that the expected annual number of
deaths from asteroid collisions is 1,479. This we recall is a minimum
estimate, which excludes the risk from the biggest asteroids. The proba-
bilities that generate this modest estimate are higher than if deaths in
the biggest possible asteroid collisions are included, but they are still
low, and let me continue to use the ultraconservative estimate of $50,000
for the value of life in ultra-low-probability settings. This yields an an-
nual expected cost of only $74 million, but this still is much more than
NASA is spending. For a comparable annual expenditure, the system
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of detection proposed by the Near-Earth Object Science Definition Team
could be built in a few years, followed by a system for intercepting as-
teroids found likely to collide with the earth.

I should mention here a proposal to build a Large-aperture Synop-
tic Survey Telescope (LSST). This $150 million instrument “could locate
90 percent of all near-earth objects down to 300 m in size, enable com-
putation of their orbits, and permit assessment of their threat to Earth,”
while at the same time greatly increasing our knowledge of remote
galaxies.81 The telescope would not be a complete substitute for the
telescopic array recommended by the NASA task force, even if the 10
percent of asteroids that would escape detection altogether are ignored.
The LSST would spot an asteroid only when the asteroid crossed the
section of sky swept by the telescope; the asteroid would not be moni-
tored continuously even though its orbit might change after the initial
observation. But the LSST would be a great start. Yet NASA refuses to
fund it, so funding is being sought from the National Science Founda-
tion and private sources. Lamentably, from the point of view of the
concerns that animate this book, astronomers are much more inter-
ested in remote galaxies, study of which adds to knowledge of the ori-
gin, size, age, future, and composition of the universe than in local or-
biting rocks. And so the extent to which the LSST, if it is built, will
actually be used for the detection and evaluation of potentially dan-
gerous asteroids is uncertain.

The federal government’s science and technology budget allocates
about $1.7 billion a year to climate-change research, including research
on clean fuels and carbon sequestration as well as on improving pre-
dictions of global warming.82 If the warming is moderate, the costs to
the United States are likely to be modest, and $1.7 billion a year might
actually be too much to spend on counteracting it. However, we know
that abrupt, catastrophic global warming is a possibility and let me as-
sume that if it occurred it would bring about a permanent reduction of
one-fifth of GDP, which is currently $10 trillion. Because the $2 trillion
a year loss is assumed to be permanent, the present value of the loss
caused by such a disaster, at a 3 percent discount rate, is slightly more
than $66.6 trillion. The annual probability of a global-warming disaster
of the assumed magnitude (I ignore the complication introduced by
the fact that it would probably take a decade for the disaster to unfold)
cannot be estimated. Yet the probability cannot be assumed to be ut-
terly trivial, so it is at least plausible that a level of carbon dioxide emis-
sions taxes that induced a considerably although not astronomically
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greater investment (largely private) than at present on averting such a
disaster would be cost justified.

Table 3.2 summarizes the probabilities of catastrophe implied by
current government expenditures to avert the four catastrophic risks
that I have been discussing.

The distinction between total and marginal effects is only one quali-
fication that must be borne in mind when reading this table. Notice that
the table estimates the costs to the entire human race in the case of as-
teroid and strangelet disasters, but only the costs to the United States
in the case of bioterrorism and catastrophic global warming. The rea-
son is that no other nation is devoting significant resources to trying to
prevent the first pair of disasters, while other nations are devoting sig-
nificant resources to preventing the second pair; as I do not know the
amount of those resources, I cannot assess the adequacy of the total
expenditures worldwide. Moreover, even if the only costs of an aster-
oid or strangelet disaster that should be considered in determining
how much the United States should spend to prevent such a disaster
are costs to the United States, scaling down the cost figures in Table 3.2
accordingly would still indicate that we are spending too little. Dollar-
weighted, the United States is about one-fourth of the world; remember
that value-of-life estimates are increasing in per capita income, though
the elasticity is less than one. And notice that $0 may overestimate the
amount that we are spending to avoid a strangelet disaster, as it is un-
certain whether the net social benefits of RHIC are positive even if
safety considerations are ignored.

In fairness we should recognize that the concept of the economy of
attention introduced in chapter 2 implies that it will sometimes be sen-
sible to disregard low-priority projects entirely. This means that the
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Table 3.2. Implied Annual Catastrophe Probabilities

Catastrophe C L P (implied)

Bioterrorist attack 
(100 mill. deaths) $2 billion $1 quadrillion (U.S.) .000002

(1 in 500,000)

Asteroid collision $3.9 million $3 quadrillion .0000000013
(1.5 bill. deaths) (1 in 769 million)

Strangelet disaster $0 $600 trillion 0

Catastrophic $1.7 billion $66.6 trillion (U.S.) .00000255
global warming (1 in 388,000)



function of threat assessment, in regard to catastrophic risks as well as
to more familiar threats, is not only to rank threats by their expected
cost but also to fix a cutoff point below which threats will be dis-
regarded because they would require attention disproportionate to the
social benefits that attention to them would confer. Time diverted to
thinking about very-low-probability threats is unavailable for thinking
about other threats unless the aggregate amount of attention to threats
is increased, and that would require diverting intellectual effort from
other activities. The Office of Science and Technology Policy in the ex-
ecutive office of the president has a staff of only 50, which for politi-
cal, budgetary, and personnel reasons may be difficult to expand in the
short run. If so, the office may be making a rational choice to devote
no attention to the strangelet threat or the asteroid threat, on the ground
either that threats of lesser catastrophes deserve more attention because
their expected costs are greater or because they are more amenable to
evaluation and response, or that other scientific projects altogether de-
serve more attention. The government cannot spend all its time con-
ducting cost-benefit analyses of remote risks. Stated another way, the
costs of responding to risks of disaster include the cost of assessing the
risk and formulating the response—the cost, in short of conducting
cost-benefit analyses—and may be considerable when opportunity
cost (the forgone value of alternative uses of the time and other re-
sources devoted to cost-benefit analysis) is included, as it should be,
in the costs of such analysis.

But it is unlikely that ignoring the risk of a strangelet disaster or of
an asteroid collision can be justified on this ground. Not only are these
nonnegligible risks of huge catastrophes, but the costs of responding
to them, even as expanded to take in the opportunity cost just men-
tioned, are moderate and, indeed, in the case of the strangelet risk, per-
haps negative.

A final qualification is that the estimates of the expenditures required
for an effective asteroid defense and for arresting global warming are too
low. In the first case, they ignore other government programs, includ-
ing other NASA programs for studying asteroids, that contribute at least
indirectly to defense against the risk, and in both cases they ignore
nongovernmental expenditures. The LSST, if it is built, will be financed
in part by private universities; and many near-earth asteroids have
been discovered by Lincoln Labs’ LINEAR (Lincoln Near-Earth Asteroid
Research) program, using two telescopes, although it does receive fed-
eral funding, some of it from NASA.83 The federal government finances
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only about half the basic research conducted in this country, and some
of the other half, which is financed by universities and private compa-
nies out of their own pockets, contributes to defending against catastro-
phes. In addition, some companies are voluntarily reducing their car-
bon dioxide emissions.84 And investments in energy efficiency designed
merely to reduce the cost of energy may reduce those emissions as a
byproduct.

The tolerable-windows approach

Another way in which cost-benefit analysis can be used fruitfully
even when there is great uncertainty about one or more of the com-

ponents of the analysis is illustrated in Figure 3.4.
The marginal benefits and marginal costs of measures to reduce or

eliminate a catastrophic risk are shown as functions of the quantity of
precautions taken, with the optimal level of precautions (q*) given by
the intersection of the two functions. Suppose the optimum cannot be
determined because of uncertainty about costs, benefits, the discount
rate, or probabilities. We may nevertheless know enough about the
benefits and costs to be able to create the “window” formed by the two
vertical lines.85 At the left side of the window frame the benefits of a
further effort to eliminate or prevent the catastrophe in question com-
fortably exceed the costs, while at the right side the reverse is true. If
we stay within the window, although we won’t know whether our
measures are optimal we’ll at least have some basis for confidence that
they are neither grossly inadequate nor grossly excessive. A particu-
larly clear application is to the current funding of asteroid defense: it
is likely that we are well to the left of the left side of the window.

Here is another example. The benefits of preserving the existing
amount of genetic diversity cannot be quantified. But the cost of pre-
serving samples of animals and plants, whether entire species or vari-
eties within a species (such as different breeds of the same animal spe-
cies), that are on the verge of extinction is probably small enough to
put us to the left of the left side of the window. Indeed, since these
samples can be preserved at low cost in the form of frozen seeds that
can be resuscitated and made to germinate, large-scale efforts to pre-
serve biodiversity by tightly limiting human land uses may not be cost
justified. We cannot be sure because, as we know from chapter 1, there
is no census of species and many of them have very small populations
and those often in out-of-the-way places (such as ocean bottoms)—
and these are the very species most at risk of extinction. It would be
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infeasible to obtain and preserve specimens of all of them. Neverthe-
less, at least modest efforts to preserve specimens of species, or vari-
eties, on the verge of extinction seem clearly worthwhile, and so that
is the place to start.

The place not to start in devising economically sensible solutions to
the problem of loss of biodiversity is illustrated by the Endangered
Species Act (see chapter 1) as it stood before being amended in 1978.
The original act did not permit the government to use cost-benefit
analysis to determine which species to list—any species known to be
endangered had to be listed—or how much to spend, or require pri-
vate landowners to spend, to preserve the species. The 1978 amend-
ment, passed in reaction to the notorious snail-darter case, required the
federal Fish and Wildlife Service, which administers the Endangered
Species Act, to consider the economic impact of a listing, and this
mandate has recently been interpreted to require cost-benefit analy-
sis.86 Because the annual costs of compliance with the act are proba-
bly in the hundreds of millions of dollars and it could cost billions to
save a fragile species picky about its habitat,87 the trend toward sub-
jecting proposed listings to cost-benefit analysis is probably a good
thing, though the estimation of benefits, which thus far has been based
largely on contingent-valuation surveys, has rightly been subjected to
sharp criticism.88 Yet even if the benefits cannot be quantified, it is
surely valuable to policy makers and the public to know what the costs
are—they may be so great, in a particular case, as to compel an infer-
ence that we are to the right of the right side of the window.

A possible application of the tolerable-windows approach would be
a decision to postpone RHIC–II by five years. Since we don’t know the
benefits and costs of such a project but do know that there is some,
though probably a very slight, risk of disaster that cannot be quanti-
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fied, there should be no felt urgency about starting the project “on
time.” If it is delayed, we shall gain an added margin of safety because
additional years of fundamental physical research may improve the
ability of physicists to estimate the risk of a strangelet disaster. Simi-
larly, we might decide that nanotechnology, though an immensely
promising technology and moreover one that may help us avert catas-
trophes such as abrupt global warming, should be subjected to some
kind of safety regulation if this can be done without increasing its cost
more than minimally. But of course such measures, if adopted by the
United States unilaterally, will not succeed to the extent that they merely
induce the dangerous research to gravitate to other countries.

Risk-risk assessment, and demonetizing death

Amore familiar simplification of cost-benefit analysis than the 
tolerable-windows approach is risk-risk assessment, whereby the

risks to life or health of alternative responses to some danger (includ-
ing the alternative of doing nothing) are compared but no effort is
made either to monetize them or to bring other costs and benefits into
the analysis.89 This approach can work well in simple cases—for ex-
ample when a measure to prevent a 1 percent risk of death in an au-
tomobile accident would create a 2 percent risk of death in such an ac-
cident. It is also relevant to the dual-use dilemma that is created by
efforts to prevent bioterrorism: measures that impede access to lethal
pathogens may slow research into the development of effective medi-
cal responses to natural epidemics.90

But the utility of the method is greatly limited, because it leaves out
considerations that may be critical to a responsible decision—namely
other costs and benefits. For example, advances in medicine that reduce
mortality may increase the rate of population growth, thereby con-
tributing indirectly but not necessarily trivially to global warming, the
costs of which cannot be reduced to lives lost, although abrupt global
warming could cause a catastrophic loss of life. Population growth, as
I pointed out in chapter 1, creates other negative externalities as well.
They may or may not exceed the positive externalities; but the uncriti-
cal belief, which is standard in risk-risk assessment,91 that “saving lives”
is always on balance a good thing is an obstacle to responding intelli-
gently to the catastrophic risks.

Despite the shortcomings of risk-risk assessment, it is a useful re-
minder that cost-benefit analysis can sometimes be simplified by leav-
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ing certain costs or benefits in nonmonetized form. A candidate for this
approach is the benefits of avoiding minute risks of huge numbers of
human deaths. Congress, or the public, could be told: there is one
chance in 10 million of a world-destroying accelerator accident next
year that could be avoided by closing down RHIC at a cost in benefits
forgone estimated at $2.1 billion (the figure I used earlier in this chap-
ter); decide whether you think the cost excessive. People can think
about that trade-off as clearly as they could if the lifesaving benefits of
closing down were monetized—maybe more clearly, since most of
our decisions are based on trade-offs that are not completely mone-
tized. For example, a person who is trying to decide whether to pay
$100,000 for a new Mercedes-Benz is, if rational, making an implicit
cost-benefit analysis. But he is not comparing two money prices. He is
comparing the money price with the nonmonetized utility of owning
the Mercedes. More precisely, he is comparing the nonmonetized util-
ity of the various uses to which he could put the $100,000.

The point is that baffling questions can sometimes be made less baf-
fling simply by being reframed.92 But in this instance perhaps only
slightly less baffling. One chance in 10 million is the kind of statistic
that people have great difficulty ascribing real meaning to, though that
doesn’t prevent them from playing the lottery—or worrying about
being killed in a plane crash, the odds of which happening, if it’s a
regularly scheduled U.S. airline, are not much shorter than 10 million
to 1. (Admittedly that is a per-flight probability; the annual probability
depends on how frequently one flies.) Further complicating my pro-
posal regarding RHIC are the profound uncertainties associated with
both the 1 in 10 million probability estimate and the $2.1 billion bene-
fits estimate.

Politics, expertise, and neutrality: RHIC revisited

It may be objected that cost-benefit analysis is a waste of time because
politicians are not welfare maximizers. They are not. But cost-benefit

analyses can influence public policy even in a political system guided
by self-interested politicians responsive to interest groups.93 An inter-
est group will not press for a project that does not confer net benefits
on it. The greater the excess of benefits over costs, the likelier are the
beneficiaries to be able to overcome the free-rider impediment to the
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formation of an effective interest group. The greater the excess of costs
over benefits, the likelier are opponents to be able to organize effec-
tive resistance. So information about costs and benefits can influence
political outcomes even if no political faction is committed to adopting
only those policies that can pass a cost-benefit test.

National defense is a good example of a government program that
exists because of a very great preponderance of benefits over costs,
great as those costs, and uncertain as the benefits, are, rather than be-
cause national defense confers economic rents on some narrow inter-
est group, though some people still believe that defense expenditures
are the result of machinations by the “merchants of death.” National
defense is not only a good example, but a pertinent one. Measures for
defending against catastrophic risks reflect concerns similar to those
that motivate the nation’s heavy military expenditures.

But we know from chapter 2 that there are all sorts of obstacles—
political, psychological, economic, and cultural—to responding ration-
ally to the catastrophic risks. And the problem seems general. Students
of regulation have been sharply critical of the gross and seemingly ir-
rational differences in the estimates of the value of life that are implicit
in government regulation of different risks.94 The range is from $100,000
for death in accidents involving unvented space heaters to $92 billion
for death from the herbicides atrazine or alachlor in drinking water.95

(These figures are derived as usual by dividing the cost of preventing the
death by the probability that death would occur if the cost were not
incurred.) Suppose NASA’s asteroid-defense budget of $3.9 million a
year is perfectly attuned to the public’s valuation of lives lost in aster-
oid collisions and that John Lewis’s estimate that the expected number
of lives lost in such collisions is 1,479 deaths per year is correct. That is
a global figure, and the U.S. population is only about 5 percent of the
total world population, so let us reduce his number to 74. The impli-
cation is that NASA is valuing each of these lives at $52,700 ($3.9 mil-
lion � 74). This is not only considerably lower than the $7 million mean
estimate in the scholarly literature, but little more than half the value
of a life imperiled by an unvented space heater.

The differences among the value-of-life estimates probably can be
explained by information costs; by psychological factors such as proba-
bility neglect, the availability heuristic, and the “dread” factor (notably
absent in death by unvented space heater); by political factors; and by
the asymptotic relation between risk and the value of life—notice that
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the $52,700 figure is close to what I earlier suggested might be defen-
sible in the case of extremely improbable catastrophes that if they oc-
curred might spell the end of the human race. The differences among
the estimate may also be somewhat exaggerated by the critics.96 Never-
theless, the criticism that government does not use consistent criteria
to determine responses to risk has great force. And as Table 3.2 and
the accompanying discussion suggested, the criticism applies as force-
fully to the regulation of catastrophic risks as to the lesser risks on
which the critics have focused. It underscores the importance of hav-
ing cost-benefit analyses of responses to catastrophic risks conducted
by neutrals, who do not have financial, political, or psychological stakes
in how the analyses come out.

Consider the RHIC risk assessment that I first mentioned in chapter
1. The authors of the commissioned assessment97 (not a cost-benefit or
even risk-risk analysis, but merely an assessment of the risk of a planet-
or universe-destroying accident) were selected by the director of the
Brookhaven National Laboratory. Three of the four not only are ex-
perimental particle physicists who therefore have a career stake in in-
creasing the power of particle accelerators; they were also planning to
conduct experiments at RHIC—and are now doing so.98 The fourth,
the theoretician, was and is deeply interested in the results of the ex-
periments.99 Of course the risk assessment had to be carried out by
physicists knowledgeable about particle accelerators, and of course no
sane person would knowingly conceal the risk of destroying the world
merely in order to indulge his scientific curiosity or enhance his career.
What is more, Robert Jaffe, the leader of the assessment team, was one
of the first scientists to draw attention to the potentially “apocalyptic”
(his word) consequences of strangelets.100 But career concerns can in-
fluence judgment in areas of scientific uncertainty, and scientists, like
other people, can be overconfident. Should a strangelet disaster occur,
moreover, only a minute fraction of the costs would be borne by the
scientists who caused it. If it does not occur and RHIC proves to be a
scientific success story, the physicists who conduct research at RHIC
will appropriate the lion’s share of the benefits (unless there are im-
mediate commercial applications, which is not anticipated) in the form
of prestige, career advancement, and personal satisfaction. Compare
the reluctance of health-care workers to be vaccinated against small-
pox because the vaccine sometimes produces serious side effects.101

Should there be a smallpox pandemic, health-care workers would bear
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only a small fraction of the costs; it is that fraction, rather than the total,
that motivates their decision on how much cost to bear to avert the
pandemic.

The physicist Francesco Calogero has suggested that Brookhaven
should have

engage[d] two groups of competent experts, a “blue team” trying
to make an “objective” assessment, and a “red team” (acting as
devil’s advocates) specifically charged with making a genuine ef-
fort at proving that the experiments are indeed dangerous—an
effort that, if successful, might then be challenged by the blue
team. . . . A debate might ensue, which, if conducted in a gen-
uinely scientific spirit, would be quite enlightening for those who
eventually had the responsibility of making a decision.102

Calogero was thus envisioning an adversary procedure similar to the
clash of party-designated expert witnesses in a trial.

Confirming the possibly deforming effect of career concerns on ob-
jective evaluation, the physicist Adrian Kent points out a surprising
blunder in one of the RHIC risk assessments (not the Jaffe team’s): the
statement that even under the most pessimistic assumption it would be
safe to run experiments on RHIC for 5 million years.103 What the au-
thors meant was that the annual probability of disaster was only (at
most) 1 in 5 million, not that if the probability materialized it would do
so at the end of the period. In fact it would be far more likely to occur
in year 1 than in year 5 million, because the probability that the earth
would survive 5 million years in each of which there was a 1 in 5 mil-
lion probability of its being destroyed is only 37 percent.104

The authors may have meant something different, though this is 
not clear. They may have meant that there is a .9999998 (that is, 1 �
1/5,000,000) chance that the probability of a disaster in the first and
every succeeding year of RHIC’s operation (assumed to be planned
for 5 million years rather than for the actual 10 years) is zero and a 1
in 5 million chance that it is one. This would equate to a 1 in 5 million
probability of disaster next year (because .9999998 � 0 � .0000002 � 1
� .0000002), but also to a 1 in 5 million chance of the disaster’s occur-
ring at any time during the 5-million-year period, since the probability
that there would be no disaster during the period would be .9999998.

Kent is also properly critical of the fact that having decided that the
risk of disaster was negligible, the assessors did not bother to estimate
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its expected costs. He points out that even if the annual probability of
a world-destroying catastrophe were only one in a billion, that would
still imply an annual expected death toll (calculated by multiplying the
number of persons who would be killed in such a catastrophe by the
probability of the catastrophe’s occurring) of six persons per year—
and this is ignoring completely the effect of such a catastrophe in elimi-
nating unborn future generations. An experiment expected to kill six
persons a year would be unlikely to be undertaken unless the benefits
were deemed substantial. But as we know, no effort to assess them
was made, even though RHIC is a very costly undertaking quite apart
from safety concerns.

Kent may have erred on the other side, however, by implicitly as-
suming that the proper value of life to use in a cost-benefit analysis of
minute risks is great. I say “implicitly” because he used no dollar fig-
ures but assumed that if RHIC would cause 120 deaths in its planned
life of 10 years it would be shut down.105 Whether that is a large num-
ber or a small one in expected-value terms depends on the size of the
population at risk. Twelve deaths a year in a world population of 6 bil-
lion translates into so slight an annual probability of death to any given
person that, as we know from our earlier discussion, the dollar figure
to use in valuing the risk may be very small. Were the $50,000 mini-
mum estimate of the cost of a human death brought about by exceed-
ingly unlikely catastrophes, such as an extinction-producing asteroid
collision or lab accident, accepted and then multiplied by 120, the ex-
pected cost of the catastrophic risk created by RHIC over its entire 10-
year planned life would be only $6 million. But we know that $50,000
may be way too low; multiply it by 10 or 100 and an expected death
toll of 120 persons might become a decisive argument for shutting
RHIC down.

Kent included in his risk assessment the threat to extremely remote
future generations from an extinction event, without any discounting.
He calculated that, barring disaster, the total number of human beings
inhabiting the earth (not at one time, of course) between now and when
the sun expands into the earth’s orbit may reach 1017 (100 quadril-
lion).106 But he cannot prove—no one can—that we should worry
about the survival of the human race over such a long span of time.
Notice that if we do worry about it, not only does the cost of a
strangelet disaster if it occurs soar, but the probability of the disaster,
assuming that equally dangerous accelerators succeed RHIC for the in-
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definite future, rises. Even if the annual risk of a strangelet disaster is
only one in a billion, the probability that such a disaster will occur in
the course of the next billion years is 63 percent—though long before
that time is up science may have learned how to avert such a disaster,
and so the probability estimate may be far too high.

Risk assessment is a seriously incomplete guide to decision making.
Among the things it leaves out are the social benefits of dangerous
technologies. Particle physics, continued progress in which depends
heavily on experiments conducted in particle accelerators, has had a
number of important practical applications, and by increasing our
knowledge of fundamental physical forces it may enable us to head off
the very laboratory accidents that could have catastrophic consequences.
But by the same token the costs of particle accelerators that are unre-
lated to safety belong on the cost side of the cost-benefit analysis. The
few particle accelerators used for fundamental research are expensive
to build, maintain, and operate, relative to other scientific research fa-
cilities. The $750 million that the Department of Energy spends each
year on the support of high-energy particle physics may be a legacy of
the enormous prestige that accrued to nuclear physics from the suc-
cess of the Manhattan Project. As we saw earlier in this chapter, it is
uncertain not only whether RHIC would pass a cost-benefit test if all
relevant costs and benefits were factored in, but also whether particle-
accelerator research should be financed out of tax dollars at all. It
seems anomalous that the government should spend virtually nothing
to protect the nation from an asteroid collision while spending hun-
dreds of millions of dollars every year to finance research that may be
catastrophically risky yet seems to have no compelling claim to be fi-
nanced by government rather than left to the private sector.

Even the technical analysis by the RHIC risk assessors may have
been flawed. As a matter of theory, as the assessors pointed out,107

strange quarks are expected to decay very rapidly and so would be un-
likely to clump—though the creation of strangelets was one of the ex-
perimental results that it was hoped RHIC would yield.108 Strange quarks
are also expected to have a positive charge, in which event, even if
they did clump, they would repel rather than attract any atomic nuclei
in their vicinity, since nuclei have a positive charge.109 If either expec-
tation is correct, a contagion effect and resulting strangelet disaster
would not occur. But not enough is known about strange quarks to ex-
clude completely the possibility that some of them might have a nega-
tive charge and form a strangelet large enough (though it would still
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be smaller than an atom) and stable enough to convert atomic nuclei
in its vicinity into a rapidly expanding and eventually all-devouring
strangelet.110

Because of the theoretical uncertainties, the assessors added an em-
pirical dimension to their analysis. They particularly emphasized the
fact that the moon has existed for 4.5 billion years even though it has
been continuously bombarded by cosmic rays that strike its surface,
hitting heavy nuclei, such as iron nuclei, with much greater energy than
the collisions in RHIC.111 The magnets and other devices used to ac-
celerate particles and ions in particle accelerators cannot achieve the
force that propels cosmic rays despite the enormous mass of such rays
at the speed they achieve. Yet the moon has not been converted to
strange matter. (Because cosmic rays that hit the earth are slowed by
the earth’s atmosphere, the assessors thought the moon’s survival for
billions of years more significant than the earth’s survival for an even
longer period.)

The evidence is not conclusive. “A strangelet hypothetically pro-
duced in the collision would move with high speed relative to the
lunar matter and would thus have a high chance of breaking up before
coming to rest (to initiate the catastrophic scenario),” whereas a strange-
let produced by a head-on collision in an accelerator would be almost
at rest.112 A crude analogy is to the difference between an accident in
which one car hits another that is standing still and an accident in which
two cars of the same weight traveling at the same speed collide head
on. In the second accident both cars will stop when they collide, while
the moving car in the first accident will shove the standing car forward;
similarly, a cosmic ray hitting a fixed target such as the moon will tend
to scatter the nuclei that it hits, making it less likely that they will clump
than if the collision were head on.

The controversy over RHIC led the director-general of CERN (the
European center for nuclear research, in Geneva) to commission a simi-
lar study by distinguished European physicists of the Large Hadron
Collider that CERN plans to begin operating in 2007 and that will accel-
erate heavy ions at even greater energies than RHIC.113 This brief, lucid
study is reassuring, though not entirely so. The study acknowledges
that “no estimates [presented in it] are absolutely assumption-free” and
that “no first-principles theory of strange quark matter or strangelets
exists at the moment.”114 But besides noting the unlikelihood as a mat-
ter of theory that strange quarks would clump or if they did that the
clump would have a negative charge, the study makes the further theo-
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retical point, based on a paper by one of the study’s authors,115 that a
strangelet would not grow indefinitely because when it reached a size
well short of disaster proportions its negative charge would turn neu-
tral or positive.116 For as the strangelet expanded, the strange quarks,
because of their density, would sink beneath the surface, which would
thus come to be dominated by the positively charged nuclei that the
negatively charged strangelet had attracted; and so the strangelet would
cease attracting nuclei and therefore stop growing.

This is a theoretical claim because no strangelets have been ob-
served, and it is inconclusive because of the absence of “first-principles
theory of strange quark matter or strangelets” of which the authors
spoke. But the LHC study bolsters its theoretical analysis with empiri-
cal evidence of several sorts. Two in particular are emphasized. One is
that in RHIC’s four years of operation, no strangelets have been de-
tected.117 This suggests that not only are strangelets unlikely to grow
to disaster proportions, but they are unlikely to be created in the first
place even in high-luminosity accelerators. The second type of evi-
dence, which had figured in the RHIC risk assessments as well,118 in-
volves collisions of cosmic rays with each other rather than with the
moon. Some cosmic rays consist not of individual particles (protons or
muons, for example), but of iron nuclei, which, as I said, are heavy.
The authors of the study believe that should such cosmic rays collide
and form strangelets, the strangelets “will be eventually swept up in
star formation and lead to the subsequent destruction of the star as it is
converted into strange matter. This would be detectable as a supernova-
like event,”119 and supernovas are very rare. It was on the basis of the
incidence of supernovas that Dar and his colleagues produced the
upper-bound estimate for a strangelet disaster at RHIC of 1 in 500 mil-
lion per year, to which I referred earlier.

Neither point is conclusive. It is true that before RHIC began operat-
ing, one didn’t even know that it could go full blast for four years
without precipitating a strangelet disaster. Now we know it can; and a
subjective estimate, based purely on theory, is always subject to being
modified by experience. To give an extreme example, one might pre-
dict that the probability that an innocuous-seeming object was a land
mine that would explode when one stepped on it was 1 in 1,000. But
if one then stepped on it once and it did not explode, one would no
longer think that the risk of explosion if it were stepped on again would
be 1 in 1,000; the risk would be reestimated downward, perhaps radi-
cally, because stepping on the object was in the nature of an experi-
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ment and yielded highly relevant information. But the situation with
respect to RHIC is different. The fact that the first particle collision in
RHIC, or the first four years of collisions, did not result in a strangelet
disaster did not falsify the very low probabilities that the concerned sci-
entists had assigned to such an event. If an aircraft engine were pre-
dicted to fail in only 1 out of 50,000 flight miles, the fact that the en-
gine had run smoothly for the first 1,000 miles of flight would not
require a reassessment of the odds that had been assigned beforehand.

The second piece of evidence against the possibility of a strangelet
disaster is no more conclusive. Apart from and probably more impor-
tant than the fact that iron nuclei are not as heavy as gold ones (iron
has 56 protons and neutrons, gold 197), the authors of the LHC study
acknowledge that the cosmic-ray evidence is not conclusive because
the strangelet created by such a collision might decay in less “than the
time it takes for it to be swept up into a protostellar nebula.”120 They
are therefore able to offer no stronger conclusion than that “under
plausible assumptions the cosmic-ray data exclude the possibility of
dangerous processes in heavy-ion colliders like RHIC or the LHC.”121

The difficulty facing the authors of both the RHIC and LHC risk as-
sessments was twofold. First, it is almost impossible to prove—really
prove—a negative. Second, the theory and evidence on which such
studies rely cannot be made fully intelligible to a nonphysicist. There-
fore, because of the apocalyptic consequences of a mistake, the studies
leave an outsider with a slight, but uneliminable, residual disquiet.

Some might argue that because even Martin Rees thinks the likeli-
hood of a strangelet catastrophe less than that of an asteroid collision
that would also extinguish the human race,122 we shouldn’t worry about
strangelets. That would be a poor argument, however, because the risks
are, roughly, additive. In the formula (1 � p)n, when p is very small the
difference between (1 � p)n and (1 � np) is also very small (notice how
if p goes to zero, both expressions equal 1) unless n is immense (pro-
vided p is greater than zero, however slightly). Suppose that instead of
being small, p were .33 and the question were the probability of sur-
viving three disasters of that probability. If the probabilities of the
events were additive, the survival probability would be only 1 percent.
But when the formula is applied, the survival probability soars: (1 �
.33)3 � .3. It would soar much higher if p were small. (As in my other
examples, independent probabilities are assumed.)

If (to use unrealistically large numbers for clarity) the risk next year
of an asteroid collision that destroys the human race is .0001 and of a
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strangelet catastrophe .00005, the probability that there will be no as-
teroid collision is .9999 but the probability that there will be neither an
asteroid collision nor a strangelet catastrophe—the probability com-
puted by multiplying 1 � .0001 by 1 � .00005—is .99985005. The dif-
ference between these probabilities is only infinitesimally smaller than
the probability of the strangelet catastrophe (.00004995 versus .00005).
(The difference would be even smaller if realistically smaller probabil-
ities of these disasters were used.) If a catastrophe having a probability
of .00005 is worth preventing, so is one that is one ten-thousandth of
that probability. The fact that prevention would be wasted if an aster-
oid of dinosaur-slaying dimensions hit first is a weak argument against
prevention because the probability of such a hit is so small.

What is most remarkable about the handling of the RHIC contro-
versy in this age of regulation—many believe, of overregulation—is
that there is no regulatory review of the safety of Brookhaven’s accel-
erator experiments. This may be because it is a government facility.
Whatever the reason, although Brookhaven’s staff makes safety assess-
ments and issues safety directives, they are concerned with such things
as fire and radiation hazards and ignore catastrophic risks. The RHIC
risk assessment was ad hoc and informal rather than being a stage in
a systematic safety evaluation.

And here is a good place to remind the reader that the catastrophic
risks posed by current technology are only part of the catastrophic-risk
problem. We shall almost certainly survive another six years of RHIC,
and the Large Hadron Collider as well, but what is next? Many scien-
tists are unsure about the future direction of such research.123 And re-
member RHIC–II, which Brookhaven hopes to begin operating in 2010
and which will have 40 times the luminosity of RHIC. One hopes that
before a decision is made on the funding request, the proposed up-
grade will be subjected to a careful cost-benefit analysis by neutral ex-
perts. At this writing, there is no indication that it will be.

Summary

Let me try to summarize this rather complex chapter by offering my
“bottom line” (necessarily tentative) on whether the catastrophic

risks are really worth attending to by American and world policy mak-
ers or should be left to the science-fiction writers. Cost-benefit analy-
sis is invaluable in cutting through the psychological and political fogs
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that surround and obscure the terrifying possibilities that I canvassed
in the first chapter, but there are a host of obstacles to applying the
conventional techniques of cost-benefit analysis to the catastrophic risks.
The present chapter has been an inquiry into what can be done to
overcome the obstacles. Enough, I think, to allow me to say, with some
approach to objectivity, that the probable costs of the catastrophic
risks, when compared with the probable costs of efforts to minimize
them, indicate that we are not doing enough. The most dramatic ex-
ample is the risk of a strangelet disaster. Although that risk is probably
low enough to make the expected cost of such a disaster smaller than
that of the other catastrophic risks, the costs of reducing the risk, for
instance by terminating experiments in RHIC involving heavy-ion col-
lisions or delaying the opening of the LHC or RHIC–II by a few years,
may well be negative. If so, the risk, however small, simply is not
worth running.

It is equally clear, I think, that greater investment in the detection
and prevention of asteroid collisions would be cost justified. For we
know a great deal not only about the costs, which seem modest, but
also about the benefits, which seem great. The benefits are the costs
of the collisions that defensive measures would prevent, discounted by
the probabilities—which we know, at least within a range—that col-
lisions of specified destructive force will occur unless defensive mea-
sures are taken.

The case for doing more than we are doing to arrest global warm-
ing—at present our total effort consists of an annual investment of
some $2 billion, in research—is also compelling, once the focus is
placed on abrupt global warming. (If the only risk were gradual global
warming, the case for taking preventive action now would be greatly
weakened.) We do not know what the risk is, but we know that it ex-
ists, that it is growing, that it can be checked by means of a system of
emissions taxes (plus modest subsidies for research on climate science
and carbon-sequestration techniques) less ambitious that envisaged
by the drafters of the Kyoto Protocol, and that the system would have
the collateral advantage, which would reduce its net cost, of being an
efficient method of revenue raising until such time as its technology-
forcing effects brought about a dramatic decline in emissions of green-
house gases.

When we turn to the risks of catastrophic bioterrorism and cata-
strophic loss of biodiversity (which are related to each other), we en-
counter baffling questions about probability in the case of the former
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and about magnitude in the case of the latter. We cannot assess the
probability of terrorist attacks, and we cannot either measure the effect
of human activities on genetic diversity or assess the impact on human
welfare of losses (within a very broad range) of such diversity.

Because a biological attack could be an extinction event or close to
it, and because such an attack is, or will soon be, feasible, it behooves
us to give serious consideration to increasing our efforts at prevention.
We must be wary of throwing money at the problem, or in other words
of neglecting the difference between total and marginal costs. But we
shall see in the next chapter that additional measures may well be war-
ranted, although their costs, which have mainly to do with a possible
loss of civil liberties, are very difficult to assess. In the case of bio-
diversity loss, about all that can prudently be recommended at this time
is continued efforts to preserve specimens of species or varieties that
are verging on extinction and to conduct more research into the extent
and likely consequences of further declines in genetic diversity.

Chapter 1 discussed a number of catastrophic risks that I have not
attempted to subject to cost-benefit analysis, including nuclear terrorism,
runaway nanomachines, natural pandemics, and conquest by super-
intelligent robots. Careful assessment of the costs and benefits of re-
sponding to these risks remains a project for further research.
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4

How to reduce the 
catastrophic risks

Ihave said that the risk of catastrophe is growing because science and
technology are advancing at breakneck speed. Oddly, this is a source

of modest comfort. We do not know what the cumulative risk of dis-
aster is today, but we know that it will be greater several decades from
now, so there is time to prepare measures against the truly terrifying
dangers that loom ahead. But we must begin. And the formulation and
implementation of the necessary measures cannot be left to scientists,
as we know. The role of law and the social sciences is crucial. The law,
however, is making little contribution to the control of catastrophic
risks. Likewise the social sciences, with the partial exception of eco-
nomics, which has produced a significant scholarly literature on global
warming. The legal profession may even be increasing the probability
of catastrophe by exaggerating the cost to civil liberties of vigorous re-
sponses to threats of terrorism. Improvement in the response to cata-
strophic risks may require both institutional reforms and changes in
specific policies, procedures, and doctrines.
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Institutional reforms

Toward a scientifically literate legal profession

The legal system cannot deal effectively with scientifically and tech-
nologically difficult questions unless lawyers and judges—not all,

but more than at present—are comfortable with such questions. Com-
fortable not in the sense of knowing the answers to difficult scientific
questions or being able to engage in scientific reasoning, but in the sense
in which most antitrust lawyers today, few of whom are also economists,
are comfortable in dealing with the economic issues that arise in antitrust
cases. They know some economics, they work with economists, they
understand that economics drives many outcomes of antitrust litigation,
and as a result they can administer—not perfectly but satisfactorily—
an economically sophisticated system of antitrust law.1 Economics, how-
ever, although at least quasi-scientific in method and outlook, and in-
creasingly mathematized, is easier for lawyers and judges to get com-
fortable with than the natural sciences are. Because it plays an important
role in many fields of law, economics is taught in law schools, whether
in special courses on economic analysis of law or more commonly as
a component of substantive law courses, such as torts, antitrust, securi-
ties regulation, environmental law, and bankruptcy. It has been allowed
to play that role because of the considerable isomorphism (which I have
emphasized in my own work in economic analysis of law)2 between
law and economics. Much of law is intuitive economics.3 And although
economics has now moved far beyond the kind of simple verbal logic
one finds in legal analysis, the most important principles of economics
remain intuitive ones—such as the law of demand, cost as opportunity
forgone, and equilibrium—that can be described in words. Little of im-
portance in economics cannot be grasped by a person who knows
high-school algebra and geometry and basic calculus and statistics, and
even calculus and statistics may be dispensable. It isn’t asking too
much of modern law students to know that much; it is remarkable, and
deplorable, how many students at leading law schools are terrified of
high-school algebra. Yet they still manage to pick up at least the rudi-
ments of those parts of economics that bear importantly on law.

The characteristics that have enabled economics to be integrated
into legal education and practice are not found in the modern physi-
cal sciences (including computer science, a combination of mathemat-
ics and electrical engineering). The logic of the law may be econom-
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ics, but it is certainly not any of the physical sciences. Apart from the
lack of isomorphism between law and the physical sciences, the prin-
ciples of those sciences are less intuitive than those of economics. (An
exception is evolutionary biology, which, with its emphasis on compe-
tition, relative fitness, survivorship, and equilibrium, has a conceptual
structure similar to that of economics.) Economics deals with human
behavior, which is familiar, obviously, and lawyers can understand the
intuitive versions of economic principles even when the principles
themselves may have been derived from unrealistic premises by math-
wielding economists—such premises as, in models of perfect compe-
tition, an infinite number of sellers having identical cost functions sell-
ing an identical product to perfectly informed consumers. The modern
physical sciences concern phenomena of which ordinary people have
no intuitive sense whatsoever, such as cell processes, the carbon cycle,
and subatomic forces.

Economics, moreover, is a normative as well as a positive discipline,
whereas the physical sciences are exclusively positive disciplines, though
their findings, notably in human biology, may have normative rele-
vance. Economics furnishes grounds for criticism and reform and thus
can be employed in lawyers’ advocacy and judges’ decisions—which
brings me to the deepest gulf between the legal and scientific cultures.
The physical sciences are committed to a mode of inquiry in which
propositions are accepted only if they survive confrontation with ex-
perimental data. “The principle of science, the definition, almost, is the
following: The test of all knowledge is experiment. Experiment is the
sole judge of scientific ‘truth.’”4 The idea of subjecting a legal proposi-
tion to a decisive experiment—an experiment that might refute it—
horrifies the lawyer. His job is to win for his client. He cannot stake the
client’s all on the outcome of an experiment, when he might win his
case by a moving narrative, carefully coached witnesses, and withering
cross-examination designed to make even truthful testimony sound false.

Judges do not face the same pressure to make the worse appear the
better cause. But they come from the same legal culture, the culture of
advocacy and doctrinal manipulation. And when they are faced with
uncertainty about the correct outcome, as they often are, they don’t
have the luxury of deferring decision until their uncertainty can be dis-
pelled by patient study, however protracted. Instead they decide which
party has the burden of proof, and if uncertainty as to the correct out-
come persists, that party loses. And since the judge usually cannot de-
fend his decision by scientific proof, he too must use rhetoric to pro-
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vide a persuasive justification for the decision. In short, the lawyer’s
commitment is to his client, and the judge’s to the need to decide; nei-
ther can make truth his priority, let alone the truths that science reveals
by experimental methods.

A striking feature of law that is largely invisible to its practitioners
and to most outsiders as well is that it has (except perhaps where it has
embraced the economic approach) no theoretical core or empirical
methodology. Law is more like a language than a science. It is impor-
tant to know the rules of a language as codified in a grammar, lexicon,
and textbook, but that knowledge is only the first step in learning how
to use the language. From the standpoint of the practitioner law is not
only, or even mainly, a set of rules, but a knack for bending the rules,
for fitting them to goals. The rules are resources in much the same way
that the formal rules of a language are resources. All this is remote from
the physical sciences.

And here is a paradox: despite their much more powerful appara-
tus of inquiry, scientists are more tentative than lawyers. Scientists talk
more in terms of “theory” and “hypothesis” and “data” and “belief” than
of “fact” and “truth,” which are terms that pervade legal discourse. Ob-
viously there are many scientific facts and scientific truths, but they are
not the focus of interest. In Karl Popper’s influential theory of scientific
inquiry, the march of science is a process of error correction, and truth
its ever-receding goal. That way of thinking is alien to the legal pro-
fession. A lawyer says, “My client is innocent, and that’s the truth.”
More than a rhetoric of certitude is involved. Lawyers inhabit a plane
of inquiry where facts are salient, such as the date of an automobile
accident or the date the plaintiff filed his case. Even in this age of sci-
ence, their concern is mainly with the visible everyday world, the
world navigable by common sense.

For present purposes, the deepest difference between law (and
other social sciences) and the natural sciences may be that the orien-
tation of the former is toward action and of the latter toward knowl-
edge. That is one reason scientists cannot be entrusted with the de-
fense of the nation and the human race, whether it is defense against
the public enemy or (an overlapping category) against the catastrophic
risks with which this book is concerned. This is not a criticism of sci-
ence or scientists. To seekers after knowledge, measures of protection
against dangerous knowledge, such as knowledge of how to use gene
splicing to create a more lethal pathogen, are simply an impediment,
and the value of astronomical skills in crafting a defense against aster-
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oid collisions simply an irrelevance. Not that good scientists can’t be
hired to work on defense projects; think only of the Manhattan Project
(though the motives were more patriotic than pecuniary). But building
a bomb was not a scientific priority for atomic physicists.

These cultural and epistemic differences between law and science
to one side, it would be infeasible to require law students to demon-
strate competence in the physical sciences considered as a lump; those
sciences are too diverse to be considered a single field like econom-
ics. But it would be entirely feasible to require that a substantial frac-
tion of law students be able to demonstrate by the time they graduated
from law school a basic competence in college-level math and statis-
tics plus one science such as physics, chemistry, biology, computer sci-
ence, medicine, public health, or geophysics. Usually they would have
gained the required competence in college or graduate school before
coming to law school, but if not they would be eligible to obtain re-
medial instruction elsewhere in the university at the same time that
they were taking their law courses.

The goal would not be to channel scientifically literate law students
into the particular area of law to which they could most easily apply
their slice of scientific knowledge. It would be to assure that a non-
trivial number of lawyers were comfortable with scientific methods, at-
titudes, usages, and vocabulary. Having surmounted the cultural barri-
ers that separate law from the physical sciences, these lawyers would
constitute the pool from which government agencies, universities (es-
pecially law schools and schools of public policy), and think tanks
would recruit lawyers who could contribute to the regulation of cata-
strophic risks, as well as to the formulation of science policy, and the
management of scientific and technological activities, more generally.

The most dramatic way to attain this goal would be for one or more
of the elite law schools to announce that beginning in five years no
students shall be admitted who lack the scientific competence speci-
fied above and will not commit to obtaining the remedial instruction
necessary to equip them with the required competence by the time
they graduate from law school. A less dramatic though still effective
measure would be for law schools to give preference in admissions to
students having the specified scientific competence or willing to com-
mit to obtaining it.

The situation is not hopeless. According to statistics compiled by the
Law School Admission Council and summarized in Table 4.1, 11 per-
cent of students matriculating in the fall of 2002 at law schools ac-
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credited by the American Bar Association had majored in the natural
sciences, engineering, computer science, or health professions (the
boldfaced fields in the table). Almost half the natural-science majors
were biology or biochemistry.

Notice how similar are the statistics for the seven elite law schools
shown separately in the table, the only marked difference being the
higher percentage of computer-science majors at the elite schools. Of
minor interest is how few science majors Yale Law School attracts, con-
firming that school’s head-in-the-clouds image.

My impression (I cannot find data) is that students who have a back-
ground in physics, chemistry, biology, or engineering tend to go into
patent law, into copyright law if their background is computer science,
into environmental law if they have a background in ecology (or, some-
times, in biology), and into medical malpractice or mass-tort law if their
background is medicine or biology (the principal mass-tort cases have
involved health issues, such as the tobacco, bendectin, Agent Orange,
HIV, silicone-implant, and asbestos litigations), but otherwise to drop
science altogether—the last being, I suspect, the most common choice.
Apart from those science-friendly law school graduates who go into en-
vironmental law, where they might encounter issues of global warming
(an environmental problem if ever there was one) or biodiversity loss,
very few law school graduates are equipped or motivated to play a
constructive role in dealing with catastrophic risks as defined in this
book. Not that many are needed, barring a more ambitious expansion
of the legal regulation of such risks than can prudently be recom-
mended at this time; but more are needed than are available. This
scarcity reflects in part the lack of interest in catastrophic risks on the
part of law professors, few of whom have any interest in science. The
dearth of regulatory, legislative, and other law-related activity, particu-
larly court cases, concerning those risks is a factor as well. The Amer-
ican legal profession, especially its academic branch, is court-centric to
an obsessive degree. Phenomena that are not the stuff of litigation
rarely engage the professional interest of academic lawyers. Science
has great prestige in the larger society, none in the academic legal
community.

Table 4.2 reports the number of law teachers in different fields today
and a decade ago as recorded by the Association of American Law
Schools (AALS).5 Notice how the field of jurisprudence, a notably un-
progressive field, has grown almost as fast as law and science and is 6
times larger, while constitutional law, the most prestigious field of ac-
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Table 4.1. Majors of Entering Law Students

Columbia Harv. N.Y.U. Stanford U. Chi. U. Mich. Yale Seven-school Total
Total all schools

Social sciences/ 161 243 189 87 71 167 120 1,038 19,220
helping professions (41%) (44%) (44%) (48%) (37%) (41%) (62%) (44%) (42%)

Arts & humanities 103 119 121 38 45 110 52 588 10,088 
(26%) (22%) (28%) (21%) (23%) (27%) (27%) (25%) (22%)

Business & management 72 93 58 27 32 69 9 360 8,247
(18%) (17%) (14%) (15%) (16%) (17%) (5%) (15%) (18%)

Natural science 19 47 31 12 18 33 6 166 2,993
(5%) (8%) (7%) (7%) (9%) (8%) (3%) (7%) (7%)

Engineering 21 21 21 21 10 19 3 91 1,452
(5%) (4%) (2%) (4%) (5%) (5%) (2%) (4%) (3%)

Computer science 13 16 10 7 3 7 4 60 484
(3%) (3%) (2%) (4%) (2%) (2%) (2%) (3%) (1%)

Health professions 0 1 0 1 0 1 0 3 545
(0%) (0%) (0%) (1%) (0%) (0%) (0%) (0%) (1%)

Other/no major listed 5 13 9 1 15 0 1 44 2,963
(1%) (2%) (2%) (1%) (8%) (0%) (1%) (2%) (6%)

Note: “Helping professions” refers to such fields as guidance counseling, education, and social work.



ademic law and one as little touched as any (except perhaps jurispru-
dence) by the scientific culture, is 12 times larger. The rapid growth of
“law and economics” attests to the increasing receptivity of law to the
social sciences but is not matched by increased receptivity to the physi-
cal sciences. The growth in the number of law and science professors
has barely outpaced the growth in the number of professors of jurispru-
dence. Indeed, there is little perception of law and science as a sub-
field of legal studies. When several years ago I had occasion to list
those subfields, it did not occur to me to include law and science.6

And what exactly are the law and science professors doing? I in-
quired of a random sample of 30 of them for the titles of their three
most recent publications. Table 4.3 gives the breakdown of the 78
books and articles listed by the 26 professors who responded to my in-
quiry. (Actually, 27 responded, but one had just become an academic
and had no publications.)

The “nonscientific” category is a bit of a misnomer, as it includes ar-
ticles on the philosophy of science, which are not at the intersection
of law and science. The “forensic” category refers to the use of expert
scientific evidence. Of the 78 books and articles, only one deals with
bioterrorism and none with any other of the catastrophic risks. A fur-
ther straw in the wind is that almost all the articles in the promisingly
named online Yale Journal of Law and Technology are about either in-
tellectual property or computers (or both).

These tables provide further evidence that at present the legal pro-
fession has or at least is deploying few resources for contributing con-
structively to the management of the catastrophic risks. Especially the
academic branch of the profession—for the science and technology
section of the American Bar Association is the ABA’s fastest-growing
section, reflecting the increase in the number of scientific issues (pri-
marily, I imagine, computer related) arising in legal cases. I should also
mention the National Conference of Lawyers and Scientists,7 jointly
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1992–93 2002–03 Difference Percentage increase

Jurisprudence 658 808 150 22.80%

Law and economics 123 209 86 69.92%

Law and science 107 136 29 27.10%

Constitutional law 1452 1679 227 15.63%



sponsored by the ABA and the American Association for the Advance-
ment of Science (AAAS). The conference assists lawyers in finding and
working with scientific expert witnesses.

Like the academy, the judiciary is lagging badly. Only .2 percent of
federal district judges have a Ph.D. in any field and only .75 percent
have an M.S.—and M.S.’s are often awarded in nonscientific fields,
such as journalism. Among federal court of appeals judges the per-
centages are 1.6 percent and .4 percent.8

In light of these statistics, it is no surprise that little attention has
been paid to bridging the gap between law and science. But maybe
that’s as it should be. Maybe lawyers and judges and law professors,
even if more of them were comfortable with science, would have noth-
ing to contribute to the administration of science policy. But I doubt
that. Unless the regulation of science and technology is to be left en-
tirely to scientists and to the market, which would be perilous for the
reasons explained in previous chapters, there is a role for experts in
regulation. Not that lawyers are the only such experts. Cost-benefit
analysis is central to the management of the catastrophic risks and is
primarily the domain of economics rather than of law. But the in-
escapability of value judgments in cost-benefit analysis of the cata-
strophic risks, and the indispensability of neutrality in the conduct of
such analysis, open up, even in doing cost-benefit analysis, a poten-
tially important role for the legal profession.

At bottom, moreover, cost-benefit analysis is just a way of giving
some structure to instrumental (means-end) reasoning. There is a goal,
that of reducing catastrophic risks, and a need to decide what if any
resources to devote to attaining that goal, and the answer depends on
the value of the goal and of what has to be given up to attain it. What-
ever responses are picked out by cost-benefit analysis and run the po-
litical gauntlet successfully have then to be implemented, and the legal

How to reduce the catastrophic risks

207

Table 4.3. Recent Output of Law and Science Professors

Type of book or article Number Percentage

Forensic 16 21%

Intellectual property 14 18%

Biology and health 9 12%

Environmental 7 9%

Nonscientific 32 41%



system will inevitably be deeply involved at the implementation stage.
The next section of this chapter considers a pair of possible institu-
tional forms that might involve the legal profession more productively
than at present in responding to the catastrophic risks.

Against my proposal for the reform of legal education it can be ar-
gued that I am being retrograde—that the gulf between law and sci-
ence is the inevitable result of specialization and that specialization is
the royal road to efficiency. But if we accept that the gulf is unbridge-
able and that lawyers are condemned to be eternal scientific ignora-
muses, we shall be forced to confide the regulation of catastrophic
risks to scientists. And scientists, by virtue of the very specialization
that has made science the powerful tool of inquiry that it is, are not
competent to be regulators, quite apart from the conflicts of interest
that beset them when they are regulating activities that are the lifeblood
of their scientific careers. Few scientists have the time, the background,
or the inclination to master the alien methods of public policy. They
are oriented to the acquisition of scientific knowledge rather than to
defense against scientific and other dangers.

The Large-aperture Synoptic Survey Telescope (LSST) would as we
know be an ideal tool for identifying potentially hazardous near-earth
objects. The principal advocates of the project, however, are academic
astronomers who are interested not in near-earth objects, but in remote
galaxies. Their goal is knowledge, not safety. The distinction is not 
the familiar one between science (basic) and engineering (applied). The
skills and equipment required for a defense against asteroids are the
same as those required for doing pure astronomical research. The ques-
tion is not means but ends, and scientists and policy makers evaluate
the ends of scientific research differently.

Policing the intersection between law and science is a more natural
role for lawyers than for scientists to play—provided they are scientifi-
cally literate lawyers. Literate in the sense in which a good patent
lawyer is literate. Just as a good patent lawyer can ask probing ques-
tions of an expert scientific witness and not be blown away by a blast
of scientific jargon, so a good catastrophic-risk lawyer should be able
to ask probing questions of a biologist who declares that it is impos-
sible for a group of terrorists to fabricate and disseminate lethal patho-
gens or that any restriction of scientific publication would paralyze bio-
logical research.

These examples can help us see that the generalist-specialist dilemma
is a false one. Only against the background of expectations formed by
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the list of existing specializations does a catastrophic-risk lawyer ap-
pear to be a generalist. There is no reason why catastrophic-risk law
cannot evolve into its own interdisciplinary specialty, perhaps with sub-
specialties such as the legal control of bioterrorism. Economic analysis
of law, once a venture of economists into law and lawyers into eco-
nomics, is now a specialized interdisciplinary field of social science.

Not that the catastrophic risks necessarily supply the best organiz-
ing principle for the requisite specialization. There may be better joints
at which to carve. For example, the relation between epidemiology in
general and bioterrorism in particular is very close, and so one can
imagine the emergence of a legal specialty in the social control of in-
fectious disease. Other possibilities that come to mind are law and sci-
entific terrorism, law and climate science, law and ecology, and law
and physics. Such a pattern of specialization would resemble the divi-
sion of the philosophy of science into subspecialties such as the phi-
losophy of quantum theory and the philosophy of evolutionary biol-
ogy. This book is a generalist work, but it is also a menu of specialized
research.

A science court?

Suppose a safety board within the Department of Energy had ruled
that RHIC was too dangerous to be permitted to operate. The rul-

ing would have required the application of a legal standard to facts,
and lawyers would doubtless have been involved in both the formu-
lation and the application of the standard. But I want to focus on the
next stage, which would be Brookhaven’s appeal to a court to reverse
the department’s decision. (All this is hypothetical. There is no judicial
review of safety determinations made by the Department of Energy be-
cause, as I said, the department does not make safety determinations
regarding accelerator experiments.) Since Brookhaven is owned by the
Department of Energy, it probably would not be allowed to litigate
against it, but let me wave that issue aside and assume it would be. Its
appeal of the safety board’s decision would go to a federal court of ap-
peals having a general jurisdiction and composed of generalist judges,
few if any of whom would have a scientific background. So one ques-
tion to consider is whether such appeals should go instead to a “sci-
ence court,” a court of specialists composed of lawyers with a sub-
stantial background in one of the physical sciences.9

The idea of a science court has been kicking around for many years,
but has gotten nowhere.10 The original proposal11 had the bizarre fea-
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ture of casting scientists in the roles—those of judges and advocates—
ordinarily occupied by lawyers. They are not roles that scientists are
accustomed to play, and giving the roles to scientists would merely
underscore the cultural differences between them and lawyers.12

The only precedent known to me for an appellate court of science
is the United States Court of Appeals for the Federal Circuit, which has
exclusive jurisdiction of appeals in patent-infringement and other patent
cases. Two decades of experience with this court have not yielded
convincing evidence that it is doing a better job with patent cases than
the generalist federal appeals courts did before the federal circuit was
created.13 But the experience is not decisive on the question whether
to create a science court, if only because the federal circuit’s jurisdic-
tion is not limited to patent cases. The rest consists mainly of cases in-
volving government contracts and employment disputes, which rarely
involve scientific issues. Reflecting the diversity of the court’s jurisdic-
tion, only a minority of the court’s judges have a patent-law background.
Yet the three-judge panels that decide appeals (except in the rare case
in which the court sits en banc, meaning that all the judges of the court
participate in the decision) are composed randomly, so that a patent
appeal may be decided by a panel that contains no judge who has even
the limited technical background that a patent lawyer would have. Yet
those judges who had pre-judicial patent experience have written most
of the court’s patent opinions,14 despite which, as I have said, the court’s
performance in the patent area has not been demonstrably superior to
that of the generalist courts that preceded it.

Notwithstanding the doubts engendered by the federal circuit’s per-
formance as a patent court, I would anticipate benefits from having cases
dense with scientific issues reviewed by judges who are comfortable
with such issues (which, by the way, not all patent lawyers are, espe-
cially those who litigate in court rather than preparing the actual patent
applications and moving them through the review process in the Patent
and Trademark Office). But there is a compelling practical objection to
an appellate science court, and that is the difficulty verging on impos-
sibility of configuring its jurisdiction intelligently. Whether its jurisdic-
tion were defined as embracing cases that involve scientific issues, or
(improbably) confined to cases that involve catastrophic risks, there
would be endless haggling over whether the jurisdictional triggers were
sufficiently important to the decision of a particular case to warrant
channeling the appeal to the science court. The range of cases that may
involve scientific issues is broad, encompassing environmental protec-
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tion, medical malpractice, disability benefits, products liability, energy
regulation, workplace safety, regulation of food and drugs, reproduc-
tive technology, and intellectual property in computer software and dig-
itized products generally (such as music CDs). It would be infeasible to
shunt all appeals in cases in these categories to a single court, impos-
sible to devise readily applicable criteria for separating the “important”
from the “unimportant,” and exceedingly difficult to devise clear and
readily applicable criteria for distinguishing catastrophic from subcata-
strophic risks so as to confine the court’s jurisdiction to the former—
and there wouldn’t be enough cases involving catastrophic risks to keep
a court occupied.

I have been discussing appeals because the federal circuit, the near-
est thing we have in the federal system (the significance of this quali-
fication will become apparent momentarily) to a science court, is an
appellate court and because my opening example was of a case that
originated in an executive agency, the Department of Energy, rather
than in a federal trial court, so that judicial intervention if any would
be appellate in character. A science trial court would present fewer dif-
ficulties of the sort discussed in the preceding paragraph than a science
appellate court would. There is a model for such a trial court in the
new (as of January 1, 2003) Maryland Business and Technology Case
Management Programs, which require each Maryland circuit court (a
trial court having a general jurisdiction) to designate three specially
trained judges for the business and technology track. Lawyers can re-
quest that their case be placed in that track; a court administrator de-
cides whether to grant the request.15

It is too early to evaluate the success of this experiment. But it is a
promising idea and one that federal district courts might well consider
emulating on an experimental basis, as they could do without new leg-
islation. Federal district judges could volunteer to take science-intensive
cases, lawyers could request that their case be placed on the science-
intensive track, and the chief judge of the court could decide whether
the case really belonged there. The problem of uncertain appellate ju-
risdiction would then be solvable; a special court, or (as at the trial
stage) perhaps volunteers from among the judges in the existing fed-
eral courts of appeals, would handle appeals from the cases that had
been shunted to the science track. This approach would avoid the
main objection that was made to the proposal of a science court: that
it envisaged scientists as lawyers and judges. A problem would remain
of what to do when only one of the parties to a litigation wanted to
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place the case on the science track. But that is secondary; the most se-
rious problem is that at present there probably are too few federal
judges who are scientifically literate to man the science track and thus
to preside over the kind of debate envisaged by Calogero.16 Hence the
importance of my proposals regarding legal education.

I have reservations, however, concerning the implications of dub-
bing any legal tribunal a science court. The antiscientific culture of the
legal profession is not just a matter of education or mindset; it is also
embedded in procedures, which in turn affect the legal mindset. For
good as well as bad reasons—the good having to do with the social
benefits of making legal rights and duties reasonably predictable—the
institutional as well as doctrinal structure of the law changes slowly.
The modern American trial is essentially an eighteenth-century cre-
ation, and it is poorly adapted to resolving disputes in which scientific
issues figure. The assignment of the adjudicative function to randomly
selected jurors and generalist judges is only part of the problem. An-
other part is the trial procedure itself, with its reliance on direct and
cross-examination as the main method of eliciting the facts of the case,
its premise that a trial is a contest and the judge’s role therefore an um-
pireal one, and the corollary that witnesses are adversarial and are
coached by the lawyers to maximize their contribution to “the team.”
What this all too frequently means in practice, in a case involving sci-
entific questions, is that the scientists who testify, having been hired by
the competing litigants and prepped by the lawyers for “their” side, will
on direct examination be reciting from a script prepared by a lawyer,
while on cross-examination they will be in a defensive posture, refus-
ing to make any concessions, giving nothing away. The rival scientific
expert witnesses won’t even be testifying in succession to each other,
because the plaintiff gets to present all his witnesses before the defen-
dant gets to present any witnesses. The trier of fact sees only one side
of each scientific dispute at a time; the scientific dispute is never brought
into sharp focus; the disputants never join issue clearly.

The procedure that I have outlined—the traditional Anglo-American
adversarial procedure mechanically applied to cases in which scientific
issues figure—is poorly calculated to elicit reliable scientific informa-
tion. The more the judge knows about science, the better the procedure
will work, but it will not work well. A better procedure, though difficult
to reconcile with traditional assumptions about the operation of Ameri-
can courts and requiring (by virtue of the Seventh Amendment to the
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U.S. Constitution) a constitutional amendment in order to eliminate or
curtail the use of juries in federal cases, would dispense with juries and
with the standard method of witness interrogation. It would instead have
the judge—who would be the sole trier of fact and would be expected
to have some minimum competence in the relevant science—sitting at
a round table with scientists selected by some neutral procedure (for
example by agreement between the parties or from lists maintained by
professional associations, such as the National Conference of Lawyers
and Scientists that I mentioned earlier) and discussing the scientific is-
sues in the case with them. The lawyers would be sitting in the back
of the room and could interject their own questions at appropriate
times.

Such an informal approach is more congenial to the continental Eu-
ropean (“inquisitorial”) than to the Anglo-American (“adversarial”) ad-
judicative tradition. (I call it “continental European,” but it has spread
to most of the world outside the Anglo-American sphere.) This pro-
vides a ray of hope. The institutional mechanisms for dealing with cata-
strophic risks are likely to be international, to a degree anyway, which
may force American lawyers to think hard about alternatives to con-
ventional American trial procedure. Europe (even including the United
Kingdom) and Japan also provide more numerous precedents for a sci-
ence court than anything in U.S. legal experience. The United King-
dom has a specialized patent trial court; Japan has court divisions that
specialize in intellectual property cases and are assisted by technical
advisors, while France delegates powers that in the United States are
exercised mostly by courts to “technocrats,” who are civil servants with
extensive scientific training. European and Japanese courts also use
more flexible procedures in technical cases than we do.17 These adap-
tations to modernity are easier to make in the continental system than
in our system, not only because of the differences between inquisitor-
ial and adversarial procedure but also because specialization is much
more common in foreign judiciaries than in our own. It is easier to cre-
ate and staff a science court—a court of specialists—when specialized
judging is already the norm.

A center for catastrophic-risk assessment and response

Another way to draw law and science together in responding to the
problem of catastrophic risks would be to establish a Center for

Catastrophic-Risk Assessment and Response. Such a center would pro-
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vide a meeting place for the different disciplines, primarily the various
physical sciences along with economics and law (also political science
and perhaps philosophy), that have contributions to make to dealing
with the problem of catastrophic risks. The center would not have to
be governmental; indeed it would probably work better as a consor-
tium of universities. One model might be the recently authorized Re-
gional Centers of Excellence for Biodefense and Emerging Infectious
Disease Research. These are federally funded university consortia whose
mission is “not only to increase quick response to terrorist attacks, but
also to develop drug treatments and vaccines against germs that can
be readily transported around the world and take hold in a community
within days.”18

A Center for Catastrophic-Risk Assessment and Response would
concentrate the intellectual resources upon which generalist courts (as
well as a federal science court or track, if one were to be created) could
draw when faced with cases involving the regulation of those risks.
Members of the center’s staff could appear as expert witnesses or be
appointed as ad hoc advisors to the judges. The center would also pro-
vide training for lawyers and scientists involved in the making or ad-
ministering of government science policy. Additional precedents are
such university centers as Harvard’s Belfer Center for Science and Inter-
national Affairs, M.I.T.’s Security Studies Program, and Stanford’s Cen-
ter for International Security and Cooperation. These are among the
organizations receiving grants from the Science, Technology, and Se-
curity Initiative of the John D. and Catherine T. MacArthur Foundation.
A related program, joint between the MacArthur Foundation and the
Carnegie Corporation—the U.S. State Department’s Thomas Jefferson
Science Foundation Program—will, as explained in an October 8,
2003, press release by the MacArthur Foundation, “annually bring five
tenured research scientists and engineers from the U.S. academic com-
munity into the State Department for one-year assignments in Wash-
ington, D.C., or at U.S. embassies and missions abroad.” This seems a
worthwhile step toward narrowing the culture gap between science
and policy.

The need for the kind of center I am proposing is underscored by
the sheer variety of analytic tools and policy instruments that are rele-
vant to dealing with the catastrophic risks. For example, population
policy may be critical to dealing with global warming and loss of bio-
diversity, police measures to dealing with nuclear and biological ter-

C A T A S T R O P H E

214



rorism, administrative law to regulating the safety of particle accelera-
tors, and foreign policy and international law to coping with all the
catastrophic risks because all are global. Difficult mathematical tech-
niques not discussed in this book, such as catastrophe theory and re-
liability theory, must be evaluated for their potential contribution to the
understanding and reduction of the catastrophic risks, as must prin-
ciples of judicial administration, methods of legal education, and tech-
niques of intelligence gathering and threat assessment. Civil-liberties
issues must also be considered. And all these things must be inte-
grated with the politics, the law, the psychology, the statistics, and the
economics of science policy and catastrophic risk. Managing the cata-
strophic risks is quintessentially an interdisciplinary challenge. There
would be plenty of work for such a center. Not least would be the
identification of catastrophic risks that I have not identified—I fear
there may be many.

Fiscal tools: a recap

In the last chapter I pointed out several methods of catastrophic-risk
response that would employ the tools of fiscal policy: taxation, trad-

able emissions limits, subsidies for R & D, and curtailing the subsidies
for high-energy particle physics. There is no need to repeat that dis-
cussion. But I do want to point out that fiscal tools appear to be the
best tools for dealing with global warming and the strangelet scenario,
the first by coupling an emissions tax with a subsidy for forms of car-
bon sequestration that confer public goods (such as removal of carbon
dioxide from the atmosphere, as distinct from preventing it from get-
ting into the atmosphere in the first place), the second by withholding
subsidy from RHIC-II in order to delay its opening for several years. Yet
even in these two cases, fiscal tools alone are not enough. I argued that
RHIC-like experimentation should be subjected to cost-benefit analysis
conducted by neutrals; and in the next section of this chapter I argue for
the creation of an international environmental protection agency to en-
force (among other treaty measures) a modified Kyoto Protocol.

Fiscal tools may have a role to play with respect to other catastrophic
risks as well. For example, there is a case for subsidizing research on
biodiversity depletion and a case for devoting a portion of the current
heavy federal subsidy for nanotechnology to defenses against the tech-
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nology’s getting out of hand with disastrous consequences. We should
continue subsidizing, quite possibly more generously than we are doing,
the destruction or sequestration of Russia’s abundant, scattered, and
perhaps poorly guarded fissile material.

Some hypothetical regulatory policies

With the institutional framework for dealing with catastrophic risks
largely nonexistent, the risks themselves understudied, and my

own expertise limited, it would be premature for me to attempt to offer
a laundry list of specific risk-reduction measures. But it is important to
recognize that such measures, not limited to the fiscal measures, are
feasible; they might supply the agenda of a center for catastrophic-
risk assessment and response. The examples that follow are deliberately
provocative, highly tentative, and intended for discussion rather than
for immediate action.

An international EPA

My first tentative suggestion is that the nations of the world create
an international environmental protection agency, presumably

under the aegis of the United Nations. The agency would enforce en-
vironmental norms created by treaty, such as the ban on chlorofluoro-
carbons that is designed to preserve the ozone layer in the stratosphere,
an improved version of the Kyoto Protocol,19 and limitations on over-
fishing and perhaps on depletion of biodiversity generally. There are
many environmental treaties20 but very little in the way of enforcement
machinery.21 The creation of an agency to enforce them would involve
a significant surrender of sovereign powers on the part of the nations
of the world—which is probably why there is no such agency. It would
also raise issues of political legitimacy. Democratic countries such as the
United States would be surrendering a part of their sovereignty to an
institution that, like the United Nations itself, lacks a democratic pedi-
gree.22 For while most countries pay lip service to democracy, only a
minority are actually functioning democracies.23 This is an objection to
our surrendering a part of our sovereignty to the UN.

But there may be no feasible alternative means of curbing highly de-
structive global negative externalities; and it has been a commonplace
since Thomas Hobbes wrote Leviathan that trading independence for
security can be a profitable swap. The disorder, the chaos, that he feared
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was civil war—disorder internal to a nation and requiring in his view
an all-powerful government. Today the greatest threats of chaos are
global, which requires us to rethink the assumption, powerfully em-
bedded in the psyche of the U.S. population (and of that of China and
many other countries as well), that the proper locus of strong sover-
eignty is national.

It is no accident that our Environmental Protection Agency has not
been authorized to classify carbon dioxide as a pollutant required to
be regulated under the Clean Air Act. Most of the benefits of regulat-
ing U.S. emissions of carbon dioxide would accrue to other nations,
except insofar as such regulation might reduce the likelihood of an
abrupt global warming that would produce a global catastrophe. Bar-
ring that possibility, such a regulation would be a classic case of the
conferral of external benefits, and American taxpayers, commuters, au-
tomobile manufacturers, and energy producers would all howl. Inter-
nationalizing emissions control would internalize the benefits of such
control, though imperfectly because the costs of global warming are
not uniform across the globe. When the focus of concern shifts from
gradual to abrupt global warming and from inducing substitution of
products made by processes that emit greenhouse gases to forcing
novel technological solutions to global warming, the need for inter-
national cooperation is lessened; unilateral national action can achieve
much. But not all.

Conservatives worry that international agencies place the United
States at the mercy of other nations, many of them unfriendly to the
United States. The worry probably is groundless.24 It may seem that be-
cause the United States is the world’s most powerful nation it has more
to lose than other nations from surrendering a part of its sovereignty
to an international organization—that it would be a Gulliver tied down
by Lilliputians. Hope for precisely this result motivates the support for
international organizations by many on the left, especially in Europe.
The hostility of the Bush administration to international organizations
may be a reaction to that hope; your ill-wishers’ hope is your fear. But
both the hope and the fear (the two being based on the same expecta-
tion) are exaggerated. As the world’s most powerful nation, the United
States tends to dominate international organizations, and, when it does
not, it ignores them with impunity. For example, because the Inter-
national Criminal Court would tend to inhibit the use of violence by
the United States, which as the world’s foremost policeman insists on
being allowed a broad latitude to threaten and if necessary use vio-

How to reduce the catastrophic risks

217



lence, we have refused to submit to the court’s jurisdiction. In contrast,
the Hobbesian trade involved in subjecting environmental policy to
international control might not be a painful and one-sided one for the
United States.

More troublesome is the exceedingly mixed record of international
agencies in general and United Nations agencies in particular. An ini-
tial research task, therefore, is to identify those agencies that have per-
formed badly and those that have performed well,25 with a view to
determining whether there is a realistic prospect that an international
environmental protection agency would be successful and how it might
be configured to maximize the chances of its succeeding. I don’t want
to prejudge the results of such a study. But I do want to draw attention
to one of the relevant advantages, distinct from internalizing global costs
and benefits, of regulating catastrophic risks by treaty rather than by
purely domestic legislation. Like a difficult-to-amend constitution,26 a
treaty is a technique for lengthening politicians’ time horizons,27 which,
as we know, are particularly short in relation to the catastrophic risks.
When the stars are aligned just right, a politician may see a political
advantage in the adoption of regulatory controls over a risk that is not
likely to materialize before his term of office expires. If he can get the
controls adopted by means of a treaty (perhaps in the form of an inter-
national convention, like the biological-warfare convention of 1972), this
will tend to bind his successors. Only loosely, to be sure, because a
treaty can be rescinded more easily than the federal Constitution can be
amended. (The president may be able to rescind it unilaterally, though
the Supreme Court has never decided this question.) Still, the United
States is somewhat reluctant to abandon or violate its treaties. This re-
luctance is an argument for trying to deal with the catastrophic risks,
in part anyway, by treaty or international convention.

An international bioweaponry agency?

There might appear to be an even stronger argument for conferring
legal authority on the World Health Organization to enforce world-

wide security against the development of bioweaponry, since, after all,
the WHO already exists. Actually the argument is weaker than the ar-
gument for an international EPA, mainly because of the tension be-
tween a health agency and a police agency. The dual-use character of
biotech research makes that tension acute. Access to lethal pathogens
for conducting experiments in recombinant DNA, and the publication
of the results of such experiments with a level of detail enabling the
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experiments to be replicated, are at once risk factors for bioterrorism
and key steps in defending against epidemics, whether natural or man-
made. A health agency would be particularly reluctant, therefore, to
curtail or conceal such experimentation.

A police agency, perhaps a greatly strengthened Interpol (Interpol’s
annual budget is less than $50 million), is needed to deal with bio-
terrorism, precisely because it is a police problem as well as a scientific
and medical one.28 International cooperation is required in the inves-
tigation and apprehension not only of bioterrorists but also of innocent
scientists who by failing to observe security precautions may become
unwitting accomplices of bioterrorists. A great many countries are ac-
tive in gene-splicing research, and, as I explained in chapter 2, unilat-
eral regulation of dual-use biotechnology, even by the world’s leader
in biotechnological research, which is the United States, would be of
limited efficacy. Some countries, such as the United States, the United
Kingdom, and Japan, have imposed controls designed to prevent bio-
technology from being used to create bioweaponry. But there are no
uniform safety standards in biotechnical research, development, and
production, no international regime for monitoring or enforcing com-
pliance with such standards, and a growing number of Third World
countries engaged in biotech research that has weapon possibilities.

The current U.S. practice regarding the international control of bio-
terrorism is to counsel nations on how to strengthen their controls over
access to and research on lethal pathogens and toxins and to encour-
age them to adopt the strengthened controls. No doubt there are also
covert activities by both U.S. and foreign security services aimed at de-
tecting and disrupting terrorist plans to acquire biological weaponry.
These efforts could probably be enhanced uncontroversially and at
low cost by giving Interpol a modest capability for investigating and
exchanging information relevant to detecting and apprehending bio-
terrorists. But police and intelligence officers are not enough, just as they
are not enough to prevent nuclear proliferation. An agency is needed
that will reduce the risk of bioterrorism not by detecting and appre-
hending bioterrorists (the task of police, customs, and intelligence 
services), guarding facilities in which lethal pathogens are stored, con-
ducting background investigations of persons having or seeking access
to such facilities, or developing and administering vaccines and treat-
ments (the World Health Organization and the Centers for Disease
Control, for example), but instead by establishing, and verifying com-
pliance with, standards for (1) securing such facilities, (2) denying
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access by dangerous people to lethal pathogens and to the training,
facilities, and knowledge required to create bioweaponry, and (3) reg-
ulating the publication of research involving such substances.

This is provided that such an agency would be effective as a stan-
dard-setter and monitor. Were it ineffective in these respects, it would
be worse than useless because it would deflect resources from alter-
native methods of preventing bioterrorism and might lull the world
into thinking that the problem was under control when it was not. The
International Atomic Energy Agency, the major mission of which is
preventing nuclear proliferation, would be the natural template for an
international bioterrorism agency—and it has been much criticized.
Not only for its failures to detect nuclear-weapons programs, but also
and more fundamentally for using a carrot-and-stick approach whereby
to induce cooperation the agency offers nations assistance with civil
nuclear energy projects in exchange for the nations’ abandoning efforts
to become nuclear powers. Because civilian and military nuclear tech-
nologies are similar, the IAEA’s assistance with civilian technologies
makes it easier for recipients of the assistance to manufacture nuclear
weapons, though this concern may be exaggerated.29 Adoption of the
carrot-and-stick approach by an international bioterrorism agency would
be at once tempting, because nations have to be given an inducement
to surrender sovereignty unless it is feasible to coerce them, and po-
tentially disastrous, because the beneficial and the destructive bio-
engineering technologies are not merely similar but identical.

The argument for giving enforcement powers to an international or-
ganization may seem weaker in the case of bioterrorism than in the
case of global warming and other environmental threats, for two rea-
sons: the threat of bioterrorism is immediate and has galvanized our
politicians into action despite their limited terms of office; and the threat
is more nearly (though not completely) symmetrical across countries.
Symmetrical threats invite voluntary international cooperation, while
asymmetrical threats may require coercion or compensation to induce
cooperation. But these considerations are overwhelmed by the magni-
tude of the bioterrorist threat and the limited institutional and other re-
sources for controlling it in a number of the countries in which bio-
logical weapons might be produced. Unless the international biotech
industry is tightly regulated, efforts by individual countries such as the
United States to rein in their own biotech research may be fruitless, their
principal effect being to drive such research abroad. And as I explained
earlier, the United States need not fear that it would be surrendering a
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vital component of national sovereignty by joining an international or-
ganization for the regulation of biotechnology.

All this is not to gainsay the well-documented failures, political defor-
mities, unintended adverse consequences, wastefulness, and economic
perversity of much government regulation. But these are merely costs
to be balanced against the benefits of regulation. If the catastrophic
risks are as serious as I fear they may be, and are manageable only by
some form of international regulation, the costs may be worth bearing.

Catastrophic-risk review of new projects

Congress should consider enacting a law that would require all sci-
entific research projects in specified areas, such as nanotechnol-

ogy and experimental high-energy physics, to be reviewed by a federal
catastrophic-risks assessment board and forbidden if the board found
that the project would create an undue risk to human survival. Other
technologically advanced nations would have to be brought around to
create similar boards, however, lest the effect of the legislation be merely
to divert high-risk projects overseas. In time the responsibility for assess-
ment might be given to a United Nations agency, such as the biotech
regulatory agency suggested in the preceding section.

At present our government is largely oblivious to catastrophic risks
as I am defining them, other than those created by the threat of nuclear
or biological terrorism. For example, the Environment, Safety, and Health
Division of the Department of Energy states that “hazards at [particle]
accelerators are magnitudes below those of nuclear reactors.”30 Yet as
the department owns both Brookhaven, with its RHIC, and Fermilab
and the Stanford Linear Accelerator Center, the other two major U.S.
research accelerators, it ought to be aware of the potential dangers.
Current federal policy toward asteroid collisions, global warming, bio-
diversity loss, and the other accidental doomsday dangers is, with the
exception of natural pandemics and the partial exception of global
warming, essentially one of ignoring them.

The need for safety regulation respecting catastrophic risks is occa-
sionally recognized. But concrete proposals are rare and when offered
disappointingly vague.31

Limiting science study by foreigners

My next example of a measure for reducing catastrophic risks is a
restriction on advanced study of science by foreigners. The re-

striction should not be absolute. But it is arguable—no stronger word
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is possible, and I present the counterargument below—that citizens of
foreign countries that are hostile to the United States, and citizens of
countries (mainly Muslim) in which a significant fraction of the popu-
lation is deeply hostile to the United States even if the government is
friendly, should not be admitted to advanced study of dangerous tech-
nologies, such as nuclear engineering, nanotechnology, molecular bi-
ology, computer science, and artificial intelligence. Other nations that
have programs in these areas would have to be induced to participate
in the ban (so again one can imagine a role for international organiza-
tions) because purely unilateral restrictions on scientific research and
training would probably be ineffective, certainly in the long run. For-
eign students denied admission to U.S. universities to study sensitive
scientific fields would go to universities in other countries to study
them unless those countries imposed comparable restrictions, and not
all would do so in the absence of an international regulatory regime
with sharp teeth. The United States is the world’s scientific leader, but
it has no monopoly on scientific knowledge or technical know-how,
especially the knowledge and know-how required for the creation of
catastrophically destructive biological weapons. The principal effect of
making it more difficult for foreigners to study science in the United
States may be to strengthen science in countries unwilling to engage
in careful screening of foreign scientists and science students.32

In the wake of the 9/11 terrorist attacks on the United States, for-
eigners’ opportunities to study science in our universities are already
being restricted—though only to a limited extent and only with respect
to study that involves access to specified lethal pathogens and toxins—
as part of a general tightening of standards for granting visas to foreign-
ers for travel and study in the United States.33 Even as so limited, the
denial to foreign students of access to the full range of study activities
available at the university that admitted them, on inherently specula-
tive grounds of national security, is anathema to universities for both
financial and ideological reasons, as we glimpsed in the discussion in
chapter 2 of the article by Barry Bloom. Broadened to the full range of
potentially dangerous technologies, such a restriction would damage
our foreign relations and weaken our science and our universities.

In light of these concerns it would probably be unsound as well as
unrealistic to expand the restriction beyond its current scope, which is
limited to the denial of access to the most dangerous pathogens and
toxins. Something to consider in the interest of further accommodating
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the universities’ concerns and minimizing the insult to foreign students,
as well as reducing the flow of information facilitative of bioterrorism,
is shifting research that requires access to dangerous substances to
classified facilities off campus. The model is Lincoln Labs (formally, the
M.I.T. Lincoln Laboratory), which, though owned by the Massachusetts
Institute of Technology, is a separate entity with its own technical staff,
which conducts classified research. Universities can retain ownership
of classified facilities, as M.I.T. has done, and foreign students do not
expect to have access to such facilities. As there are plenty of oppor-
tunities in the United States for studying biology and related fields that
do not require access to lethal pathogens or toxins, our universities are
unlikely to lose a great many foreign students by shifting that research
to facilities unavailable to them—and not to all foreign students but
only to whose who come from nations believed to sponsor, nourish,
or condone terrorism. 

Classifying sensitive biological research is not a costless solution to
the security problems created by such research, because classified re-
search doesn’t circulate as freely throughout the scientific community
as unclassified research does. If as I suggested in chapter 2 the best
theory of technological progress is modeled on the theory of natural
selection, then progress is optimized by free exchange of scientific
ideas among the broadest possible community of scientists. Such ex-
change maximizes the field of selection—the range of ideas from which
the best ones will be selected by a competitive process. (The more mu-
tants, the faster evolution proceeds.) The field of selection would be
narrowed if many qualified scientists were kept in the dark about the
latest developments and so were in effect expelled from the relevant
community. But trade-offs are inescapable. If a risk to the safety of the
nation and indeed of the entire world is great enough, some retarda-
tion in the rate of scientific progress may be a price worth paying for
reducing the risk. That is true even though in the case of biological re-
search such retardation may expose humanity to heightened danger
from natural pandemics. Natural pandemics, as we know, pose a smaller
risk of truly catastrophic consequences than bioterrorism utilizing the
latest bioengineering techniques does. And how great would the re-
tardation be, anyway? That question will not even be asked until the
existence of the trade-offs is acknowledged and analysts endeavor to
measure them. One would like to know, as bearing on the answer, such
things as whether progress in atomic physics has been significantly
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hampered by the fact that atomic research having military potential is
classified, though a difference is that what is mainly classified in the
atomic realm is engineering know-how rather than basic research.

But I repeat that unless the other scientifically progressive nations
of the world join the United States in limiting the access of potentially
hostile foreigners to lethal pathogens and toxins, our efforts in that regard
are likely to prove futile. The scientific community is international, and
there is almost complete mobility within it. That is one of the things
that make science so dangerous.

Police measures

This subsection and the next consider a variety of measures for re-
ducing catastrophic risk that have even more of a “police” flavor,

and will therefore be even more resented by members of the scientific
community and civil libertarians, than limiting the study opportunities
of foreign students. An example of such a measure would be screening,
for psychological traits or political beliefs that may predispose scien-
tists to use their knowledge in highly destructive ways, those scientists,
American as well as foreign, who are working on highly dangerous
technologies. Scientists involved in weapons programs are already
screened for loyalty, discretion, and basic psychological stability. But
that may not be enough; scientists exploring technologies that can be
used for destructive purposes are potential security risks even if they
were not hired to make weapons. We should not go to the extreme of
treating every citizen as a potential terrorist, and yet—to put the mat-
ter bluntly, at the risk of offense—it might be prudent to treat thou-
sands of American scientists and technicians as potential terrorists, in
much the same way that all airline passengers are treated as potential
terrorists.

Although the threat of bioterrorism is recognized and measures to
combat it are being taken, they mostly are passive, such as improving
early detection of incipient epidemics and developing vaccines and
cures.34 But as we have just seen,35 some attention is being paid to po-
lice measures for heading off bioattacks in the first place, as distinct
from measures for merely minimizing their severity.36

In evaluating police measures, we must distinguish between ex post
and ex ante regulation.37 In general, the law—both tort law and crimi-
nal law—relies on the threat of punishment or of other sanctions, such
as damages judgments in tort cases, to deter harmful conduct. From an
economic standpoint the imposition of a sanction ex post as distinct
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from the ex ante threat to impose the sanction has no curative effect,
even if it takes the form of restoring to the victim what the defendant
took from him. The economic damage, which is the diminution in the
total value of society’s goods and services, tangible and intangible, will
have occurred when the defendant incurred costs to commit the harm-
ful act and, at the same time, the victim suffered injury or incurred costs
to resist the defendant’s aggression. The injury can be compensated,
and perhaps rendered temporary by treatment, but it cannot be un-
done completely even when compensation is full.

Suppose a burglar breaks a window to get into a house and steals
$100 that he finds there. He is caught and forced to return the $100 to
the owner of the house and in addition to reimburse the owner for the
$20 cost of replacing the window. Although compensation is complete,
the total value of goods and services will have been irrevocably di-
minished by one window. This is apart from other unrecoverable costs,
such as police and judicial costs, burglary tools and alarms, and the
loss of the value of the output that the burglar would have produced
had he devoted his time to productive labor rather than to stealing. The
imposition of the sanction (restitution, in the example) means that de-
terrence, which would have averted the costs created by the burglary,
has failed. The only economic function of that imposition, therefore,
unless it takes a form such as imprisonment or capital punishment that
prevents the defendant from committing further bad acts either for a
period of time or forever, or unless the emotional satisfaction associ-
ated with retribution is deemed an economic value, is to maintain the
credibility of the threat to impose the sanction on other wrongdoers in
the future. That credibility is the condition of effective deterrence.

The threat of punishment cannot be relied upon to prevent bio-
terrorism, at least on the scale at which bioterrorism creates catastrophic
harm. That is why in the last chapter I derided the idea of using inter-
national criminal law to prevent such terrorism. Someone bent on de-
struction on the scale with which this book is concerned is unlikely to
be deterrable by the threat of sanctions. Not that sanctions have no
place in a program to combat bioterrorism. They may be effective
against some would-be terrorists and even more so against their ac-
complices. Indeed, the net of criminal liability should be cast wide
enough to catch the suppliers of pathogens and toxins to unauthorized
users. The suppliers might also be amenable to tort sanctions. Either
way they are deterrable. Even reprisals against family members of ter-
rorists, and other forms of collective punishment, although distasteful,
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should be considered, though obviously they would be ineffectual
against someone intending, or willing to risk, the destruction of the en-
tire human race.

When a system of punishment after the fact will be largely ineffec-
tual because of the size of the harm, the difficulty of tracing causation,
the number of victims, the difficulty of quantifying the harm or appor-
tioning it among the victims, or—the particular concern here—the
unresponsiveness of the potential wrongdoer to the incentives that the
sanctions imposed pursuant to tort law and criminal law create, the law
adds to the usual ex post sanctions regulatory measures designed to
prevent the wrongful act from being committed in the first place. It
shifts, in other words, from an exclusively deterrent strategy to a mixed
deterrent-prophylactic strategy. That is why recidivists, who may by their
repeated criminal acts have demonstrated that they are undeterrable,
are given long prison terms anyway. This is done not to deter them but
to prevent their committing further crimes for a period of time mea-
sured by the duration of their confinement.

Minimizing the threat of bioterrorism is likely to require a heavy
dose of prophylactic measures, possibly including some curtailment of
the civil liberties to which Americans have grown accustomed.38 Al-
ready the immigration authorities are operating a Student and Exchange
Visitor Information System designed to keep track of foreigners study-
ing in the United States.39 The Public Health Security and Bioterrorism
Preparedness and Response Act of 2002, in further response to con-
cerns created by the 9/11 attacks and the anthrax mailings that fol-
lowed quickly upon them and killed five persons, directs the FBI to
conduct background investigations of scientists and others who have
access to items on a list of pathogens and toxins and requires these
persons to register with the Department of Health and Human Ser-
vices.40 And the USA PATRIOT Act forbids access to the listed items
(“select agents,” they are called) by drug abusers, the insane, illegal
aliens, felons, fugitives from justice, persons who have been dishon-
orably discharged from the U.S. armed forces, and—the particular con-
cern of Barry Bloom—“an alien who is a national of a country that is
currently designated by the Secretary of State as a supporter of terror-
ism.”41 Currently 25 countries are so designated.42

Preventive as distinct from merely punitive measures for dealing
with wrongful conduct trouble civil libertarians because of the reach
and scope of such measures. It is one thing to punish someone who
has been proved beyond a reasonable doubt to have committed a
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crime; barring the occasional mistaken conviction, the likelihood of
which is diminished by the requirement of proof of guilt beyond a rea-
sonable doubt, the sanction will be confined to criminals. Preventive
measures sweep more broadly, though usually more gently as well. Just
think of the number of government employees—including, by the way,
federal judges—and employees of federal contractors, who undergo
background investigations without believing that their liberty or privacy
is being seriously compromised. In principle, though, preventive mea-
sures could be as severe as punitive ones, as where persons detained
on suspicion are held in a jail or other detention facility indefinitely,
without trial or even without formal charges being lodged against them
and without access to a judge via habeas corpus.

From the standpoint of this book, the most important question con-
cerning draconian preventive measures is whether reducing civil liberties
should be part of law’s contribution to the struggle against catastrophic
forms of terrorism, principally bioterrorism and nuclear terrorism. Re-
member the Australian mousepox experiment? The editors of the Jour-
nal of Virology had qualms about publishing the article describing the
experiment. But eventually of course they decided to publish it, “ma-
terials and methods” section and all. Their decision has been defended
by a committee of (our) National Research Council on the ground that
the article contained few surprises, the biggest being that even vacci-
nated mice were killed; and that anyway “it was important to publicize
that this strategy could overcome vaccination because it alerted the sci-
entific community to such a possibility, occurring either intentionally
or spontaneously.”43 Maybe so; and the committee may also be correct
that the sheer scale of biological research and the large number of bi-
ology journals may make effective controls over the publication of such
articles infeasible,44 a question I return to in the next section of this
chapter. At least the committee did not invoke bromides about free
speech. It summarized noncommittally the police measures that I listed
earlier for combating bioterrorism. But we know that many scientists
would like to see them relaxed, and the committee did not recommend
that they be extended.

Only two of the committee’s 18 members were lawyers, and this may
explain why it didn’t recommend a rollback of existing security mea-
sures. Many lawyers, other than prosecutors, think it their role to de-
fend civil liberties against all comers on the ground that law’s function
is to limit the control of antisocial behavior rather than to promote or
facilitate such control. This may be why environmental lawyers, though
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concerned about genetically modified crops, have not, to my knowl-
edge, expressed concern about bioterrorism, the most ominous form
of which depends on the same technology (recombinant DNA). Bio-
terrorism is a problem of security, and most lawyers conceive of their
role in relation to security to be an oppositional one.45 That is a mis-
conception of the law’s social role, and indeed a symptom, it seems to
me, of a warped legal culture. The social role of law has always in-
cluded the protection of person and property against private as well as
state invasions—how else to describe the enforcement of property
rights, or tort law’s provision of remedies against negligent or delib-
erate personal injuries? Environmental law itself is mainly concerned
with policing private actions. Law’s function of protecting society against
criminals and other predators, including terrorists aspiring to the pos-
session of weapons of mass destruction and suicidal scientists who
may want to take the world with them when they go, is as important
as law’s function of protecting society against its protectors (the police,
etc.). Call the first function security, and the second liberty. The set of
rights that we call “civil liberties” is then the point of balance between
security and liberty, with neither entitled to priority. When the threat
to security increases, the protection of civil liberties may properly be
reduced if that is the most effective way of meeting the threat.46

In economic terms, “after the 9/11 terrorist attack, society’s expecta-
tions of terrorism losses associated with any given level of civil liberties
changed dramatically. Perceived risks rose for any level of civil liber-
ties, and the marginal cost of civil liberties increased dramatically.”47

(The authors make no effort, however, to estimate the cost of reduc-
ing civil liberties.) In statistical terms, 9/11 altered the relative costs of
false positives and false negatives (type I and type II errors). A false
positive would be apprehending a person mistakenly suspected of
being a terrorist, a false negative failing to apprehend an actual terror-
ist. After 9/11 the ratio of these costs fell; the false negative was now
more costly to society, relative to the false positive, than had been the
case previously, because the aims and capabilities of terrorists were re-
vealed as more ominous than had been thought previously.

But this way of describing the balancing process that determines the
optimal level of civil liberties suggests a potentially important qualifi-
cation. Type I and type II errors in sampling can be reduced simulta-
neously by increasing the sample size. Similarly, both type I and type
II errors in applying police measures to terrorism can be reduced by
devoting greater resources to those measures, and overall social costs
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may be minimized by doing so. A roadblock is a cheaper method of
apprehending likely violators of the drug laws than a system that re-
quires individualized suspicion before a car can be inspected. But the
roadblock imposes inconvenience on innocent drivers and if that in-
convenience is weighted heavily enough the seemingly more costly
system may actually be cheaper from an overall social standpoint. To
put this differently, in a roadblock system innocent people are inputs
into criminal law enforcement, and there may be cheaper inputs.

This point deserves more consideration than it is receiving, as there
happens to be a very large pool of resources that could, were it not for
political obstacles, readily be diverted to police measures against ter-
rorism, and at little—and maybe actually at negative—social cost. I am
referring to the resources that the nation continues to pour into the war
on drugs. Because the drug trade is organized and clandestine, the
methods employed by law enforcement agencies against it (increas-
ingly with the aid of the military) are similar to those employed against
international terrorism. The resources, or many of them, that are being
used in the war on drugs could be reallocated to the war on inter-
national terrorism at modest costs in reorganization and retraining of
the personnel involved in the reallocation.48

The principal costs would not be those incident to the redeploy-
ment of resources (transition costs), but those resulting from increased
consumption of illegal drugs as a result of the reduction in the re-
sources devoted to the enforcement of the drug laws. Those costs would
be greater the greater the diversion of effort from the drug war to the
terrorism war, yet at most might be slight or even negative, depending
on the value that society assigns, or should assign, to reducing the con-
sumption of those drugs. This is not the place to attempt a cost-benefit
analysis of the war on drugs. Suffice it to say that throwing hundreds
of thousands of people into prison, inciting gang warfare, and compli-
cating our foreign relations—all in order just to raise somewhat the
price of an arbitrary subset of mind-altering substances—may well be
measures that cost more than they are worth. This is apart from the op-
portunity costs of the resources that the measures consume—which is
to say the value the resources would have in other uses, specifically in
fighting terrorism.

Civil libertarians might be more effective in opposing any relaxation
of civil liberties to fight terrorism if they considered the sort of trade-
offs that I’ve been discussing. Instead they are wont to say such things
as that life would not be worth living if to combat terrorism we cur-
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tailed however minutely the civil liberties to which we have become
accustomed. Such hyperbole, the secular equivalent of religious fun-
damentalism and an echo of the right-wing 1950s slogan “better dead
than red,” which I found no more persuasive then than I find its left-
wing counterpart now, will not impress pragmatists. And speaking of
the 1950s, Americans had fewer liberties back then, before the Warren
Court hit its stride, but most Americans thought life quite worth living
nonetheless. To sacrifice some of our currently much enlarged liberty
for greater security against catastrophic terrorist attacks is a trade that
should not be rejected out of hand.

In wartime we tolerate all sorts of curtailments of our normal liber-
ties, whether in the form of conscription, censorship, disinformation, in-
trusive surveillance, or suspension of habeas corpus. A lawyer might
say that this is because war is a legal status that authorizes such cur-
tailments. But to a realist it is not war as such, but danger to the unusual
degree associated with war, that justifies the curtailments. The headlong
rush of science and technology has brought us to the point at which a
handful of terrorists may be more dangerous than an enemy nation be-
cause the terrorists (unlike an enemy nation) may be undeterrable,
may have both the desire and the ability to cause a global catastrophe,
and may be able to conceal not only their plans and their whereabouts
but their very existence from the world’s intelligence services.

The trading off of liberty against security is already implicit in the
law, which has more play in its joints than many civil libertarians will
acknowledge. Even the right of free speech—that touchstone of civil
libertarianism—is not absolute. Constitutionally permitted restrictions
of speech and other expressive activity abound. They include laws
against defamation, invasion of privacy, trespass, criminal solicitation,
the disclosure of trade secrets, child pornography, adult hard-core
pornography, false advertising, the disclosure of military secrets, advice
on committing violent acts, unauthorized publication of copyrighted
materials, publicizing sealed court records, hate speech, obscene ad-
vertisements, nude dancing, burning one’s draft-registration card, loud
soundtrucks, parading without a permit, unlimited donations to po-
litical campaigns, and indecent speech on radio and television. The
Supreme Court has held that the government may prevent “the publi-
cation of the sailing dates of transports or the number and location of
troops” in time of war.49 Progressive magazine once was enjoined from
publishing an article that contained classified information about the de-
sign of the hydrogen bomb;50 the scientific character of the informa-

C A T A S T R O P H E

230



tion did not immunize it from regulation. More recently the publisher
of Hit Man: A Technical Manual for Independent Contractors was held
liable in damages, over the publisher’s First Amendment objections, to
the family of a man murdered by a hit man who had followed the in-
structions in the book.51 These cases, especially the last, are persuasive
legal authority for suppressing the publication of recipes for creating
bioweapons. Many perpetrators of past biological attacks “relied on
widely available medical and scientific publications. In a considerable
number of cases, perpetrators have also used ‘how-to’ manuals, in-
cluding The Poisoner’s Handbook and Silent Death.”52 The publication
of such manuals is not privileged by the First Amendment.

Of particular pertinence to this book is the long list of visa restric-
tions and export controls designed, albeit often ineptly, to restrict the
communication of scientific information to potential foreign enemies.
Under the International Trade in Arms Regulations,53 for example—a
prize example of an inept attempt to bottle up sensitive information—
“a foreign student could be prevented from working in a research labo-
ratory to learn about microprocessor development that has application
in high speed computation, but would have access to any information
on the subject found in the public domain, i.e., a scholarly journal.”54

My point, however, is only that the restrictions that concern biologists
are merely an extension of existing restrictions to an area of science
that poses a growing threat to public safety.

The issue presented by such restrictions is not their constitutional-
ity but, as just suggested, their efficacy. The methods and materials for
making bioweapons have been so widely publicized that it may be fu-
tile to suppress the further dissemination of research findings that
could facilitate the creation of new, more potent bioweapons. That is
not certain,55 however, although undoubtedly it is late in the day; the
lawsuit against the Progressive became moot when the article was pub-
lished elsewhere.56 Not all terrorists and potential terrorists have ready
access to the Journal of Virology or even the New York Times. And sci-
ence is bound to come up with more deadly pathogens, easier ways
to manufacture them, more efficacious means of dissemination, and
more ways to defeat vaccines, but also better means of defense. It is
arguable that the results of such research should be classified.

It is doubtful, moreover, that we should positively invite to our bio-
logical laboratories students from nations that sponsor or harbor ter-
rorism, on the theory, propounded to me in all seriousness by a dis-
tinguished biochemist, that they will remain in the United States, absorb
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American values, and cease to pose a danger to the nation. Many in-
dividuals admitted to the United States on student visas do remain in
the United States, but many do not; of foreign students who received
Ph.D.s from American universities in the period 1994–1995, 49 percent
were no longer in the United States in 1999.57 It is doubtful that all of
those who returned home had, by virtue of their sojourn in the United
States, become inoculated against rabid anti-Americanism.

Turning from censorship to surveillance, I note that the Fourth
Amendment prohibits searches, including wiretapping and other forms
of electronic surveillance, and seizures (including arrests), only if they
are “unreasonable.” The conventional lawyer’s view is that arrests and
searches, both physical and electronic, violate the Fourth Amendment
unless they are supported by probable cause (reasonable probability)
to believe that the person arrested has committed a crime or that the
search will turn up either contraband or evidence of crime, which can
then be lawfully seized. But the word “unreasonable” invites and in-
creasingly is receiving an interpretation that requires comparison of the
benefits with the costs of the search or seizure. For example, the less
costly the search is to the person searched, the less likely it is to be
found unreasonable. And because a brief stop of a suspect for mini-
mum questioning and a pat-down search is less intrusive than a full ar-
rest, such stops are permissible upon reasonable suspicion, a less de-
manding requirement than probable cause.58

Realistically, a stop is an arrest, and so the legal treatment of stops
shows that the requirement of probable cause to make an arrest or
conduct a search is not considered absolute even under existing law
(and law can change). This is also shown by the Foreign Intelligence
Surveillance Act.59 That statute, which long predates the 9/11 attacks,
authorizes electronic surveillance on the basis of less suspicion than is
required in ordinary criminal investigations, when the goal of the sur-
veillance is to obtain information about threats to national security
posed by a foreign state—or foreign terrorist group. The rationale for
the relaxed standard is that threats to national security are more dan-
gerous than those posed by ordinary criminals.

Generalizing from the FISA, we may say that if the cost of a search
or seizure to the person searched or seized is held constant, the level
of suspicion required to justify it should fall as the potential harm from
the conduct under investigation rises. If CS is the cost of the search 
(or seizure) to the person searched, P the probability that the cost will
turn up contraband or evidence of crime, and H the harm that the
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search will avert if successful, so that PH is the expected benefit of 
the search, the search should be allowed if CS < PH. Thus an increase
in H can offset a reduction in P and enable the inequality to be satis-
fied even though P is now smaller. As my court said in a pre-9/11 opin-
ion, “If the Indianapolis police had a credible tip that a car loaded with
dynamite and driven by an unidentified terrorist was en route to down-
town Indianapolis, they would not be violating the Constitution if they
blocked all the roads to the downtown area even though this would
amount to stopping thousands of drivers without suspecting any one
of them of criminal activity.”60 Agreeing, the Supreme Court remarked
that “the Fourth Amendment would almost certainly permit an appro-
priately tailored roadblock set up to thwart an imminent terrorist at-
tack.”61 And what I am concerned with in this book is not dynamite but
weapons of catastrophic potential, manufactured in laboratories indis-
tinguishable from those used to produce lawful drugs, easily con-
cealed, and wielded by fanatics who may be undeterrable by threat of
punishment.

The Foreign Intelligence Surveillance Act allows a curtailment of
civil liberties when there is merely a threat to national security. When
such a threat becomes actualized in a state of war, further curtailments
have traditionally been allowed. Enemy combatants are denied the
protection of the First and Fourth Amendments, for example. The rea-
son is not some magic in the word “war.” The reason is twofold: the
greater menace of war than of crime and the lack of regard that a na-
tion has for foreigners who are warring against it. These reasons apply
to international terrorist organizations such as Al Qaeda that are eager
to deploy weapons of mass destruction. Organizations of that charac-
ter are as dangerous as some of the foreign nations that we have warred
against. More to the point, a state of war justifies a nation in imposing
restrictions on its own citizens that would be excessive in a peacetime
setting. It is the same kind of rebalancing of safety and liberty that Con-
gress undertook in the FISA.

Against this doctrinal and historical background, the monitoring of
biologists and biological research facilities seems a minimum measure
and can readily be squared with constitutional norms. One reason that
many civil libertarians will not agree returns us to the opening section
of this chapter. The expertise of civil libertarians is in constitutional law,
a field innocent of science. The civil libertarian is not expected to know
anything about science. But his ignorance injects bias. If he can’t eval-
uate the threat of bioterrorism because evaluation requires a knowledge
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of biotechnology, he can’t balance the liberty interest and the security
interest. He is flying on one wing.

Extreme police measures

The measures discussed above, although offensive to doctrinaire
civil libertarians as well as to many biologists, stretch but do not

break constitutional norms. I think this is probably also true of the 
various innovations in law enforcement found in the USA PATRIOT
Act, only one of which (the limitation on access to lethal pathogens
and toxins) I have mentioned. The others include a relaxed standard
for eavesdropping on conversations between a criminal defendant and
his lawyer, the detention of noncitizens on secret charges, increased
power to monitor email traffic, easier access to certain private records,
and liberalized use of secret warrants. Taken together, the powers con-
ferred by the act are somewhat ominous, but relatively few people are
affected, and it would require a more free-wheeling use of the con-
ferred powers than yet attempted by the Department of Justice to re-
turn civil liberties to where they were in, say, the 1950s. I grew up in
the 1950s, in a left-wing family, and know all about the harassment to
which persons suspected of being communists or fellow-travelers were
subjected in that era. My mother lost her job as a New York public
school teacher because she refused to swear that she had never been
a member of the Communist Party. A number of my parents’ friends
also lost their jobs because of actual or suspected communist activities.

But the relatively mild measures authorized by the USA PATRIOT
Act, and the measures that I discussed in the preceding section of this
chapter, may not be adequate to deal with so great a threat as that of
bioterrorism or with such lesser but still enormous threats as that of a
suitcase nuclear bomb—perhaps a suitcase full of orange-sized nuclear
bombs (see chapter 1)—or a dirty bomb (a conventional bomb coated
with radioactive material). Understandably in the wake of 9/11, there
is growing interest in extreme police measures as a response to ex-
treme risks.62 These measures might include reprisals against family
members of bioterrorists (Israel punishes families of suicide bombers,
and Pakistan is beginning to punish tribes that fail to inform on mem-
bers of Al Qaeda) and also coercive interrogation, verging on or maybe
even crossing over into torture, of suspected terrorists believed to have
information concerning an impending attack; recently we have learned
that coercive interrogation, and worse, have been used against suspected
members of Al Qaeda, and others, as part of our global war against ter-
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rorism. The rationale for using coercion to extract information is obvi-
ous. The rationale for reprisals against family members is less so, but
there are grounds for such reprisals. Even would-be mass murderers
may be altruistic toward the members of their own family and if so may
be deterrable by the threat of punitive measures applied to their fam-
ily members, although this rationale fails in the case of a terrorist who
either has no family or intends or is prepared to destroy the entire
human race. A second ground of collective punishment is that the
threat of reprisals imparts an incentive to the members of the terrorist’s
family to try to prevent him from carrying out an attack. Family mem-
bers become auxiliary police. The analogy is to the common-law prin-
ciple of respondeat superior, which makes an employer strictly liable
for torts committed by his employees in the course of their employ-
ment (even for intentional torts, provided they are committed to fur-
ther, however misguidedly, the employer’s business), and by doing so
gives the employer an incentive to monitor his employees’ conduct.63

Forms of collective punishment far more severe than respondeat su-
perior are not alien to our traditions.64 The economic sanctions that we
imposed on Iraq between the 1991 and 2003 wars were a form of col-
lective punishment and caused many innocent people to die, as did
our bombing of German and Japanese cities in World War II.

Civil libertarians raise the following objections to resorting to torture
to extract information no matter how urgently the information is needed
in order to prevent a catastrophe. (They have similar objections to
other extreme measures, but I will confine my discussion to torture.)
The first is that torture, like slavery, is always and everywhere wrong.
Maybe so, but there are lesser and greater wrongs and most people
think that a lesser wrong should sometimes be committed to avoid a
greater one. “Fighting fire with fire” is an apt metaphor for the use of
torture when nothing else will avert catastrophe. And while “the end
justifies the means” is a dangerous slogan too, it is dangerous because
it ignores the possibility that the end does not justify the means. The
end may be a good one, yet not as valuable as the means are costly.
That is a danger that a balancing test, which compares the value of the
end with the cost of the means, avoids.

The second objection is that torture is an ineffectual method of in-
terrogation. This is not so much an objection, however, as a plea in
avoidance, since if it is true that torture is always ineffectual it will al-
ways flunk a cost-benefit test. Torture may well be a clumsy and in-
efficient method of interrogation, as well as a method that should be
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reserved for the gravest of emergencies because of its repulsiveness
and frequent inefficacy. Any doubts on this score have been dispelled
by the recent revelations concerning the interrogations by American
military and civilian personnel at Abu Ghraib prison in Iraq. But it is
unrealistic to suppose torture always and everywhere ineffectual; if it
were, one wouldn’t have to spend so much time debating it.

The insistence of civil libertarians that torture is ineffectual is of a
piece with their insistence that the threat of terrorism is exaggerated,
and what these insistences reflect is less insight or knowledge than a re-
luctance to confront difficult choices. Jeffrey Rosen intimates that be-
cause people often exaggerate risks, they must be exaggerating the risk
of future terrorist attacks.65 That is a non sequitur. It is especially difficult
to see how people can be exaggerating a risk too uncertain to be quan-
tified in even the loosest terms. How could one know whether the risk
was being exaggerated? Rosen has no idea; he is whistling in the dark.
He is not alone. When the distinguished scientific journal Nature un-
critically states that “some researchers fear that [research on defenses
against bioterrorism] will distort priorities in infectious-disease research,
sucking money away from work to understand and counter natural dis-
ease outbreaks that ultimately pose a greater threat to public health,”66

one has to ask—how do those researchers know that natural disease
outbreaks pose a greater threat to public health than bioterrorism does?
In fact nobody knows. In the same article, a Stanford University micro-
biologist is reported as arguing “that diseases such as influenza and other
respiratory-tract infections routinely kill more people than would die in
a bioterrorist attack.”67 Again, how does he know? Notice the lack of
qualification: not “would probably die,” or “might die,” but “would die.”
This is further evidence that the scientific community cannot be trusted
to formulate responsible policies regarding the catastrophic risks.

A separate question about the efficacy of torture is its incremental ef-
fectiveness, given that there are methods of interrogation that, though
coercive and even harsh—even cruel—do not rise to the level of “tor-
ture,”68 at least in an unambiguous sense of that word (an important
qualification, since the word has in fact no definite extension). It may be
enough to go near the borderline without having actually to cross it.69

Extracting accurate information is not the only motive for torture.
Other motives include extracting false confessions to otherwise un-
provable crimes (such as sorcery, for which a confession is likely to be
the only type of evidence that has any persuasive force), framing the
innocent, intimidating the population or particular subgroups, and sheer
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sadism. Given the existence of these despicable motives—which go
far to explain the abhorrence, and the terrible historical record, of the
practice (think of the Inquisition, and of Stalin’s show trials—and now
of Abu Ghraib)—it is conceivable that torture, though resorted to fre-
quently, is a completely inefficacious method of obtaining information.
But it is unlikely; the practice is too common, and there is evidence of
its efficacy. Alan Dershowitz cites a federal court opinion that ap-
proved a police officer’s choking a kidnapping suspect until the sus-
pect revealed where the kidnap victim was. Dershowitz also reports
the telling example of the Philippine authorities who in 1995 “tortured
a terrorist into disclosing information that may have foiled plots to as-
sassinate the pope and to crash eleven commercial airliners carrying
approximately four thousand passengers into the Pacific Ocean.”70 Al-
ternative methods of interrogation might not have worked in these
cases; in the first, there probably was no time. And Dershowitz asks:
“What moral principle could justify the death penalty for past individ-
ual murders and at the same time condemn nonlethal torture to pre-
vent future mass murders?”71

The third civil-libertarian objection to torture is that recourse to it so
degrades a society that it should be forsworn even if the death of many
innocents is certain to follow.72 That proposition can have little appeal
to common sense when the survival of the human race is at stake, as
it may be in the war against bioterrorism, and even when the stakes
are a good deal smaller. It is moral preening. And it is falsified by history.
In very recent times, France (in Algeria), the United Kingdom (in its
struggle with the Irish Republican Army), and Israel (in combating the
Palestinian uprising) have all used torture to extract information, and
yet none of these countries has “sunk . . . into barbarism.”73 The use of
quasi-torture in the form of the “third degree” to extract information
from criminal suspects was common in the United States throughout the
first half of the twentieth century and has cropped up occasionally
since, and the United States has not sunk into barbarism either. Torture
is uncivilized, but civilized nations are able to employ uncivilized
means, especially in situations of or closely resembling war, without
becoming uncivilized in the process. This may be especially true when
the torture is being administered by military personnel operating not
in their own country against a domestic enemy but overseas, against
foreign troops or terrorists. Inter armes silent leges. Nothing is more
common than the double standard of cruelty to one’s foreign enemies
and kindness to one’s fellow citizens.
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Fourth, and most interesting from the perspective of this book, is
the implicit argument of some civil libertarians that curtailing civil lib-
erties is itself a catastrophic risk. On this view, the fabric of civilized
society, like the fabric of the physical universe according to some sci-
entific theories (recall from chapter 1 the speculation that space may
be merely metastable and therefore vulnerable to a disastrous phase
transition), is delicate and easily rent, and vulnerable therefore to politi-
cal disasters fully comparable to natural ones. This is not impossible,
and so it should be a consideration included in a cost-benefit analysis
of extreme measures for combating bioterrorism. But civil libertarians
have not tried to estimate the costs associated with particular curtail-
ments, actual or proposed, of civil liberties. They have been content
with uttering extravagant denunciations of any measure, however lim-
ited, that cuts back on the current scope of these liberties. Maybe they
are science-shy and therefore incapable of evaluating the technologi-
cal dangers that might make a reduction in civil liberties beneficial to
society. Or maybe, like many environmentalists, they believe that the
battle for the values they cherish is half lost as soon as those values are
subjected to cost-benefit analysis.

Or maybe they just lack confidence that the result of cost-benefit
analysis would support their position. After all, given the history of civil
liberties in this country, it is highly unlikely that any measures for com-
bating terrorism that are under consideration threaten, whether singly
or in combination, to push the country to the brink of a meltdown of
liberty and democracy. Americans’ civil liberties were less extensive
during most of the nation’s history, including the Civil War, the two
world wars, and the Cold War, than they are today (even after the USA
PATRIOT Act and the other legislative and executive responses to 9/11)
and no catastrophic political consequences ensued. There must be some
room for curtailing the current, historically unprecedented extent of
those liberties without precipitating a political catastrophe. We are many
notches below the trigger point at which the slightest further curtail-
ment of civil liberties would precipitate political catastrophe.

Assuming that constitutional norms cannot be stretched by judicial
interpretation far enough to accommodate what I am calling extreme
measures, we must ask what the best institutional framework would be
for making the trade-off between constitutional rights and public safety.
There are two basic alternatives. The first would be a constitutional
amendment authorizing the president to suspend normal civil liberties
in “emergency” situations. Already the Constitution authorizes the sus-
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pension, though only by Congress,74 of habeas corpus in times of war
or rebellion; and the terms “war” and “rebellion” can be stretched, in
accordance with the dominant loose-construction approach to the Con-
stitution, to cover a situation in which a terrorist group or a deranged
scientist is suspected of being about to launch a biological attack. But
Congress might not be able to act in time; suspension of habeas cor-
pus would permit only detentions and not other extreme measures;
and extreme measures may be justified on the basis of activities that
while dangerous are insufficiently organized to be plausibly described
as acts of war or rebellion. When terrorists killed more Americans on
September 11, 2001, than had been killed by the Japanese at Pearl Har-
bor, was that war? It was not rebellion. A broader power to suspend
civil liberties, lodged in the president, might thus be necessary to en-
able measures necessary to prevent catastrophic risks from materializ-
ing to be carried out.

But how to define the occasions on which the exercise of such au-
thority would be proper? Catastrophic risks are risks of low or unknown
probability though cataclysmic potential. Should the mere existence of
such a risk give the president carte blanche to suspend civil liberties?
That would be an extreme position. But at the same time, when the
issue is how to define the occasions on which it is appropriate to sus-
pend civil liberties, the definition of catastrophic risk in this book is too
narrow. It would be unacceptable to have a rule that the president can
suspend civil liberties if such suspension is necessary to prevent the ex-
tinction of the human race, but not if it is necessary “merely” to prevent
the killing of a million Americans. But where to draw the line? And if
the line is left fuzzy, as it is bound to be, officials will be tempted to in-
vestigate its location by aggressive assertion of the suspension power.

A better alternative might be to give the president no legal author-
ity to suspend civil liberties, instead trusting to his doing so extralegally
should the occasion imperatively demand it. The fact that he would be
acting extralegally, as Lincoln frequently did during the Civil War,
would act as a brake on the irresponsible exercise of his power. So
would the fact that his subordinate officers who implemented a direc-
tive to disregard the constitutional rights of suspects could be sued and
made to pay damages to the persons whose rights they had violated.

Alan Dershowitz proposes “torture warrants”75 as a means of bring-
ing the use of torture under judicial control so as to minimize abuses.
It is unclear whether that would be the effect. The significance of war-
rants as a check on executive discretion is exaggerated. A warrant is

How to reduce the catastrophic risks

239



issued in an ex parte proceeding, and usually the police officer seek-
ing the warrant has a choice of judges or magistrates from whom to
seek it. So there isn’t much actual screening in most cases. And it is
probably inevitable that in national-security cases the judicial officers
authorized to issue such warrants will be chosen in part for their sen-
sitivity to security concerns. Moreover, the warrants and supporting af-
fidavits, as well as the judges’ reasons for granting the warrants, would
be likely to remain secret. The requirement of a warrant would make
the officers seeking authority to conduct coercive interrogations a little
more careful, but perhaps not much more truthful or candid given the
secrecy of the proceeding. The main effects of requiring a warrant in
cases of coercive interrogation might be to provide legal immunity for
the officers executing the warrants76 (the judges or magistrates who is-
sued the warrants would enjoy the usual absolute judicial immunity
from damages suits) and to whitewash questionable practices by mak-
ing people think there was firm judicial control over such interrogations.

Historically, warrants were feared because they gave searching and
arresting officers immunity from being sued for violating property
rights. Contrary to its modern interpretation, the Fourth Amendment
does not favor warrants. Rather, as is apparent from its text (“The right
of the people to be secure in their persons, houses, papers, and effects,
against unreasonable searches and seizures, shall not be violated, and
no Warrants shall issue, but upon probable cause, supported by Oath
or affirmation, and particularly describing the place to be searched,
and the persons or things to be seized”), it disfavors them. It limits their
use by authorizing them only upon probable cause and particular de-
scription of the place to be searched (or the person or thing to be
seized), whereas searches and seizures not made pursuant to warrant
are allowed as long as they are not “unreasonable,” a word that the
amendment does not define.

Moreover, to amplify an earlier point, if legal rules are promulgated
that permit torture in (though only in) defined circumstances, officials
will want to explore the outer bounds of the permission; and the prac-
tice of torture, once it was thus regularized by judicial demarcation of
those bounds, would be likely to become regular within them, ceasing
to be an exceptional practice and setting the stage for further exten-
sions. It is a valid worry of civil libertarians that once one starts down
the balancing path, the protection of civil liberties can quickly erode.
One begins with the extreme case—the terrorist with plague germs or
an A-bomb the size of an orange in his Dopp kit, or the kidnapper who
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alone can save his victim’s life by revealing the victim’s location. So far,
so good; but then the following reflections are invited: if torture is
legally justifiable when the lives of thousands are threatened, what about
when the lives of hundreds are threatened, or tens? And the kidnap vic-
tim is only one. By such a chain of reflections one might be persuaded
to endorse a rule that torture is justified if, all things considered, the
benefits, which will often be tangible (lives, or a life, saved), exceed
the costs, which will often be nebulous.

A related objection to torture warrants is the difficulty of defining in
advance the occasions that would justify such extreme measures (what
exactly would a statute authorizing such warrants say?), which may
lead to embarrassment if an unforeseen situation arises in which the
case for allowing torture is compelling but the situation happens to fall
outside the boundaries that had been fixed in advance. It may be bet-
ter to stick with our rather strict rules (though they are not as strict as
many civil libertarians believe they are or should be), trusting execu-
tive officials to break them when the stakes are high enough to enable
the officials to obtain political absolution for their illegal conduct, rather
than giving officials legal immunity. This is a case where we may not
want judges to engage in cost-benefit analysis.

I fear that I will be misunderstood as advocating the use of torture
to combat the threat posed by bioterrorism or other deliberate cata-
strophic acts. I do not advocate it. I have no idea whether it is neces-
sary, given the availability of methods of coercive interrogation that are
not torture, or at least not quite torture, or at least not torture in the
strongest sense, yet that appear to be effective, at least given time (a
potentially significant qualification, obviously). I have in mind such
things as isolation, bright lights (the old “third degree”), shouting,
threats, truth serums, and lies. These are not pretty methods of ex-
tracting information, but neither are they necessarily to be regarded as
“torture.” The word has no settled meaning. It is the label we pin on
forms of coercion that we consider especially abhorrent. It has there-
fore a flexible denotation. The methods of coercive interrogation that
I have listed do not involve the infliction of physical pain or extreme
humiliation, yet even so are appropriate only when there is a solid
basis for supposing that vital information can be obtained only by that
route, and not by alternative means.

My reason for bringing “real” torture into the picture was, I repeat,
not to propose its use (the prudential arguments against it have been
greatly strengthened by the Abu Ghraib scandal) but to demonstrate
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that even curtailing civil liberties to the point of authorizing the use of
torture against suspected terrorists would not pose a catastrophic po-
litical risk. Its use in this setting therefore cannot be opposed on the
ground that it would create a risk, such as that of military dictatorship,
that might be considered comparable (weighting probability by con-
sequences) to the risk of a catastrophic bioterrorist attack. Ugly as the
Abu Ghraib scandal is, no one supposes that it threatens to unravel our
liberal democratic society.

What civil libertarians should be worrying about is what will hap-
pen to civil liberties if there is another attack comparable to that of
9/11. Most Americans put safety ahead of civil liberties. If moderate
curtailment of those liberties today will prevent terrorist attacks tomor-
row, the total curtailment may be much less than if a no-curtailment
policy allows such an attack to occur.77 The civil libertarian who treats
the Bill of Rights as a suicide pact does less damage to national secu-
rity than he does to the Bill of Rights. Before 9/11, the American Civil
Liberties Union opposed the screening of airline passengers who trav-
eled to countries that sponsored terrorism.78 It is conceivable that such
screening would have prevented the 9/11 attacks—and the restrictions
on civil liberties that ensued in reaction to those attacks.

Another way in which civil libertarians exhibit, as it seems to me at
any rate, a blinkered perspective is by taking a purely legalistic ap-
proach to the civil-libertarian implications of efforts to deal with the
danger of catastrophic terrorism, and, specifically, by being fixated on
constitutional law. Censorship, searches, and torture are all matters regu-
lated by constitutional law. There would be no constitutional violation
if the government, without using any such methods, but simply by pool-
ing the information contained in databases to which it lawfully has ac-
cess, created detailed dossiers on every person in the United States, and
as I suggested in the last section of chapter 1, this is rapidly becom-
ing feasible. Although some civil libertarians are alert to this danger,79

they have no constructive suggestions for averting or even evaluating
it, because it doesn’t present a question of constitutional law. A closely
related point is the failure of most civil libertarians80 to connect the sur-
veillance involved in trying to prevent terrorism to those “innocent,”
often private, forms of surveillance and data discussed in the earlier
chapter. The danger may be less that the government will get its hands
on additional personal data for use against terrorism than that the en-
hanced activities of surveillance and digitization associated with de-
fending the nation against international terrorism will move us closer
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to the day in which personal privacy is completely extinguished as a re-
sult of the growth and linkage of electronic databases. That is a prospect
well worth worrying about.

Punishing hackers

My final example of a specific policy that merits consideration con-
cerns the punishment of people who deliberately “infect” com-

puters with computer viruses.81 (This is actually a subset of computer
hackers, others being engaged in such relatively—I stress relatively—
innocuous activities as facilitating the violation of copyright law. The
term is also used, by those within the computer community, to refer to
the virtuous activity of deriving ingenious and unconventional solu-
tions to difficult computer problems.) Here I speak with greater confi-
dence: they should be subjected to severe criminal punishments, such
as a mandatory prison sentence of five years. The heavier the punish-
ment, the greater the deterrence and also the less that needs to be
spent on trying to catch violators, though if punishment is too heavy
juries may be reluctant to convict.

There are four objections to severe prison sentences, but none is ap-
plicable to the hacker case. The first, which is ethical in character, rest-
ing on notions of retribution rather than of deterrence, is that severe
punishment for a particular crime may be disproportionate to the grav-
ity of that crime. That objection is answered here by the potential dan-
gers that computer viruses pose not merely to the economic health of
the nation but also to its physical safety, when one considers the havoc
that computer viruses might wreak on military and other security-related
computer operations and how, specifically, such viruses might interact
with acts of physical terrorism to increase the damage caused by such
acts. Think of the hacker who by hacking into a truck company’s com-
puter network pinpoints the location of a shipment of fissile materials
or lethal pathogens and conveys the information to a terrorist group.

The second objection is that heavy sentences enlarge the prison
population and it is expensive to imprison people—the direct expenses
are great and in addition society is deprived of the benefits of the pris-
oner’s engaging in lawful employment. A worker who cannot capture
the full social value of his work in the compensation he receives—and
that is the usual case—confers a net benefit on the rest of society. A
prisoner confers no benefit. The objection depends, however, on a tacit
assumption that the elasticity of crime to punishment is less than 1. If
a 1 percent increase in the length of the prison sentence for some crime
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resulted via deterrence in a 1 percent reduction in the number of crimes,
the prison population would be unchanged.82 The length of time each
prisoner would spend in prison would rise by 1 percent but this would
be offset by the fact that there would be 1 percent fewer prisoners. If
instead of being �1 (negative because the increase in punishment re-
duces the amount of crime and hence the number of prisoners) the
elasticity were �2, the total number of prisoners and hence the total
costs of imprisonment would fall, while if it were � 1⁄2 the prison popu-
lation would increase because the increase in the length of imprison-
ment would be double the decrease in the number of prisoners.

In the case of hackers the elasticity of crime to punishment is likely
to be greater than �1 in absolute terms (that is, to be a larger negative
number) because they are intelligent people with good lawful alterna-
tive uses of their time. They will be quick to learn about the heavier
penalties, to assess the significance of such penalties, and to search
and find alternative uses for their computer skills. Some of them are
unbalanced but few are the kind of political or religious fanatic who
cannot be deterred by threat of punishment.

Third, for people who have high discount rates, increasing the length
of prison sentences has only a limited deterrent effect because the in-
crease is tacked on at the end of the sentence and as a result may have
little weight in the decision whether to commit the crime. This should
not be a problem with hackers. They are for the most part educated
people, and people who bother to obtain an education generally have
low discount rates because the costs of education are incurred in the
present but the benefits, in the form of the higher income that an edu-
cation enables a person to obtain, are deferred to the future.

Finally, heavy punishments can impair marginal deterrence, which
is the policy of maintaining heavier punishments for more serious crimes
in order to deter substitution of more for less serious crimes. If robbery
were punished as heavily as murder, robbers would have an increased
incentive to murder their victims because that would reduce the proba-
bility of punishment (by eliminating witnesses) without increasing its
severity. This is not a danger with hackers. If deterred from creating
and spreading computer viruses, they will not become rapists and mur-
derers; they will become lawful computer programmers—perhaps spe-
cializing in making computers more secure against viruses!
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Conclusion

To summarize very briefly:
The risks of global catastrophe are greater and more numerous than

is commonly supposed, and they are growing, probably rapidly. They
are growing for several reasons: the increasing rate of technological
advance—for a number of the catastrophic risks are created or exac-
erbated by science and its technological and industrial applications (in-
cluding such humble ones as the internal combustion engine); the
growth of the world economy and world population (both, in part,
moreover, indirect consequences of technological progress); and the
rise of apocalyptic global terrorism. And the risks are, to a degree, con-
vergent or mutually reinforcing. For example, global warming con-
tributes to loss of biodiversity, an asteroid collision could precipitate
catastrophic global warming and cause mass extinctions, and cyber-
terrorism could be employed to facilitate terrorist attacks with weapons
of mass destruction.

Each catastrophic risk, being slight in a probabilistic sense (or seem-
ing slight, because often the probability cannot be estimated even
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roughly) when the probability is computed over a relatively short time
span, such as a year or even a decade, is difficult for people to take se-
riously. Apart from the psychological difficulty that people have in think-
ing in terms of probabilities rather than frequencies, frequencies nor-
mally provide a better grounding for estimating probabilities than theory
does; frequent events generate information that enables probabilities
to be confirmed or updated. The fact that there have been both nuclear
attacks and, albeit on a very limited scale, bioterrorist attacks—which,
however, resemble natural disease episodes, of which the human race
has a long experience—has enabled the public to take these particu-
lar risks seriously. The general tendency, however, is to ignore the cata-
strophic risks, both individually and in the aggregate. Economic, politi-
cal, and cultural factors, including the religious beliefs prevalent in the
United States, reinforce the effect of cognitive factors (including infor-
mation costs) in inducing neglect of such risks. The neglect is mis-
guided. The expected costs of even very-low-probability events can be
huge if the adverse consequences should the probability materialize are
huge, or if the interval over which the probability is estimated is en-
larged; the risk of a catastrophic collision with an asteroid is slight in the
time span of a year, but not so slight in the time span of a hundred years.

As my reference to “expected costs” suggests, the tools of economic
analysis—in particular, cost-benefit analysis—are indispensable to evalu-
ating the possible responses to the catastrophic risks. This is so despite
great difficulties in quantifying the essential elements of such analysis,
including value of life and discount rates, and a variety of subtle and
impalpable, but potentially substantial, costs and benefits. Through
such techniques discussed in chapter 3 as “time horizons,” “tolerable
windows,” and “inverse cost-benefit analysis,” it may be possible to
adapt cost-benefit analysis to the major challenges that the catastrophic
risks present to such analysis.

Sadly, some of the measures that may be essential to responding ef-
fectively to the most serious of the catastrophic risks are likely to in-
volve heavy economic costs, as in the case of global warming; or sub-
stantial interference with civil liberties and our accustomed way of life
generally, as in the case of bioterrorism; or, as in both cases, a signifi-
cant surrender of national sovereignty to international organizations.
Other measures, however, such as shifting the focus of both general
and professional education in the direction of a greater understanding of
science, and improving our domestic arrangements (judicial and other-
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wise) for dealing with catastrophic risks, seem relatively unproblem-
atic, although they are neither costless nor sufficient.

In an attempt to put a little flesh on the foregoing very skeletal sum-
mary, I shall revisit a number of the doomsday scenarios described in
chapter 1, pointing out the distinctive features bearing on assessment and
response that each presents. The first was a natural disease pandemic
that might cause even more deaths than the Spanish flu pandemic of
1918–1919. It is the least problematic of the doomsday scenarios, not
because it is less probable than the others (it is less probable than some,
more probable than others, so far as one can estimate the probabilities)
but because it is being addressed in a rational way. The reason is that it
is so familiar. Not only is there a very long history of pandemics—one
of which, the Black Death that wiped out a substantial fraction of the
European population during the Middle Ages, remains seared into his-
torical memory—but there have been a number of recent pandemics,
such as AIDS and SARS, that have kept the problem in the public eye.
There is nothing novel about a pandemic to fog thinking about it. The
Centers for Disease Control, and similar institutions in other nations,
along with the World Health Organization, constitute a network of ex-
perienced public health officials and workers, physicians, epidemiolo-
gists, and biologists who are alert to new diseases and ways of con-
taining them. There is always the possibility that the entire global public
health infrastructure might be overwhelmed by a disease of unprece-
dented lethality and contagiousness; and maybe more resources ought
to be devoted to preventing such an eventuality. But I am unaware of
any serious analytical deficiencies or political distortions in the global
response to the risk of natural pandemics.

I have a similar though not identical view regarding measures being
taken against nuclear war, nuclear proliferation, and nuclear terrorism.
It is not identical because additional police measures may be needed to
deal with the efforts of terrorist groups to obtain weapons of mass de-
struction. Probably the United States and other wealthy countries should
be devoting even more resources to helping a still-impoverished Russia
secure its enormous stocks of fissile material; but I am not competent
to assess the adequacy of the measures that we are taking to restrict the
nuclear programs of North Korea and Iran and to prevent North Korea
and Pakistan from assisting other nations to obtain nuclear weapons.

Nuclear threats are familiar and feared, like the threat of pandemics.
It is otherwise when attention shifts to the second natural catastrophe
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that I emphasized—a major asteroid collision. The number of expected
human deaths from asteroid collisions follows a catastrophic risk dis-
tribution, meaning that the most serious collision in the range of pos-
sibilities considered would account for most of the deaths. Although a
collision of that magnitude is highly unlikely if its probability is com-
puted over the span of a few decades (a probability is greater the
longer the interval being considered—the probability that one will be
involved in an automobile accident is greater in the next 10 years than
in the next month), its expected cost is not negligible, because a very
low probability is being multiplied by a very great loss if the risk ma-
terializes. That conjunction defines “catastrophic risk” as I am using the
term, but with the further proviso that the loss must be cataclysmic.

The very low probability associated with a catastrophic risk distribu-
tion causes two problems from the point of view of rational policy re-
sponses. The first is that for reasons evolutionary biology illuminates,
most people have, as I have already noted, difficulty in thinking sensibly
either about probabilities in the abstract, as distinct from experienced
frequencies, or, the same point viewed differently, about events that
could occur but haven’t yet. In economic terms, they incur a high imagi-
nation cost when they try to think about new situations—situations
that have no history—especially if the new situation is unlike any found
in the environment to which the ancestors of modern human beings be-
came adapted tens of thousands of years ago as a result of the opera-
tion of natural selection. Being able to cope with very-low-probability
events would not have had survival value in that environment; hence
the difficulty most of us have working with statistics. People tend ei-
ther to ignore very small probabilities altogether or to exaggerate them.

It is not just small probabilities that people have difficulty with; it is
also unmemorable events. A remarkable fact is how unafraid people
are of influenza, even though the 1918–1919 pandemic killed upwards
of 20 million people in a short period of time, a similar pandemic could
recur, there is still no cure for the disease, and flu vaccines are unreli-
able because of the mutability of the virus. Because influenza is not
disfiguring and even in the 1918–1919 pandemic the mortality rate was
low, although total mortality can be very great and was then, and most
curiously of all because no famous people died in the pandemic, its
victims being almost all young adults, the pandemic has faded from
our historical memory.1 This doesn’t show that people are dopes or are
irrational, only that human mental capacity is limited and the mind
uses various triggers to direct its attention. At present those triggers are
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lacking not only for influenza but also for asteroid collisions, even
though many people are fearful of much lesser threats, such as low-
level radiation and ambient cigarette smoke. There is no historical
memory of asteroids colliding with the earth and so we find it hard to
take the threat of such collisions seriously even if we accept that it ex-
ists. This is an example of the distinction that I pointed out in the in-
troduction between notional and motivational beliefs.

A further problem arising from the low-probability character of the
catastrophic risks concerns estimates of the value of life, which play so
central a role in cost-benefit analyses of measures for dealing with
lethal risks. These estimates turn unreliable, even indeterminate, when,
however cataclysmic the consequences should the risk materialize, the
probability of its materializing is very slight. Recall that value of life is
estimated by dividing the cost that people incur to avoid a risk by the
risk itself, so that if a person will pay $30 or its equivalent to avert a 1
in 100,000 risk of death, his or her value of life will be estimated at $3
million. Observation of people’s behavior with respect to the risk of
death from crossing a street against the light suggests that when a risk
is very small, people will not incur even a trivial cost to avert it even
though they are likely to be risk averse—they’re just not that risk
averse. More generally, the function that relates value of life to risk is
asymptotic, so that while no amount of money will compensate the av-
erage person for assuming a very high risk of death (because if the risk
materializes he will have derived no benefit from the compensation),
very little if any money may be required to compensate him fully for
assuming a minute risk, such as a one-in-a-million or one-in-a-billion
probability of being killed. Whether this reaction should be considered
a matter of preference or an inability to handle very small probabilities
is relevant from a policy standpoint because if it is the former, gov-
ernment intervention would be paternalistic in a strong sense—would
be a matter of protecting people (at some cost) against risks they don’t
want to be protected against, rather than just of correcting a cognitive
defect.

Even if our insouciant reaction to small probabilities of great losses
is accepted as an authentic basis for estimating the value of life in most
such situations, the reaction may not generalize to ones in which the
loss, should it materialize, would be the near or total extinction of the
human race. If the annual probability of an asteroid collision that
would kill 6 billion people is only 1 in 75 million, the expected num-
ber of deaths worldwide is only 80 per year, which may not seem a
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large enough number to justify the expense of an effective defense
against an asteroid collision. (This of course ignores smaller but still
lethal collisions; but read on.) But if there is a minute chance that the
entire human race, both current and future, would be wiped out, to-
gether with all or most of the world’s animal population, we (the am-
biguous “we” of policy analysis, but here it may represent dominant
public opinion) may think that something should be done to eliminate
or reduce the risk, slight as it is, beyond what a standard cost-benefit
analysis would imply; may be willing, if the risk and the possible re-
sponses are explained carefully, to incur some cost in higher taxes or
otherwise to reduce the risk.

So there is a conundrum. We don’t know how to value life for pur-
poses of conducting a cost-benefit analysis of asteroid defense because
we don’t know whether we should be discounting or escalating the
conventional value of life estimates or, if we should be doing both,
whether the adjustments would be offsetting. But what we can do is
generate a range of estimates of the expected costs of asteroid colli-
sions to human life and compare it with the amount of money cur-
rently being spent on asteroid defense. If that amount is below the
lowest point on the range, we know that we’re spending too little—
which appears to be the case, as we saw in chapter 3. We can also, as
we did there as well, divide the amount being spent on asteroid de-
fense by the range of estimates of the expected costs of asteroid colli-
sions to obtain the probability range that would make the expenditure
optimal. When we did this, we discovered that the risk is being under-
estimated. (This is an application of what I have called “inverse cost-
benefit analysis.”)

The next analytical step is to try to discover why the risk is being
underestimated. In the case of the asteroid menace the answer may lie
in a combination of the science-fiction label that has become attached
to the menace, the lack of any history of casualties being caused by as-
teroids (in contrast to the history of natural disease pandemics), and
the sense that concern with such low-probability dangers would be a
distraction from the struggle against international terrorism. I am not
satisfied with the answer, and not only because of its spongy and specu-
lative character. NASA should be eager to shift some of its emphasis
from manned space flight, with all the controversy that manned space
flight has engendered—increasingly both the monetary and the safety
costs seem disproportionate to the benefits—to combating the aster-
oid menace. A practical obstacle to such a shift may be that the aster-
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oid defense itself, as distinct from the system of detecting approaching
asteroids, would be a project for the Air Force. And the Air Force may
not wish to be deflected from preparing for and conducting wars, or
from the greater technological challenge posed by the ABM defense—
while NASA may wish to keep the Air Force, a more influential insti-
tution, out of space, where at present NASA reigns supreme except for
a handful of military satellites. But all this is just conjecture.

The first of the man-made but accidental catastrophes that I discussed
was the threat of an earth-destroying strangelet disaster resulting from
experiments conducted in high-energy particle accelerators, beginning
with Brookhaven’s new (in 2000) Relativistic Heavy Ion Collider. That
disaster threat shares with the threat of asteroid collisions all the prob-
lems for cost-benefit analysis created by the combination of an ex-
tremely low probability of disaster with an extremely high cost if dis-
aster occurs. But these problems are even more acute in the case of a
possible strangelet disaster. Not only would such a disaster involve the
destruction of the earth, together with all its inhabitants, human and
nonhuman alike, but the probability of such a disaster, although it ap-
pears to be even lower than that of an asteroid collision that would
wipe out the human race and most other species, cannot be estimated.
That is why no stronger statement is possible than that the probability
of a strangelet disaster “appears” to be lower than that of a catastrophic
asteroid collision. So estimating the safety costs of RHIC, or of future
accelerators such as CERN’s Large Hadron Collider or (if it is funded)
RHIC–II, is even more difficult than in the case of asteroid collisions—
and for the further reason that the benefits of the experiments conducted
in such facilities cannot be quantified or even, it seems, estimated,
whether by the method of contingent valuation or otherwise. Those
benefits are the incremental value to human welfare (in its broadest
sense) of the experiments, and are unknown and cannot be presumed
to be great. Because research accelerators are costly both to build and
to operate, the net benefits of these new accelerators may actually be
negative quite apart from safety costs.

There is an argument, which if accepted would help resolve the
safety issue, for leaving the financing of such experiments, and of the
facilities in which they are conducted, to the private sector. It is not ob-
vious why particle research is being financed by government, or why
it should be. There are no military benefits or, so far as appears, any
other public benefits, unless quenching abstract scientific curiosity is
reckoned a benefit to the public as a whole. High-energy physics re-
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search is costly, but it is also collaborative, and universities the world
over could pool their resources to operate the limited number of cutting-
edge research accelerators. If that were done and the requisite financ-
ing were found, the issue of safety would remain. But because the dan-
ger would no longer be one created by a government project, we could
expect greater regulatory attention to safety concerns. Stated differ-
ently, the privatization of accelerator research would pave the way for
a better institutional framework for making decisions about the cata-
strophic risks that such research may create. The existing framework is
unsatisfactory. Brookhaven’s director appointed an ad hoc committee
to evaluate the catastrophic risks created by RHIC, for which he is to be
commended because he was under no legal duty to do so. (As a prac-
tical matter, however, he may have had no choice because of Brook-
haven’s famously poor safety record.) But the committee was not bal-
anced and could not be considered completely neutral and disinterested.

Whoever owns the research accelerators, we know that if a project’s
margin of expected benefits over expected costs, ignoring safety, is small,
bringing safety into the picture might well tip the balance against the
experiments and hence the facilities in which they are conducted, since
they are so expensive to build and operate. Hence the importance of
careful cost-benefit analysis conducted by neutral experts. But would
it have been possible to constitute a balanced, neutral, disinterested—
but informed—committee to determine the safety of allowing RHIC to
go into operation? This is part of the larger question of the social con-
trol of science and technology, and in turn the question of the legal
profession’s scientific literacy. The rapid advance of science, and the
concomitant increase in the complexity and opacity of scientific knowl-
edge, have widened the gap between expert and lay understandings
of science. Social control of science cannot be left to scientists, but nei-
ther can it be consigned to scientific ignoramuses.

The problem is not solely one of a knowledge or skills gap. There
is also an attitude gap created by the different goals, and resulting dif-
ferent mindsets, of science on the one hand and public policy on the
other. The scientist qua scientist wants to increase scientific knowledge,
not make the world safer—especially from science. But if science pol-
icy therefore cannot be left to scientists, then, given the centrality of
lawyers in the administration of public policy in this country, a reform
of legal education that stresses the need for a greater number of
lawyers to understand science than do at present should be a priority.
It would not be a very costly reform. Only the will is wanting.
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When we turn to the next of the disaster scenarios, runaway nano-
technology, the new wrinkle is that the threat is safely, as it were, in the
future. An asteroid collision or an earth-destroying particle-accelerator
accident could happen at any time, although because of its low proba-
bility such an event is unlikely to happen soon. The cumulative proba-
bility of such a disaster is much greater. That is one reason discount-
ing to present value is such a fraught issue in evaluating proposed
responses to catastrophic risks. The longer the interval, the higher the
probability of catastrophe but the further the expected costs of the ca-
tastrophe lie in the future—and we don’t have a good idea of how to
weight future losses. That situation is to be distinguished from one in
which we know that the risk is not imminent, provided that a failure to
take precautions now will not prevent us from dealing effectively and
economically with the risk when and if it does materialize. There won’t
be a danger of runaway nanotechnology until general-purpose molecu-
lar assemblers are created; and it is not even certain that they ever will
be created, although it would be reckless to assume they won’t be. The
same is true of the threat (which is real, despite its being a staple of
science-fiction cinema) posed by the development of superintelligent
robots as a result of advances in nanotechnology, molecular biology,
artificial intelligence, robotics, and computerization. In both cases—the
nanotech “gray goo” threat and the threat of conquest by super-
intelligent robots—we can wait a few years, meanwhile gathering in-
formation that will help us to anticipate and head off any disasters that
may emerge from these threats. (But is anyone actually trying to gather
that information?) The closely related though probably much slighter
danger posed by genetically modified crops is imminent, however. It
is closely related because the nanomachines feared by Martin Rees
would be a kind of superweed, and genetically modified crops are
modified in part to give them a weedlike robustness. The process could
conceivably get out of hand, generating voracious GMCs that would
squeeze out other crops and natural flora, though at present this seems
highly unlikely. Unfortunately, serious thinking about the dangers posed
by GMCs has been retarded by what appears to be a completely un-
founded, and therefore easily ridiculed, fear that genetically modified
foods are not safe to eat. 

Turning to global warming, we again confront a danger that seems
to lie comfortably in the future. But in this case a wait-and-see policy
would be perilous. We cannot assume continued gradual warming that
will not reach a critical level for a century or more. We probably can
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assume that it will be decades before rising global temperatures reach
a level at which catastrophe, in the form of abrupt global warming
such as occurred at the end of the Younger Dryas period more than
10,000 years ago, becomes a live possibility. But during this period the
level of greenhouse gases in the atmosphere will probably be increas-
ing rapidly. The burning of fossil fuels, and of Third World forests, will
be continuing unabated, and because once emitted into the atmo-
sphere carbon dioxide takes a long time to be removed from it by being
absorbed by the oceans, the continued emissions will have a cumula-
tive effect on the amount of carbon dioxide in the atmosphere. Even if
the annual level of emissions falls, which is unlikely without costly
public intervention in the form of emissions taxes or a cap-and-trade
regime, atmospheric concentrations of carbon dioxide and other green-
house gases will continue increasing as long as emissions are positive.
Eventually, and perhaps sooner rather than later, the atmospheric con-
centrations may reach a level that triggers abrupt, catastrophic global
warming—the kind of global temperature spike that ended the Younger
Dryas. No one knows what that trigger point is or when it will be
reached (if ever), but it will be reached sooner if we do nothing, start-
ing now, to reduce emissions.

There is a seductive argument (seductive because emissions con-
trols, even in the moderate form that I suggested in chapter 3, would
be very costly) that we can ignore global warming because surely by
the middle of the century clean energy technologies, such as wind,
sun, and hydrogen, and technologies for removing carbon dioxide
from the atmosphere, such as nanotech scrubbers, will be feasible and
economical, and will come on line either without governmental prod-
ding or with just modest subsidies for R & D. This is possible, but it is
far from certain—and anyway the trigger point that I mentioned may
be reached before midcentury, though this is still another thing that no
one knows. It may not even be highly probable, unless the pace of
technological change is forced by subsidization, or (my preference) by
emissions taxes that raise the cost of fossil fuels dramatically. It is not
easy to foresee automobiles or airplanes powered by wind or sunlight;
current methods of producing hydrogen use large amounts of fossil
fuels; and nuclear energy, though clean, is likely to remain marginal
for a combination of political and safety reasons, including the risk of
nuclear terrorism, which is greater the more nuclear reactors there are
in the world.
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Speaking of clean fuels and carbon sequestration—cars powered
by hydrogen generated without burning fossil fuels and nanomachines
that float through the air gobbling the molecules of carbon dioxide dis-
solved in it—we can’t responsibly assume that technology will bail us
out, courtesy of the free market. Policy based on best-case scenarios is
sensible only for ostriches. Headlong as the pace of scientific advance
has been and will doubtless continue to be, there are plenty of recent
examples of technologies that stagnated. Think of how little the tech-
nology of civilian aircraft and of automobiles has changed in the last
half century (since the introduction of jet airliners). All this time they
have been guzzling gasoline, and they may still be doing so in fifty
years. What may be more promising, though as yet hypothetical, is the
development of technologies for removing carbon dioxide from the at-
mosphere or preventing it from entering the atmosphere in the first
place. But the market cannot be relied on to adopt such technologies,
because they would not reduce private costs. A device installed in
automobiles for removing carbon dioxide would confer no measurable
benefit on the manufacturer or owner of the automobile and so would
lack a market.

Although there is a strong case for taking measures against global
warming now rather than waiting decades to do so, the question re-
mains what measures to take—how much cost to incur—and the an-
swer depends in part on the weight to be given the welfare of future
generations, since it is most likely that the costs of global warming will
be borne primarily by them. That weight depends on the discount rate
used to translate future into present costs, and there is no objective
guide to the choice of that rate when the costs to be discounted will
be borne primarily by remote future generations. At any significant dis-
count rate, even one as low as 2 or 3 percent, the distant future re-
ceives almost no consideration, while at a zero discount rate, proposed
by some philosophers, the cost of a risk that will affect an indefinite
number of future generations will approach infinity. So again, as with
valuing extinction events, we have an enormous range of possibilities
and no obvious way of selecting among them. However, the “time
horizons” method of restating the outcome of discounting seems to me
helpful in thinking about the problem. That ingenious method involves
partitioning the future into a near term in which the future is weighted
equally with the present and a far term in which the future is given no
weight. The length of the near term is obtained simply by dividing 1
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by the discount rate. So if the discount rate is 2 percent, the near term
is 50 years, and the costs expected to be borne in that period are taken
into the cost-benefit analysis without discounting, while any costs
borne after that term are ignored. If we are willing to weight costs in-
curred by others, and ourselves if we live so long, 50 years hence as
heavily as we would weight a cost incurred today, but are not willing
to weight more remote costs, then 2 percent is indeed the right dis-
count rate. If we are more future-regarding, and would be willing to
weight costs incurred 100 years hence as heavily as those incurred
today, the right discount rate to use would be 1 percent.

It may even be possible to dispense with explicit discounting alto-
gether when the focus is on the risk of abrupt rather than gradual
global warming; and that is my focus. Abrupt global warming could
happen soon enough to make discounting unimportant in deciding
whether we should take steps to avert it.

A further complication, both in choosing a discount rate and in or-
ganizing international cooperation on measures to retard global warm-
ing, is that the poor countries bear the primary risk from global warming
while the rich countries would bear the primary cost of measures to
control it, and the poor countries aren’t able to compensate the rich for
taking those measures. Another complication is that to arrest global
warming is thought to require limitations on greenhouse-gas emissions
by developing countries, and the steep costs of those measures would
be borne by the inhabitants of those countries, who are already poor.
But these problems, too, can be elided by shifting the focus to abrupt
global warming, which could be catastrophic for the wealthy as well
as for the poor countries and cannot be assumed to threaten merely in
the distant future, and by emphasizing the technology-forcing effects
of emissions controls. Even if just the wealthy countries limit their
emissions, the resulting increase in the price of fossil fuels would cre-
ate strong market incentives to develop new technologies, whether
cheap and effective methods of carbon sequestration or cheap clean
fuels (that is, either taking carbon dioxide out of the atmosphere or
preventing it from entering the atmosphere in the first place).

With global warming we have our first taste of sharp scientific dis-
agreement. This statement may seem surprising in view of the contro-
versy that swirled around RHIC. But actually there wasn’t a great deal
of controversy over the basic scientific question, which was whether a
strangelet disaster could occur. All the scientists agreed both that the
probability of such a disaster was greater than zero and that it was very
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small. The disagreements, flagged with particular clarity in the articles
by Kent and Calogero that I cited in chapter 3, had mainly to do with
attitude toward risk and estimations of the cost if the risk materialized,
though there was also disagreement about the robustness of the em-
pirical evidence used to bolster the theoretical argument against the
likelihood of a strangelet disaster. Similarly, while there is disagreement
regarding the probability and consequences of asteroid collisions, the
disagreement occupies a relatively narrow range, so far as bears on
policy. The fiercest controversy is over the Alvarezes’ hypothesis that
the asteroid that hit what is now Mexico 65 million years ago was the
sole cause of the extinction of the dinosaurs. The difference is not im-
portant to evaluating the consequences of such a collision for the
human race today—it is certain that they would be catastrophic and
quite possible that they would be terminal. A collision with a much
smaller asteroid could be catastrophic as well, and is much more likely.

But in contrast to the broad area of scientific agreement regarding
experiments in RHIC and asteroid collisions, there are reputable sci-
entists who do not believe that the burning of fossil fuels, or other
human activities, such as deforestation, are a significant factor in global
warming, or who believe that global warming will almost certainly not
reach a level that will impose significant costs. The skeptics are in a
distinct minority, however, and the most sensible response is to use
their doubts as a basis for adjusting one’s estimate of the mean proba-
bility of specific consequences of continued greenhouse-gas emissions
and the confidence intervals surrounding those means, rather than for
dismissing the dangers presented by global warming as unproven. It
would be a mistake either to ignore the doubters, which is the ten-
dency of environmentalists, or to ignore majority opinion, which is the
tendency of conservatives. The tendency to go with a doubt, however
slight, when it coincides with one’s preferences is a conspicuous ex-
ample of wishful thinking. And to the extent that doubts about the
gravity of global warming rest, as they largely do, on sheer uncertainty
about the causality of climate change, they may, by broadening the
confidence interval around whatever mean probability is picked, actu-
ally point to the desirability of greater efforts to control global warm-
ing, because variance imposes disutility on the risk averse. Alterna-
tively, if the nature of the scientific disagreement is such that splitting
the difference, as it were, would be irrational—as it would be if one
scientist said that restricting emissions would not affect global warm-
ing and another said it would but only if emissions were cut by at least
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half—then we have an either-or choice, and if we are risk averse we’ll
be inclined to choose the safe option. But this will depend in part on
the option’s cost. In the example just given, it would make no sense to
try to split the difference of opinion by cutting emissions by one-quarter.

Though analytically appealing, the suggested methods of adjusting
cost-benefit analysis to take account of scientific uncertainty are politi-
cally naive, at least with respect to global warming. Because the costs
of an effective response to global warming are very great and are con-
centrated on politically influential industries and their customers (think
of the fate of President Clinton’s proposed B.T.U. tax in his first term
of office and the subsequent disappearance of such proposals from the
political agenda), doubt about the necessity for a response becomes a
powerful talking point against having to respond. It is difficult to ask
people to lower their standard of living in order to avoid a harm that
reputable experts tell them is a fantasy, even if those experts are in the
minority.

Indeed, what most distinguishes global warming from the other
doomsday scenarios is the seemingly enormous cost of controlling it—
hundreds of billions, probably trillions, of dollars, to roll back emissions
levels to where they were just a few years ago. That cost interacts with
the possibility of a market solution (clean fuels) or of developing tech-
nologies for atmospheric cleansing, and with uncertainty concerning
not the fact of global warming or the causal role of greenhouse-gas
emissions in it but the precise future consequences of it, to create
doubt whether anything should be done at this time. It is tempting to
take a leap in the dark and hope that in a few years climate science
will develop to the point at which precise predictions about the course
and consequences of global warming are possible, and that the rele-
vant technologies will have developed to the point at which a cheap
cure for global warming is possible even though the atmospheric con-
centrations of greenhouse gases are likely to be much greater than at
present.

The danger of wait and see (and hope) lies in the fact that atmo-
spheric concentrations of those gases will continue to rise even if the
emissions rate does not increase (but probably it will increase, as
world population and output grow). Given the unknown trigger point
at which catastrophically abrupt global warming might occur, a better
solution than wait and hope and meanwhile study might be to place a
moderate tax on carbon dioxide emissions—a tax calibrated not to roll
back emissions in the short run, which would require both a very heavy
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tax and full international cooperation, but instead to induce industry to
invest more in the quest for clean fuels and economical methods of
carbon sequestration.

It would not matter critically whether other countries imposed simi-
lar taxes or whether the tax reduced emissions by causing a substitu-
tion of different activities for those in which emissions are produced—
walking for driving, to choose a banal example. By increasing the cost
of emissions-producing activities, the tax would create market incen-
tives to develop clean fuels and effective methods of carbon seques-
tration. The tax would (with a qualification noted below) take the place
of a public subsidy program, which would require increases in less ef-
ficient taxes to finance and would place the government in the un-
comfortable position of trying to determine the most deserving proj-
ects for the subsidy.

The emissions tax would not be a panacea. Besides being costly to
administer compared to a tax on the fossil fuels themselves, it would
not encourage producers of electric power to remove emissions al-
ready in the atmosphere, because the producers would already have
paid the tax on them. Nor would anyone else have such an incentive,
because there would be no market for such a service. For this type of
carbon sequestration to be developed, a government subsidy may be
necessary, either directly or in the form of emissions-tax credits for re-
moving carbon dioxide from the atmosphere.

The appeal to scientific doubt not to justify inaction but merely to
adjust one’s estimate of the probability of catastrophe—the approach
that I’ve suggested for global warming—won’t work with respect to
another catastrophic risk, that of loss of biodiversity, even though that
risk is entwined with that of global warming. Global warming is bad
for species because they are adapted to current temperatures, and de-
forestation is both causing extinctions directly by destroying habitats
and indirectly by contributing to global warming by releasing carbon
dioxide from the forests as they burn and reducing the forests’ capture
of atmospheric carbon dioxide. Genetic modification of crops may also
be contributing to extinctions.

And there is more: environmentalists are correct that burgeoning
human population and economic activity are stressing the environment
in a variety of ways that may be interacting ominously to cause bio-
diversity loss and other social harms. But stressing the environment is
not the only thing that growth of population is doing. On the plus side,
among other things, because the principal costs of innovation are fixed
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(that is, upfront) rather than variable (that is, varying with output), the
larger the market, the likelier the innovator is to be able to cover his
costs by increasing his output; increased output will produce revenue
disproportionately greater than the increased cost of production be-
cause that cost will increase more slowly than output. But on the minus
side, with specific reference to the concerns of this book, (1) if there
is some more or less fixed, and undoubtedly minute, percentage of
people who have the skills and motivations to launch, say, bioterrorist
attacks, then the larger the population is, the greater is the number of
such people; (2) if increased population is a source of increased global
warming, then population increase is imposing a negative externality;
and (3) if technology is a source or enhancer of catastrophic risk as
well as a source of immense social benefits, then increasing the rate of
technological advance (as an indirect result of greater population)
could increase the risk of catastrophe. The last point is uncertain be-
cause of the dual-use phenomenon. Technological progress can re-
duce catastrophic risks, for example by enabling the development of
an effective defense against asteroid collisions, as well as create or ex-
acerbate such risks.

The purely scientific doubts concerning the extent and gravity of
biodiversity loss are far more serious than the corresponding doubts
concerning global warming. The precise course and consequences of
global warming are unclear, but at least the direction is pretty clear,
and pretty definitely negative. The extinction picture is different. No
one knows how many species there are, what the natural background
rate of extinction is, how the extinction rate is being affected by human
activities, and what the consequences of extinctions are for human
welfare. Moreover, number of species and genetic diversity are only
roughly correlated, and it is the latter, not the former, that is important.
About all that can be said with any confidence is that continued rapid
growth of the human population and the changes in land use that such
growth portends are likely, in combination with continued global
warming, to increase the rate of biodiversity loss, but by how much
and with what consequences for human welfare is entirely unclear.

That is merely my judgment, however, and I am not a scientist, and
so the controversy over loss of biodiversity raises in acute form the
question of how nonscientists can and should respond to deep divi-
sions in scientific opinion. (The problem exists in the small when
judges or jurors are called upon to resolve conflicts in the testimony of
equally reputable scientific expert witnesses. The problem has not
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been solved in that context either.) There is no obvious way to adjust
the estimates of ecologists such as Robert May or Edward O. Wilson so
as to weight the views of the doubters properly. The choices are, as in
the example of radical scientific disagreement that I gave when dis-
cussing global warming, too stark. Whether the best estimate of the an-
nual number of extinctions being caused by human activity is 0, 10,000,
40,000, or 80,000 is not something on which the scientific literature
enables a nonscientist to opine. It would be reckless for the U.S. gov-
ernment to start paying Brazil hundreds of billions of dollars to stop
clear-cutting the Amazonian rain forest, or to try to organize a coalition
of nations to use economic sanctions to force Brazil to stop doing so,
on the basis of hopelessly divided scientific opinion, especially when
not only the amount but also the consequences of current biodiversity
loss are so uncertain. The only responsible governmental activity at
this stage would be to subsidize efforts to resolve the scientific con-
troversy through additional theoretical and empirical work in paleon-
tology, ecology, botany, and related fields, meanwhile continuing with
efforts to preserve specimens of endangered species and varieties of
plants and animals.

When we turn from accidental to intended catastrophes, such as
nuclear attacks, bioterrorism, and cyberterrorism, we enter the realm
of strategic behavior, where the potential catastrophists’ concealment
of their motives, intentions, plans, number, methods, and capabilities
makes estimating probabilities particularly difficult and maybe impos-
sible and in any event not a task primarily for scientists. About all that
is clear with respect to such menaces is that a purely passive defense,
as if the threat were of the same nature as that, say, of an asteroid col-
lision, is unlikely to be sufficient. In the case of accidental man-made
catastrophes, such as global warming, it is understood that the re-
sponse must include measures to alter incentives, such as emissions
taxes or research subsidies, and not just passive defenses such as ef-
forts to remove carbon dioxide from the atmosphere. Nevertheless
there is no question of having to deal with a deliberately concealed
menace. Natural pandemics provide an interesting mixed case because
an effect of natural selection is that life forms that have no capacity to
form plans, such as bacteria, nevertheless behave as if they did have
such a capacity. Antibiotics, pesticides, herbicides, and other defense
measures induce bacteria and other pathogens to “choose” to mutate
into resistant forms, and so one possible measure of defense is, by re-
ducing the use of antibiotics, to affect the pathogen’s “choices.”
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In considering deliberate catastrophes, if we set to one side the case
of state aggression we confront criminal behavior on a grand scale and
the need for police measures is evident, though strongly resisted by
scientists and universities. Cost-benefit analysis of such measures is ex-
quisitely difficult. On the one hand, we cannot estimate the probabil-
ity of terrorist acts, whether they take the form of detonating nuclear
or dirty bombs, mounting biological attacks, or disrupting vital com-
puter networks, or derive meaningful estimates from “information mar-
kets” or insurance premium rates. On the other hand, we cannot esti-
mate (or at least no one has tried to estimate) the principal costs of police
and military measures to combat terrorism, which are not the salary ex-
pense of additional security personnel but the adverse effects—summed
up in the expression “police state”—on personal and political liberty,
privacy, and, potentially, even political stability. There is overlap with
another potential catastrophe: the exploitation of modern technology
to create an apparatus of surveillance so pervasive that it would extin-
guish privacy, which apart from its psychological importance (possibly
exaggerated) serves an essential political function by enabling dissent-
ing thought to be nurtured and expressed. So police measures might
be catastrophically costly, but we do not know at what point they
would become so, and until that point is reached their efficacy in com-
bating the catastrophic risks that terrorism can create is likely to be de-
cisive on the question whether to employ such measures.

The strategy of civil libertarians is to oppose the slightest curtail-
ment of traditional liberties. The strategy may serve their fund-raising
and other organizational goals, but it is questionable from an overall
social-welfare standpoint. There is nothing sacrosanct about the speci-
fic level of protection of civil liberties that has been established by
Supreme Court justices interpreting, under the influence of their per-
sonal values and temperaments, the plastic phrases of the Constitution.
Civil liberties are the point of balance between liberty and security, and
the balance can and, in my opinion, should shift in accordance with
shifts in the relative weight of the two values. Modern technology, con-
joined with the emergence of terrorist groups harboring unlimited de-
structive ambitions, has made the world less secure than at any time
since the height of the Cold War (when civil liberties were curtailed),
which argues for some curtailment of our expansive personal liberties.

Adjusting the balance between liberty and security is a task that ob-
viously requires the participation of lawyers, but not just lawyers who
are Johnny-one-note civil libertarians uttering fallacious slogans, such
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as that one must never fight fire with fire, that police measures are
bound to be totally ineffective against terrorism, and that any reduc-
tion in Americans’ civil liberties would be too high a price to pay for
national or even world survival. But what is particularly required, be-
sides some common sense, capacity for logical thought, abstention
from moral preening, and realism about the terrorist mentality, is fa-
miliarity with the relevant science and technology. Without that, the
participation of lawyers in the response to technological terrorism, as
in the response to the other catastrophic risks discussed in this book,
will be stunted. The culture and customs of legal education and the
legal profession must change before the profession can carry its weight
in the response to the catastrophic risks. Civil libertarians think it their
business to know legal doctrine, not scientific reality. It is natural to
think that what one doesn’t know is not knowledge, or at least not rele-
vant knowledge. Because law students are not taught that civil liber-
tarians should know science, civil libertarians, almost all of whom are
lawyers, don’t think science relevant to determining how expansive
our civil liberties should be. It is not merely relevant; it is central.

It is not only civil libertarians and other liberals who should be re-
thinking their politics in the face of technological terrorism. Conserva-
tives should be rethinking their politics in the face of other catastrophic
risks, notably global warming, about which conservatives are in a state
of denial. Global warming is to a significant degree a byproduct of the
success of capitalism in enormously increasing the amount of world
economic activity (it is telling that the U.S. per capita emissions of car-
bon dioxide are five times the world average)2 and expressions of con-
cern about global warming are interpreted as attacks on capitalism. As
often they are; global warming has been embraced by anticapitalists as
a symbol of the consequences of capitalism. A further reason that fear
of global warming has become a conservative bête noire is that arrest-
ing global warming is assumed to require collective international ac-
tion, though I have expressed doubt about this. Still, it will require new
taxes and (modest) subsidies, and that is bad enough in conservatives’
eyes, although new taxes could of course be offset by reductions in ex-
isting taxes.

That attitudes toward global warming have become a political lit-
mus test is unfortunate because global warming is a great and grow-
ing threat to anyone’s idea of human welfare. And conservatives’ fear
of international organizations is exaggerated. Not only does the United
States tend to dominate those organizations or render them impotent
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by refusing to join when it cannot dominate them, but it was Hobbes—
no lefty—who taught that swapping independence for physical security
can be a rational response to danger. Life may indeed become solitary,
poor, nasty, brutish, and short if the chimera of international control of
American policy is allowed to deter us from fashioning global weapons
against catastrophic risks.

The issue of international cooperation is not limited to global warm-
ing. Most of the catastrophic risks are global in cause as well as (by
definition) in consequence and so either cannot, or because of the ero-
sive effects of free riding and other collective-action problems will not,
be dealt with effectively at the purely national level. Which shows by
the way that responding effectively to the catastrophic risks poses in-
stitutional as well as technical and analytical challenges; this opens still
another potential role for lawyers, but again one that they cannot play
well without becoming intimate with science and technology.

The point about catastrophic risk as political litmus paper is not lim-
ited to global warming. It is general, reflecting the scientific illiteracy
of most nonscientists. The nonscientist, not being in a position to eval-
uate the significance of scientific disagreement, will unless there is una-
nimity of scientific opinion be sorely tempted to adopt the scientific
position that fits his own political outlook. So liberals oppose the ABM
defense and controls on biotechnology, and conservatives oppose taxes
on carbon dioxide emissions and measures to preserve genetic diver-
sity. The scientific ignorance not of the public at large, but of the people
who count in making and implementing policy, is perhaps remediable.
More stubborn are the obstacles that interest-group politics, as illumi-
nated by the theory of public choice, and politics more broadly, strew
in the path of responding to the catastrophic risks. Perhaps the great-
est of these obstacles is that politicians are unlikely to earn any grati-
tude from the electorate for minimizing risks that are unlikely in any
event to occur, no matter how great the consequences if they do occur,
when to deal with such risks a politician might have to forgo respond-
ing to risks of losses that, though much smaller, are also much more
likely to occur before the politician leaves office. The person who wants
his health insurance restored is unlikely to be impressed by being told
that the government has decided that an asteroid defense is a more ur-
gent priority than universal health insurance.

The critical analytical technique for evaluating and ameliorating the
catastrophic risks is cost-benefit analysis. It remains a usable tool de-
spite the pervasive uncertainties, ethical and conceptual as well as fac-
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tual, concerning those risks—that is one of the most important points
that I have tried to make in this book. But cost-benefit analysis of cata-
strophic risks must be enriched with recognition of the cognitive diffi-
culty that people encounter in dealing with very small probabilities and
very large magnitudes. And the uncertainties arising from the peculiar
character of the catastrophic risks create an inescapable need for value
judgments concerning such matters as the proper weight to be given
the interests of remote future generations, the nonmonetizable social
benefits to be ascribed to basic scientific research, and the degree of
risk aversion appropriate in responding to the catastrophic risks. Bridg-
ing the gap between a purely economic analysis of these responses
and the ultimate decision that answers the question “what is to be
done?” is another project in which properly informed lawyers can play
a critical role. But emphasis must fall on “properly informed,” as yet
merely an aspiration.

A final point is that cost-benefit analysis should not be thought of
as purely normative or public-choice theory as purely positive. The po-
litical process may not be dominated by costs and benefits, but it is in-
fluenced by them. Inverse cost-benefit analysis, in which the expected
costs of a disaster are divided by the current government expenditures
on preventing the disaster from occurring to yield the probability of
disaster implied by the expenditures, can be a wake-up call for politi-
cians and the public. We have seen that the levels of current expendi-
ture to combat the major catastrophic risks, even bioterrorism, the one
that has managed to thrust itself into the public consciousness, assume
that the risks are much smaller than they probably are. We have also
seen that there are many possibilities, ranging from detection and in-
terception systems for averting asteroid collisions to additional police
measures for averting bioterror attacks, for responding to the cata-
strophic risks without breaking the bank. Were the dangers posed by
the catastrophic risks and the opportunities for minimizing those dan-
gers at reasonable cost more generally recognized, the United States
and the world would rouse themselves to effective action, and the
world would be a safer place.
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