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Preface

The idea for this book arose from a minisymposium on the neuroscience of

rule-guided behavior that I chaired at the Society for Neuroscience conference

in 2005. The speakers included Jonathan Wallis, as well as Marcel Brass,

Eveline Crone, Eiji Hoshi, Amanda Parker, and Katsuyuki Sakai. The session

presenters wrote a brief summary of the work presented at this minisympo-

sium, which was published the week before the conference (Bunge et al.,

2005).

Based on the success of this session, Joseph Burns from Springer suggested

that I publish a book on this topic, and I promptly asked Jonathan Wallis to

co-author it with me. After helpful discussions with Joe Burns as well as with

Martin Griffiths from Cambridge University Press and Joan Bossert from

Oxford University Press, we ultimately selected Oxford University Press as our

publisher. However, we are grateful to all three publishers for their enthusiasm

regarding this book topic.

The authors are to be commended on their interesting and scholarly

contributions. I owe a great debt of gratitude to Christi Bamford, a graduate

student in psychology at the University of California at Davis, for helping me

to prepare the book manuscript and track our progress. Finally, we thank Joan

Bossert for her instrumental support, as well as Mallory Jensen, Abby Gross,

and Nancy Wolitzer from Oxford University Press for their expert assistance

with this project.
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Introduction

Silvia A. Bunge and Jonathan D. Wallis

Meaningful stimuli that we encounter in our daily lives trigger the retrieval of

associations, that is, links that we have previously made between these stimuli

and other stimuli, potential responses, heuristics for responding, or rewards.

We often use these associations to select an appropriate course of action for a

given situation in which we find ourselves. As such, much of our behavior is

guided by rules, or ‘‘prescribed guide[s] for conduct or action’’ (Merriam-

Webster, 1974).

We rely on a variety of rules, including both simple stimulus-response (S-R)

associations (e.g., a red light means that you should stop) and rules with re-

sponse contingencies (e.g., a carpool sign means that you can use the lane if two

or more people are in the car, but not otherwise). Rules are explicit constructs,

but we can learn them either explicitly, as in the case of arbitrary symbols, such

as road signs that are associated with specific meanings, or implicitly, as in the

case of unspoken rules for social interaction. Rules also govern some of our

highest-level behaviors, involving very abstract concepts, such as ‘‘a defendant

is innocent until proven guilty.’’

To understand how we use rules to determine our actions, it is critical to

learn more about how we select responses based on associations in long-term

memory. In the setting of a neuroscience laboratory, the most tractable way to

investigate the interface between memory and action is to study the neural

representation of explicit and simple rules for behavior.

This volume provides an overview of the current state of knowledge about

the neural systems involved in various aspects of rule use: acquisition, long-

term storage, retrieval, maintenance, and implementation. The book features a

variety of experimental approaches. In particular, the contributors summa-

rize findings from neuropsychological and anatomical studies, single-unit

recordings, electroencephalography (EEG), functional magnetic resonance

imaging (fMRI), neuropharmacology, transcranial magnetic stimulation,

and behavioral studies in children. Additionally, in Chapter 10, Gratton, Low,

and Fabiani provide an overview of their research involving near-infrared

spectroscopy, focusing in particular on a novel analytic approach enabling

them to detect event-related optical signals with high spatial and temporal

resolution.
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LATERAL PREFRONTAL CORTEX AND RULE REPRESENTATION

Research on the neural substrates of rule representation has focused primarily

on lateral prefrontal cortex (LatPFC), a region that includes mid-dorsolateral

PFC (referred to here as ‘‘DLPFC’’; Brodmann areas [BA] 9, 46) and ventro-

lateral PFC (VLPFC; BA 44, 45, 47). Many of the first studies of the function of

LatPFC examined its role in working memory, a limited capacity system re-

sponsible for the temporary storage and manipulation of information. The

first deficit to be associated specifically with damage to the frontal lobes was

discovered using the spatial delayed response task. In this task, the monkey

sees a reward hidden at one of two locations, and then, after a brief delay, is

allowed to retrieve it. Monkeys with large PFC lesions act as if they forgot

where the reward was hidden, even after short delays of just a few seconds

(Jacobsen, 1936). Subsequent experiments showed that very restricted activity

in LatPFC could produce the same deficit (Funahashi et al., 1993).

Neurophysiologists also discovered that a high proportion of neurons in

LatPFC increased their firing rate when working memory was used to bridge a

task delay (Fuster and Alexander, 1971; Kubota and Niki, 1971). Later studies

showed that the firing properties of these neurons were selective for the

specific memorized cue (Funahashi et al., 1989; Constantinidis et al., 2001).

These firing patterns became synonymous with the notion of a ‘‘neuronal

representation’’ of the cue, because the neuronal activity appeared to represent

the cue, even when the cue was no longer present in the environment.

Despite this focus, working memory alone provided an unsatisfactory ac-

count of some of the deficits observed in humans and monkeys after PFC

damage. Monkeys with LatPFC lesions were impaired at certain cognitive

tasks, even when those tasks were specifically designed so that they did not have

a working memory component (Rushworth et al., 1998). Many of the tasks

sensitive to PFC damage in humans also did not have an obvious working

memory component. For example, the Wisconsin Card Sorting Task (WCST),

one of the first neuropsychological tests of PFC function in humans, requires

patients to sort a deck of cards based on different abstract rules (e.g., ‘‘sort

according to color’’ or ‘‘sort according to shape’’). Patients had particular

problems switching between these different rules (Milner, 1963). Deficits in

rule implementation also occur when a subject must override a strongly pre-

potent response tendency in favor of a recently learned rule. For example,

patients with LatPFC damage are impaired on the Stroop task, where one must

inhibit the tendency to name a word, and instead name the color of the ink in

which the word is printed (Perret, 1974).

This disparity between the findings from neurophysiology and neuropsy-

chology endured until the last decade or so of research. Neurophysiologists

began to find that the delay selectivity in LatPFC neurons encoded more than

just memorized cues. For example, they also encoded which task the monkey

was currently performing (White and Wise, 1999; Asaad et al., 2000; Hoshi

et al., 2000). Single neurons in LatPFC were also capable of encoding high-
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level, abstract rules, such as ‘‘choose the picture that is the same as this one’’

(Wallis et al., 2001).

Thus, PFC neurons appeared to be capable of representing rules in addition

to simple cues and responses. This finding helped to explain why patients have

difficulty with tasks such as the WCST. This research is discussed further in

Chapter 2, where Wallis compares the distribution of rule-encoding neurons

in LatPFC with other frontal lobe regions, striatal regions, and posterior

sensory areas of the brain. Consistent with these studies, fMRI studies ex-

amining active rule maintenance in humans consistently show that PFC is

involved in maintaining rules online. However, the particular subregions that

are implicated vary from study to study. As argued in Chapter 3 by Bunge and

Souza, the type of rule that is being maintained is a critical factor in deter-

mining which PFC subregions are involved. Indeed, as argued by Christoff and

Keramatian in Chapter 6, there may be a hierarchy of rule representations in

LatPFC. The idea of a hierarchy of rules is further developed in Chapter 19 by

Zelazo, with reference to the stages of rule learning in childhood.

Several recent studies have examined a related research topic, namely, the

neural substrates of strategy use. Strategies are open-ended rules that govern

choices at an abstract level, without defining the specific response to a given

stimulus. Gaffan and colleagues (2002) trained monkeys to select specific stim-

uli, either persistently or only sporadically, to receive a reward, and showed

that the use of these strategies relies on interactions between PFC and the

temporal lobe. Neurophysiological studies in monkeys support these find-

ings. As discussed in Chapter 5 by Genovesio and Wise, PFC neurons rep-

resent high-level behavioral strategies, such as a ‘‘repeat-stay’’ or ‘‘change-

shift’’ strategy (Genovesio et al., 2005). Some of these neurons had strategy

effects that were selective for a specific visual target, whereas others did not,

suggesting that different levels of abstraction are coded in different sets of

prefrontal neurons.

A further related cognitive construct is the notion of ‘‘task set.’’ A task set is

a neurocognitive state in which an upcoming task is prospectively configured.

It consists of information about which stimulus attributes to attend to, the

important conceptual criterion, goal states, and condition-action rules. It

reflects not only which items a subject is preparing to process, but also how the

subject plans to process the items and the rules of the to-be-performed task.

As described in Chapter 4 by Sakai, Sakai and Passingham collected fMRI

data while subjects performed a task in which they received instructions in

advance of the task stimuli (Sakai and Passingham, 2003, 2006). The authors

performed functional connectivity analyses showing that anterior PFC (BA

10) activation closely correlates with that of different prefrontal regions, de-

pending on which task the subject is preparing to perform. These data suggest

that anterior PFC assists in preparing for an upcoming task by coordinating

with brain regions that will be needed to carry out that task. Additional fMRI

research indicates that this region represents high-level rules composed of sev-

eral lower-level rules, consistent with the hypothesis that VLPFC and anterior
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PFC are hierarchically organized, with the latter integrating across represen-

tations held in the former (Bunge et al., 2003; Crone et al., 2005).

Although LatPFC seems to be a critical area for the representation of rules,

it is unlikely to be the long-term repository of memories for rules. Neu-

ropsychological observations suggest that patients with LatPFC damage can

sometimes tell the experimenter what the appropriate task rule is, even while

being unable to implement it correctly (Shallice and Burgess, 1991). The

developmental literature makes similar observations, suggesting that the

growth of knowledge sometimes proceeds faster than the ability to control

behavior (Zelazo et al., 1996). Patients with compromised LatPFC function

are overly reliant on well-learned rules, to the extent that they have difficulty

overriding these rules in favor of weaker, but more contextually appropriate

rules (e.g., Cohen and Servan-Schreiber, 1992; Miller and Cohen, 2001; Braver

and Barch, 2002). As discussed in Chapter 16 by Badre, the idea that LatPFC

retrieves and implements rules for behavior from long-term stores in other

brain regions is consistent with the long-term memory literature, which im-

plicates VLPFC in strategic or controlled memory retrieval rather than in

long-termmnemonic storage (Gershberg and Shimamura, 1995; Gabrieli et al.,

1998; Wagner et al., 2001; Sylvester and Shimamura, 2002).

The question of where rule representations are stored in the brain has

received little attention in the literature up to now. The lateral temporal lobes

are a likely candidate for rule storage, given that they have been implicated in

the long-term storage of both semantic and nonsemantic associations (Martin

and Chao, 2001; Messinger et al., 2001; Bussey et al., 2002; Thompson-Schill,

2003). The parietal lobes are an equally likely candidate, given their involve-

ment in representing actions associated with the environment (Goodale and

Milner, 1992; Snyder et al., 2000). Other structures involved in motor plan-

ning, such as premotor cortex (Wallis and Miller, 2003), supplementary

motor area (SMA), and pre-SMA (Picard and Strick, 1996, 2001), also merit

consideration. A distributed network for rule representation would be con-

sistent with the attribute specificity model of semantic knowledge, whereby

different features (e.g., visual or functional) of a stimulus are stored in a dis-

tributed manner across brain regions involved in encoding these features (see

Thompson-Schill, 2003, for a review). Further discussion of the issue of long-

term storage of rules appears in Chapter 3 by Bunge and Souza.

TASK-SWITCHING

As mentioned earlier, patients with PFC damage seem to have particular dif-

ficulty in switching between different rules, a process that is generally believed

to rely on LatPFC (for a review, see Bunge, 2004). In Chapter 12, Ruge and

Braver discuss the neuronal mechanisms that might underlie this ability, and in

particular, the role that simpler associations, such as S-R mappings and re-

ward associations, may play in the reconfiguration that underlies a task switch.
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Two chapters focus on the neuropharmacological underpinnings of task-

switching. In Chapter 13, Roberts reviews the evidence from a series of neu-

ropsychological and pharmacological studies in marmoset monkeys. These

studies show that switching between different rules (specifically, different

attentional sets) depends on the integrity of LatPFC, and in particular, its

dopaminergic innervation. This contrasts with orbitofrontal cortex, where

damage produces deficits in more reward-based switching and depends on

serotonergic innervation. These studies are complemented by those of Cools

(Chapter 14), who has performed a series of studies looking at the switching

ability of patients with Parkinson’s disease. These studies also highlight the

importance of dopamine for flexible switching.

Studies in humans, using fMRI and EEG, additionally implicate parietal

cortex and pre-supplementary motor cortex in task-switching (pre-SMA;

medial BA 6) in task-switching (e.g., Sohn et al., 2000; Dreher and Berman,

2002; Rushworth et al., 2005). Both of these are areas with heavy connections

to LatPFC. In addition, transcranial magnetic stimulation studies in humans

have shown that transient stimulation of parietal cortex or pre-SMA/medial

wall leads to a slowing in the ability to switch from one task to another

(Rushworth et al., 2002, 2003).

In Chapter 11, Stoet and Snyder examine the neuronal properties in pa-

rietal cortex while monkeys performed a task-switching paradigm. The in-

vestigators have found that many neurons in parietal cortex, particularly in the

lateral bank of intraparietal sulcus, tended to encode the overarching rules of

the task. In addition, the latency of selectivity in these neurons correlated with

the behavioral reaction times of the animals, indicating that they had a direct

role in controlling the animal’s performance on the task.

A recent fMRI study provides evidence that LatPFC is engaged when there

is a need to access a less recently retrieved task rule, whereas pre-SMA/SMA

and basal ganglia are primarily involved in overriding the tendency to per-

form the previously performed task (Crone et al., 2005, 2006). Further, in

Chapter 9, Marcel Brass and colleagues discuss an EEG study in humans

showing that activity in LatPFC precedes activity in parietal cortex during the

updating of task rules (Brass et al., 2005b). These data support the hypoth-

esis that LatPFC provides an abstract task representation that is then trans-

mitted to, or further specified in, posterior cortices (see also Stoet and Snyder,

2004).

In addition to the VLPFC and DLPFC regions discussed earlier, Brass and

colleagues have shown, using fMRI in humans, that a more posterior region in

LatPFC is also involved in rule use. This region is located at the junction of in-

ferior frontal sulcus and inferior precentral sulcus, and has therefore been

termed the ‘‘inferior frontal junction.’’ As summarized in Chapter 9, these in-

vestigators have conducted a series of studies suggesting that this region is

involved in the environmentally guided updating of task rules (Brass et al.,

2005a).
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LEARNING RULES

Having explored how rules are represented and stored in the brain, and how

we flexibly switch between different rules and task sets as our circumstances

require, we will then turn our attention to looking at how rules are learned in

the first place. One possibility is that high-level rules build on simpler S-R

associations. For example, we learn the rules behind telephones by first ac-

quiring a simple S-R association: ‘‘When the telephone rings, answer it.’’

However, more sophisticated telephone usage requires us to take into account

the context in which the ringing takes place (Miller and Cohen, 2001). For

example, if the ringing telephone is in someone else’s home, answering it may

be inappropriate.

Research in a variety of species implicates the striatum and its dopami-

nergic inputs in learning S-R associations (reviewed in Packard and Knowlton,

2002). The frontal lobe and striatum are heavily interconnected, and recent

studies have explored this interaction during the learning of S-R associations

(Pasupathy and Miller, 2005). In Chapter 18, Miller and Buschman describe

this research and focus on how the interactions between the striatum and

frontal cortex may underlie the ability to use S-R associations to acquire

higher-level rules.

In addition, LatPFC has been implicated in the acquisition of S-R associ-

ations. In Chapter 7, Rushworth and colleagues review the evidence that

LatPFC, in particular, the VLPFC region, is particularly important for action

selection based on external stimuli and according to learned arbitrary rules. In

particular, VLPFC lesions in monkeys severely impair learning on conditional

visuomotor tasks, which require subjects to use one of several arbitrary S-R

mappings to respond to a visual stimulus (Murray et al., 2000; Passingham

et al., 2000; Bussey et al., 2001). VLPFC receives its visual input from

inferotemporal cortex (Pandya and Yeterian, 1998); therefore, disruption of

the white matter tracts connecting VLPFC and ipsilateral temporal cortex also

leads to impaired visuomotor learning (Parker and Gaffan, 1998; Bussey et al.,

2002). In their chapter, Rushworth and colleagues contrast this type of learning

with that which occurs in anterior cingulate cortex, where action control seems

to be more reward-dependent.

Unlike in VLPFC, DLPFC damage causes little or no impairment in learning

conditional tasks in either humans or nonhuman primates (see Murray et al.,

2000). The exception to this is posterior DLPFC (BA 8), as discussed in

Chapter 1. Petrides reviews patient and fMRI studies, and examines whether

posterior DLPFC is particularly important for well-learned conditional rules,

particularly those that indicate that a specific motor response should be per-

formed. In contrast, he argues that VLPFC is more important for the initial

learning of the conditional rule, indicative of its role in actively controlling the

retrieval of information from memory critical to solving the task.

Rules might also build on learning taking place in posterior sensory sys-

tems. ‘‘Perceptual categorization’’ refers to our ability to group stimuli
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meaningfully, based on sensory features. It seems to share many similarities

with rule learning, which in some sense, involves grouping response con-

tingencies into meaningful categories. In Chapter 17, Freedman explores the

neuronal mechanisms taking place in LatPFC, parietal cortex, and temporal

cortex that underlie perceptual categorization. The neuronal properties in

these areas that are involved in categorization indeed look remarkably similar

to those that underlie rule learning.

INTERACTIONS WITH OTHER BRAIN SYSTEMS

It appears that, to control behavior effectively, multiple brain systems must

have access to rule representations. One such system is episodic memory

instantiated by medial temporal lobe. There appear to be commonalities in the

mechanisms underlying episodic memory and rule learning. In Chapter 15,

Lipton and Eichenbaum discuss a model whereby the medial temporal system

is responsible for abstracting information regarding the similarities and dif-

ferences between discrete experiences that enables episodic memories to be

formed. This is similar to the manner in which LatPFC abstracts the regu-

larities between experiences to form overarching behavior-guiding rules and

principles, and the interaction between these two systems may be a key

component of the control of goal-directed behavior.

Once a rule representation has been activated, it must interact with the

motor system if it is to control behavior. In Chapter 8, Hoshi examines the

neuronal mechanisms that enable this to occur. In particular, he examines

evidence that there is a hierarchical organization within the frontal lobe for

controlling the motor system, by comparing neuronal responses in primary

motor cortex, premotor cortex, and LatPFC. Neurons in LatPFC encoded the

rules of the task, whereas neurons in premotor cortex and primary motor

cortex were more involved in the planning and execution of the movement,

respectively.

CONCLUSION

Research on humans and nonhuman primates has led to the identification of a

set of brain regions that mediate flexible rule-guided behavior. An important

next step will be to characterize the temporal dynamics of interactions be-

tween these regions, to gain further insight into the neural mechanisms of rule

use. Accordingly, studies involving simultaneous electrophysiological record-

ings at several sites would prove useful, as would a brain imaging technique

with high spatial and temporal resolution, such as combined fMRI/EEG.

There is also a need for theoretical models of rule-guided behavior that can be

tested empirically (O’Reilly et al., 2002).

An important challenge will be to determine whether the distinctions

drawn between various types of rule representations are honored at the level of

brain mechanisms. By studying how rules are retrieved from memory and
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used to guide action in specific situations, we will make progress in under-

standing the interface among perception, memory, and motor control.

Finally, further research is needed to explore the role of language in rule

representation. Such explorations may bear on research focusing on the de-

velopment of rule use in early childhood, as discussed in Chapter 19 by Zelazo.

Additionally, the role of language in rule use may help to explain behavioral

and neuroanatomical differences in rule use between species (Stoet and

Snyder, 2003).

The ability to learn and implement rules is critical for behaving meaningfully

in the world. We rely on rules to plan our daily activities, carry out mental op-

erations, and interact with others (Burgess et al., 2000; Goel et al., 2004). Investi-

gations of rule use are relevant to several lines of cognitive research, including

routine action selection (Botvinick and Plaut, 2004), cognitive control (e.g.,

Miller and Cohen, 2001; Bunge, 2004), decision-making (Ridderinkhof et al.,

2004), and arguably, problem-solving (e.g., Zelazo and Muller, 2002; Fantino

et al., 2003; Cherubini and Mazzocco, 2004). As such, the study of how rules are

represented and used by the brain will enrich our understanding of behavior.
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Selection between Competing

Responses Based on

Conditional Rules

Michael Petrides

It is now well established that the frontal cortex plays a major role in the

executive control of behavior and cognition (e.g., Stuss and Benson, 1986;

Robbins, 1996; Shallice and Burgess, 1996; Petrides, 2000, 2005a). The frontal

cortex is not a homogeneous part of the cerebral cortex, but consists of several

areas that exhibit marked differences in cytoarchitecture and connection pat-

terns with other parts of the cerebral cortex, as well as with subcortical neural

structures (e.g., Petrides and Pandya, 2002, 2004). Clearly, neuronal activity in

the various frontal cortical areas underlies different types of control processing

on which flexibility of cognition and behavior depends, and there is consid-

erable evidence for such specialization of function (e.g., Petrides, 2005a). One

important aspect of the control of behavior is the selection of an appropriate

action that is guided by learned rules (Bunge, 2004). For several years, my col-

leagues and I have studied one type of rule-guided behavior, namely, the selec-

tion between competing responses on the basis of learned conditional rules

(e.g., if stimulus A, select response X, but if stimulus B, select response Y). Such

rule-guided responses are termed ‘‘conditional associative responses’’ because

they are explicitly learned associations. I have examined the performance of

patients with unilateral frontal cortical excisions during the learning of such

rules and also that of macaque monkeys with lesions restricted to particular

sectors of the lateral frontal cortex. Because the work on macaque monkeys

has recently been reviewed (Petrides, 2005b), this chapter will focus on the

work with patients.

CONDITIONAL ASSOCIATIVE RESPONSE LEARNING
IN PATIENTS WITH FRONTAL CORTICAL EXCISIONS

A number of studies have demonstrated that patients with lateral frontal cor-

tical excisions are severely impaired in the learning and performance of con-

ditional associative responses (Petrides, 1985a, 1990, 1997). The experimental

tasks used in these studies are similar to those previously developed for
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comparable studies in the macaque monkey (e.g., Petrides, 1982, 1985b). Ba-

sically, in these tasks, there are several alternative responses (e.g., six motor

actions) and an equal number of instructional cues (e.g., six different color

stimuli), each one of which instructs the subject to perform a particular one of

those responses. The subject must learn the arbitrary conditional relations

between the instructional cues and the responses over a series of trials, so that

when a given stimulus is presented, the correct response will be produced. The

essential feature of these tasks is the selection, in each trial, of a specific re-

sponse from among several other equally probable and competing responses

on the basis of learned conditional relations between instructional cues and

responses.

In the studies described here, the performance on conditional tasks of pa-

tients with unilateral excisions from the frontal cortex is compared with that

of patients with unilateral excisions from the anterior part of the temporal

lobe, as well as that of unoperated normal control subjects. The extent and

precise locus of the frontal excisions varied from subject to subject, but in all

cases, the motor cortex on the precentral gyrus was spared, and when the

operation was carried out in the left hemisphere, Broca’s speech area was also

spared (Fig. 1–1). Such excisions of the frontal cortex do not cause any motor

or somatosensory defects and do not impair performance on conventional

intelligence tests and a large variety of perceptual, linguistic, and memory

tasks that have proven to be sensitive indicators of posterior cortical or medial

Figure 1–1 Diagrams showing examples of cortical excisions from

the left frontal cortex.
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temporal lobe damage (e.g., Milner, 1975; Petrides, 2000). However, despite

the normal performance of these patients with frontal cortical excisions on

standard intelligence, perception, memory, and language tests, many of them

show poor adjustment to everyday life, partly because they cannot regulate

their behavior by various explicit and implicit signals received from the

environment. The deficits exhibited in learning to select among competing

alternatives based on acquired conditional rules clearly contributes to the

problems that these patients encounter in everyday life. The temporal lobe

excisions studied always included the anterior part of the temporal neocortex

and the amygdaloid nucleus, and in some cases, they extended posteriorly to

include a large part of the hippocampus and parahippocampal cortex. Thus,

a distinction is made between those left or right temporal lobe excisions re-

sulting in little or no damage to the hippocampal system (LTh, RTh) and those

in which the hippocampal system was removed to a considerable extent (LTH,

RTH) [Fig. 1–2].

Figure 1–2 Diagrams showing examples of anterior temporal lobe excisions in four

patients. LTh and RTh refer to patients with left (L) or right (R) temporal lobe exci-

sions involving the anterior temporal neocortex, the amygdala and its surrounding

cortex, but with little damage to the hippocampal system. LTH and RTH refer to

patients with left (L) or right (R) temporal lobe excisions that involve the same areas

that are affected in the patients designated as LTh and RTh, but with additional ex-

tensive damage to the parahippocampal cortex and the hippocampus. The arrows in-

dicate the location of the additional damage in these cases.
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Conditional Associative Response Learning: Motor Responses

One of the early experiments examined the question of whether patients with

frontal cortical excisions would be impaired in learning to select between

different motor responses on the basis of arbitrary conditional relations with

instructional cues (Petrides, 1985a). In this experiment, the subjects first

watched the experimenter demonstrate six different hand postures (Fig. 1–3).

Subjects were then asked to demonstrate them from memory. All subjects

could reproduce these six hand postures from memory after only a few dem-

onstrations. Once this preliminary stage was completed, six stimuli of different

colors were placed on the table in front of the experimenter and the subject

was told that each one of those stimuli would be the cue for the performance

Figure 1–3 Schematic diagram illustrating the six hand postures that constituted the

responses in the visual-motor conditional task.
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of a specific hand posture. The subjects were told that they would have to learn

which hand posture should be performed for each color cue on the basis of

trial and error. Throughout testing, the stimuli remained on the table in full

view of the subject. On each trial, one of the color stimuli (chosen pseudo-

randomly) was placed in front of the others (Fig. 1–4). Subjects had to re-

spond to the placement of one of the colors in front of the others by making

the hand posture that they thought was indicated by that stimulus. If an in-

correct posture was made, the subjects were told and had to try the other hand

postures until the correct one was found. When the correct posture was pro-

duced, the trial was terminated by placing the stimulus back among the others.

The relative position of the stimuli was changed by shuffling, and the next trial

was administered by placing one of the color stimuli in front of the others.

Thus, the subjects had to learn by trial and error the conditional relations be-

tween the instructional cues and the hand postures.

On this task, patients with either left or right frontal lobe excisions were

severely impaired, many of them failing to learn the task within the limits of

testing (Fig. 1–5). Patients with unilateral anterior temporal lobe excisions

were not impaired, except for those who had sustained left temporal lobe

excisions that involved extensive damage to the hippocampal region (Fig.

1–5). The involvement of the left hippocampal region in verbal memory is well

known (e.g., Milner, 1975); therefore, the deficit of patients with left hippo-

campal damage in this task is probably due to its verbal memory component

resulting from the tendency of many subjects to verbalize the associations

between the color stimuli and the hand postures. It may also reflect the greater

contribution of the left hemisphere to the control of certain types of motor

Figure 1–4 Schematic diagram of the experimental ar-

rangement in the visual motor conditional task. The

instructional cues were different colors, shown here as

different shades (Reprinted from Petrides, Neuropsy-

chologia, 23, 601–614. Copyright Elsevier, 1985).

Conditional Associative Learning 7



action (Kimura and Archibald, 1974; DeRenzi et al., 1980) and, therefore, the

greater involvement of the left hippocampal system in the learning of such

motor acts.

A number of important points must be made. First, testing began only

when subjects could reproduce the six hand postures frommemory, a task that

was extremely easy for all subjects. Second, on each trial, when an incorrect

hand posture was produced in response to a particular instructional color

stimulus, the subject was told by the experimenter that the selected response

was incorrect and the subject had to perform the other hand postures until the

correct one for that particular color stimulus was found. Only then was the

next trial administered. Thus, on every single trial, the patients with frontal

cortical lesions demonstrated that they knew and could perform from mem-

ory all six relevant hand postures, although they were severely impaired in

selecting the correct response to the particular color stimulus presented. In

other words, there was evidence on each trial that the problem of the patient

was not in performing the hand postures or remembering what the relevant

hand postures were, but rather in learning to select the particular responses re-

quired on the basis of the arbitrary conditional relations between color stimuli

and hand postures. Thus, on every trial, there was clear evidence that there was

no impairment in motor execution or generalized memory impairment after
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Figure 1–5 Mean error scores for the various groups of patients on the

visual motor conditional task (trial-and-error testing procedure). NC,

normal control; LTh, left temporal lobe group, limited hippocampal dam-

age; LTH, left temporal lobe group, extensive hippocampal damage; RTh,

right temporal lobe group, limited hippocampal damage; RTH, right tem-

poral lobe group, extensive hippocampal damage; LF, left frontal lobe group;

RF, right frontal lobe group (Reprinted from Petrides,Neuropsychologia, 23,

601–614. Copyright Elsevier, 1985).
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these frontal lesions. Instead, the patients with frontal lesions were hav-

ing trouble selecting between competing responses on the basis of learned

arbitrary conditional relations (e.g., if A, select response X, but if B, select

response Y).

In this experiment, learning of the conditional cues was by trial and error:

On each trial, when the color instructional stimulus was presented, the subject

had to perform the various hand postures with the experimenter providing

feedback (correct or incorrect) after each hand posture until the correct one

was performed. One question raised was whether this trial-and-error method

of training was important for the impairment observed in patients with frontal

excisions. Another study was therefore performed to determine whether the

impairment in learning conditional associative tasks in patients with fron-

tal excisions could be replicated using a modified testing procedure that did

not involve trial and error (Petrides, 1997). In this new testing procedure, the

associations between the color stimuli and the hand postures were demon-

strated to the subjects by the experimenter. The experimenter placed one of

the color stimuli in front of the others and performed with the right hand

the posture that was associated with that particular color. The subject then

performed the same hand posture with his or her right hand. The experimenter

then replaced the color stimulus among the others, shuffled them to make

their position irrelevant, selected one of the other colors according to a ran-

dom order, placed it in front of the others, and performed the appropriate

hand posture for that color. As before, the subject copied the hand posture

made by the experimenter. This procedure was continued until all hand pos-

tures had been demonstrated. Immediately after this demonstration phase, a

testing phase followed during which the experimenter placed one of the stim-

uli in front of the others and the subject had to perform the hand posture that

was associated with it. If the subject made an error, the subject was told and

the experimenter performed the correct posture. The subject also performed

the same correct hand posture to strengthen his or her learning of the correct

response. After a correct response or a correction of an erroneous response,

the experimenter replaced the color stimulus among the others, shuffled them,

and selected the next stimulus to be placed in front of the others, according

to a random order. Again, the subject had to perform the hand posture as-

sociated with that stimulus, and if an error was made, the experimenter told

the subject and demonstrated the correct response, which the subject cop-

ied. Testing proceeded in this manner until all of the color stimuli and the

hand postures associated with them were performed. Once this testing phase

was completed, there was another demonstration phase, followed by a test-

ing phase (as described earlier), until the end of the testing session. Despite

these changes in the testing procedure (i.e., demonstration of the stimulus-

response associations by the experimenter), the results were the same as those

in the study in which the trial-and-error method was used. As before, patients

with left or right frontal cortical excisions were severely impaired in learning

the arbitrary stimulus-response relations (Fig. 1–6). Patients with anterior
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temporal lobe excisions were not impaired, except for those with left anterior

temporal lobe excisions that included extensive damage to the hippocampal

system. Thus, regardless of whether testing used a trial-and-error method

(Petrides, 1985a) or explicit demonstration of the stimulus-response rela-

tions (Petrides, 1997), patients with unilateral frontal cortical excisions were

severely impaired in learning visual-motor conditional associative responses.

Conditional Associative Response Learning: Spatial Responses

Another series of experiments explored the question of whether the impair-

ment in the learning of conditional associative relations between instructional

cues and responses was restricted to the control of different movements (e.g.,

hand postures) or whether it was a more general impairment that involved

other types of such arbitrary stimulus-response mappings. In one such study,

the instructional cues were locations (i.e., six blue lamps that could only be

distinguished by their location) and the responses were also spatial (i.e., six

white cards arranged in a horizontal row in front of the subject) [Fig. 1–7].

The patients were required to learn arbitrary associations between the six
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Figure 1–6 Mean error scores for the various groups of patients on the

visual motor conditional task (demonstration testing procedure). NC,

normal control; LTh, left temporal lobe group, limited hippocampal dam-

age; LTH, left temporal lobe group, extensive hippocampal damage; RTh,

right temporal lobe group, limited hippocampal damage; RTH, right tem-

poral lobe group, extensive hippocampal damage; LF, left frontal lobe

group; RF, right frontal lobe group (Reprinted from Petrides, Neuropsy-

chologia, 35, 989–997. Copyright Elsevier, 1997).
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spatial instructional cues and the six spatial responses (Petrides, 1985a). In this

spatial conditional associative task, when one of the blue lamps was turned on,

the subjects had to touch the card that they thought was indicated by the cue.

If they touched the correct card, they were told that their response was cor-

rect and the lamp was turned off. If they touched an incorrect card, they were

told that their response was wrong, the lamp remained lit, and they contin-

ued to touch other cards until they found the correct one. As can be seen in

Figure 1–8, excisions from either the left or the right frontal cortex resulted in

a severe impairment in learning this task. The severely impaired performance

of the patients with frontal cortical excisions stood in marked contrast to that

of patients with excisions from the left or right anterior temporal lobe. These

patients learned this task at a normal rate, except for those patients with right

temporal lobe excisions that included extensive damage to the hippocampal

region. The impairment in performance on this spatial task after right hip-

pocampal damage is consistent with other investigations that demonstrated

the involvement of the right hippocampal system in spatial learning and

memory (e.g., Milner, 1965; Smith and Milner, 1981). In yet another study,

patients with excisions from the frontal cortex were impaired in learning

conditional relations between color instructional cues and abstract designs

(Petrides, 1990).

Figure 1–7 Schematic diagram of the experimental arrangement in the

spatial conditional task (Reprinted from Petrides, Neuropsychologia, 23, 601–

614. Copyright Elsevier, 1985).
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LEARNING AND PERFORMANCE OF CONDITIONAL

ASSOCIATIVE RELATIONS DEPEND ON THE CAUDAL

LATERAL FRONTAL CORTEX

The research with patients described earlier established the importance of the

lateral frontal cortex in conditional associative learning and also provided

strong clues that the deficit depended more on damage to the posterior lateral

frontal region than on damage to the rostral dorsolateral prefrontal cortex.

Such dissociations, however, are difficult to establish unambiguously in pa-

tient work because the lesions often included both regions. We therefore

initiated a series of studies on macaque monkeys in which we compared the

effects of excisions restricted to the mid-section of the dorsolateral prefrontal

cortex versus its more caudal part (Fig. 1–9). The rostral lesions involved the

mid-dorsolateral prefrontal cortex and included the cortex in the sulcus prin-

cipalis and above it (i.e., areas 9, 46, and 9/46). The caudal lateral frontal le-

sions involved the cortex within the dorsal part of the arcuate sulcus and the

immediately surrounding region, namely, rostral dorsal area 6 and area 8A.

We called the latter lesions the ‘‘periarcuate lesions’’ because they involved the

cortex within and surrounding the arcuate sulcus.
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Figure 1–8 Mean error scores for the various groups of patients on the

spatial conditional task. NC, normal control; LTh, left temporal lobe group,

limited hippocampal damage; LTH, left temporal lobe group, extensive

hippocampal damage; RTh, right temporal lobe group, limited hippo-

campal damage; RTH, right temporal lobe group, extensive hippocampal

damage; LF, left frontal lobe group; RF, right frontal lobe group (Reprinted

from Petrides, Neuropsychologia, 23, 601–614. Copyright Elsevier, 1985).
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Striking dissociations between the cognitive effects of lesions of the mid-

dorsolateral prefrontal cortex versus those of the caudal lateral frontal cortex

were established by the monkey work. Whereas lesions of the mid-dorsolateral

prefrontal cortex caused a severe deficit in tasks that required monitoring (i.e.,

tracking) of information in working memory, caudal lateral frontal lesions did

not affect performance on such tasks, but yielded a massive impairment in per-

formance on conditional associative learning tasks comparable to those that

we had administered to the patients. Thus, a double dissociation between the

effects of mid-dorsolateral versus caudal lateral frontal lesions was established,

providing the strongest possible evidence for specialized contribution along

the rostral-caudal axis of the dorsolateral frontal cortex (see Petrides, 2005b

for a recent review of this work).

An example from this work will be presented here. In one experiment,

monkeys were tested on a visual-motor conditional task comparable to those

used with patients (Petrides, 1982). The monkeys were required to learn to

perform one of two actions (grip a stick or touch a button), depending on the

visual stimulus that was shown on any given trial (Fig. 1–10). The monkeys
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Figure 1–9 Schematic diagram of the mid-dorsolateral

prefrontal lesions (areas 9, 46, and 9/46) and the posterior

lateral frontal lesions (i.e., periarcuate lesions) [area 8 and

rostral area 6].
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with posterior frontal lesions (i.e., periarcuate lesions) were severely impaired

(Petrides, 1982). Further research showed that when the task requires the

selection between distinct movements, area 6 is critical (Halsband and Pas-

singham, 1982; Petrides, 1987). By contrast, when the animal has to select

between visual stimuli on the basis of learned conditional relations with other

visual stimuli, the critical region is area 8 (Petrides, 1987). These results are

consistent with the anatomical connections of area 6 and area 8. Whereas area

6 is connected with motor cortical areas, area 8 is connected with cortical areas

that control visual scanning in space (see Petrides and Pandya, 2002, 2004).

Thus, area 6 is in a position to control the selection between different motor

acts based on learned conditional relations with instructional cues, and area 8

is in a position to control attention to and thus the selection of different
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Figure 1–10 Left: Schematic diagram of the experimental arrangement in the visual

motor conditional task used with monkeys. On each trial, the monkey must grip the

stick or touch the button with the palm facing downward, depending on the object

presented. The reward for a correct response is delivered through the tube that is

connected to the box. When a correct response has been made and a reward has been

delivered down the tube, the monkey pushes back the box to retrieve the reward.

Right: Performance of monkeys on the visual motor conditional task. The animals

with periarcuate lesions (PA) could not learn the task within the testing limit. The

black dots on the histograms represent the performance of individual animals. NC,

normal control; MDL, mid-dorsolateral prefrontal lesions; PA, periarcuate lesions.

(Reprinted from Petrides, Behavioural Brain Research, 5, 407–413. Copyright Else-

vier, 1982).
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objects scattered in the environment based on conditional relations (see also

Petrides, 2005a).

The research with monkeys demonstrated that the caudal dorsolateral fron-

tal cortex is a critical region for the learning and performance of conditional

associative tasks that require selection between different responses based on
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Figure 1–11 Schematic drawing of the lateral surface of the human brain

(above) and that of the macaque monkey (below) to indicate the location of the

mid-dorsolateral frontal region (areas 46, 9, and 9/46) and the mid-ventrolateral

frontal region (areas 45 and 47/12). The term ‘‘mid-dorsolateral frontal cortex’’

is used to distinguish this region from the frontopolar cortex (area 10) and the

posterior dorsolateral frontal cortex (area 8 and rostral area 6). In the human

brain, the mid-dorsolateral frontal cortex occupies the mid-section of the middle

and superior frontal gyri. The mid-ventrolateral frontal region occupies the pars

triangularis (area 45) and pars orbitalis (area 47/12) of the inferior frontal gyrus.
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conditional rules. Control experiments showed that, like the patients with

frontal lesions (discussed earlier), monkeys with caudal dorsolateral frontal

lesions know and can perform the responses, although they are impaired in

selecting between the alternative responses based on learned conditional rela-

tions. Furthermore, the monkeys (like the patients with frontal lesions) per-

form normally onmany tasks of recognition andworkingmemory, as well as on

other tasks that require learning associations between stimuli. In other words,

the deficit in performance on conditional associative tasks after caudal dor-

solateral frontal lesions is not the result of a generalized impairment in learn-

ing, knowledge, or performance of the responses from which selections must be

made.

WHAT IS THE ROLE OF THE MID-VENTROLATERAL PREFRONTAL

CORTEX IN THE LEARNING AND PERFORMANCE

OF CONDITIONAL ASSOCIATIVE RELATIONS?

What other structures within the lateral frontal cortex might be critical for

the selection between alternative responses according to conditional rules? As

discussed earlier, lesions of the mid-dorsolateral prefrontal cortex (areas 9,

46, and 9/46) had no effect or a negligible effect on the learning and perfor-

mance of conditional associative responses (Petrides, 2005b). There is, how-

ever, some evidence that the mid-ventrolateral prefrontal cortex may play an

important role (Fig. 1–11). Wang et al. (2000) found that bilateral injection of

bicuculline (a gamma-aminobutyric acid–ergic antagonist) into the ventro-

lateral prefrontal cortex impaired the learning of novel visual-motor condi-

tional associations, but did not affect the performance of preoperatively

learned associations. Furthermore, infusions of bicuculline in the mid-dor-

solateral prefrontal region did not affect the learning of novel visual-motor

conditional associations or the performance of preoperatively learned asso-

ciations, consistent with earlier work (Petrides, 1982, 2005b) that showed

that the mid-dorsolateral prefrontal cortex is not a critical region for condi-

tional associative learning. Bussey et al. (2001) examined the effect on con-

ditional learning of massive lesions that involved not only the ventrolateral

prefrontal cortex but also the orbitofrontal cortex as far as the medial orbital

sulcus. These massive lesions caused impairment of rapid learning (i.e., within

a session of 50 trials) of novel visual-motor conditional associations, although

the monkeys could still learn the associations when trained gradually over

several sessions. Because the lesions were not restricted to the mid-ventrolateral

prefrontal cortex and the combined ventrolateral and orbital prefrontal le-

sions had disturbed several basic functions, this impairment in conditional

learning is difficult to interpret. For instance, the monkeys with ventrolateral

plus orbital frontal lesions had severe problems with the retention of pre-

operatively learned strategies and did not learn basic tasks, such as matching-

to-sample. Thus, in these monkeys, the difficulty in learning conditional vi-

sual-motor tasks may have been secondary to other, more general cognitive
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impairments. In conclusion, the available evidence suggests that the mid-

ventrolateral prefrontal cortex may be important during the early stages of

learning conditional responses, but not later, when the responses have been

acquired. This pattern of deficits stands in sharp contrast to the specific effects

of posterior lateral frontal lesions (i.e., periarcuate lesions). The monkeys with

periarcuate lesions neither acquire novel conditional associations nor perform

preoperatively learned ones, although they perform normally on matching-to-

sample tasks, working memory tasks, and several other associative learning

tasks (see Petrides, 1987, 2005b).

What might be the contribution of the mid-ventrolateral prefrontal cortex

in conditional associative learning? The mid-ventrolateral prefrontal cortex is a

critical region for the active controlled retrieval of information from memory

in situations where relations between stimuli are ambiguous (Petrides, 2002,

2005a). It could be argued that, during the early stages of learning conditional

associative relations, the task makes considerable demands on active controlled

retrieval mechanisms because the relations between stimuli and responses are

ambiguous. For instance, in the early stages of training, the traces of both re-

sponses X and Y in the context of both stimuli A and B will exist in the sub-

ject’s memory because both X and Y were performed in the presence of A and

B and the unambiguous links have not yet been established. Thus, in the early

stages, the subject must retrieve actively from ambiguous memory relations by

allocating attention to particular trials in memory, a control process ema-

nating from the mid-ventrolateral prefrontal cortex. Rushworth et al. (1997)

provided evidence from another domain, namely, the learning of a matching

rule by monkeys, that the mid-ventrolateral prefrontal cortex may be impor-

tant for the acquisition of rules, but not their subsequent performance (see

also Chapter 7).

The critical importance of the caudal lateral frontal cortex (area 6), but not

the ventrolateral prefrontal cortex, in the performance of well-learned con-

ditional motor responses has also be shown in a recent functional neuroim-

aging study (Amiez et al., 2006). In this functional magnetic resonance im-

aging study, normal human subjects were scanned while they performed a

conditional task requiring the selection among four different hand actions

depending on previously learned arbitrary relations with visual color instruc-

tional stimuli. In relation to the control motor task, performance of the visual-

motor conditional task resulted in significant, highly specific increases in ac-

tivity within the superior branch of the precentral sulcus (i.e., dorsal premotor

cortical region). The focus of the conditional task-related activity, which was

anterior to the primary hand motor cortical representation and dorsal and

posterior to the frontal eye field representation, was entirely consistent with

the monkey lesion studies that identified dorsal premotor cortical area 6 as the

critical region for visual-motor conditional responses.

A major finding of the functional magnetic resonance imaging study by

Amiez et al. (2006) was the clear lack of any increase in activity in the mid-

dorsolateral prefrontal cortex (areas 9, 46, and 9/46) or the ventrolateral
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prefrontal cortex (areas 45 and 47/12) during the performance of these well-

learned visual-motor conditional responses. These findings of a clear absence

of activity in the mid-ventrolateral prefrontal cortex during the performance

of well-learned conditional associative responses contrasts with earlier demon-

strations of activity in this part of the prefrontal cortex during the learning of

conditional relations to guide action (e.g., Toni et al., 2001; Bunge et al., 2003),

again emphasizing the importance of the mid-ventrolateral prefrontal region

in the learning, but not necessarily the performance, of such conditional

responses.

INVOLVEMENT OF THE HIPPOCAMPAL SYSTEM

IN CONDITIONAL ASSOCIATIVE LEARNING

The work with patients has clearly shown that the learning of conditional

associative relations is subserved by a neural circuit that includes the lateral

frontal cortex and the hippocampal region. The learning of conditional asso-

ciations would be expected to involve the medial temporal lobe limbic region

(i.e., hippocampal system) that is critical for the learning of explicit associa-

tions between stimuli (Milner, 1975; Eichenbaum, 1997; see also Chapter 15).

Patients with anterior temporal lobe lesions that did not involve the hippo-

campal system learned conditional associations as well as normal control sub-

jects, but patients who had extensive damage to the hippocampal system were

impaired in acquiring these associations (Petrides, 1985a, 1997). Note that the

hippocampal contribution was material-specific: Patients with right hippo-

campal damage were impaired in learning spatial conditional associative re-

sponses, whereas patients with left hippocampal damage were impaired in

learning arbitrary stimulus-response mappings between color cues and hand

postures. The importance of the hippocampal region in the learning of con-

ditional associative relations has been confirmed in work with experimental

animals. Findings from studies with bothmonkeys (Rupniak and Gaffan, 1987;

Murray and Wise, 1996) and rats (Sziklas et al., 1996, 1998; Sziklas and Pet-

rides, 2002) provide further evidence that the hippocampal system is necessary

for the learning of conditional associations. In some studies with rats, lesions

limited to the hippocampus gave rise to impairment in the performance of

a visual-spatial conditional task only when a delay was interposed between

the stimuli and the responses (Winocur, 1991; Marston et al., 1993). Single-cell

recording studies in behaving monkeys have provided further support for the

importance of the hippocampal system in the learning of conditional associ-

ations (Miyashita et al., 1989; Kita et al., 1995).

CONCLUDING COMMENT

The experiments with patients that were described earlier demonstrate that the

lateral frontal cortex plays a major role in both the acquisition and the exe-

cution of conditional rules that enable the appropriate selection of a response
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from several competing alternatives. Furthermore, studies with patients show

that the learning of these conditional rules involves functional interaction be-

tween the frontal cortex and the hippocampal memory system. Experiments

in macaque monkeys with lesions restricted to particular parts of the lat-

eral frontal cortex have shown that the posterior lateral frontal cortical re-

gion (area 6 and area 8) is critical for both the acquisition and the operation

of conditional rules for the appropriate selection of an action. Furthermore, it

has been shown that, whereas rostral area 6 controls the selection between

distinct motor acts on the basis of conditional rules, area 8 plays a major role

in the selection between visual stimuli in the environment (see Petrides, 1987,

and Petrides et al., 1993, for further discussion of this issue). There is also

electrophysiological evidence for the involvement of these posterior frontal

cortical areas in conditional response selection (e.g., Mitz et al., 1991; Chen

and Wise, 1995; Wallis and Miller, 2003).

Recently, Brass et al. (2005) have examined, in the human brain, the role of

the inferior frontal junction region in cognitive control. This region, which lies

at the intersection of rostral area 6, area 8, and area 44, appears to be involved

in contextually guided updating of task representations that may, in fact, be a

more general application of conditional rules for the selection of action and

for which the caudal lateral prefrontal cortex is critical (see also Chapter 9).

Finally, both monkey lesion studies and functional neuroimaging studies in

normal human subjects suggest that the mid-ventrolateral prefrontal cortex

may be involved during the learning of conditional associative rules, but not

necessarily during their execution. This involvement of the mid-ventrolateral

prefrontal cortex in the learning of conditional associative relations may be a

reflection of its role in active controlled memory retrieval.
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2

Single Neuron Activity Underlying

Behavior-Guiding Rules

Jonathan D. Wallis

Simple associations between environmental events and our behavioral re-

sponses can support much of our learning. For example, while learning to

drive, we learn that we should brake when we encounter a red traffic light.

Although such learning is clearly useful for our morning commute, it suffers

from a number of disadvantages relative to more complex types of learning.

First, it does not generalize very well, particularly if the relationship between

the stimulus and the response is arbitrary, as in the case of traffic signals.

Learning about red and green traffic lights, for example, tells you nothing about

the red and green lights on your stereo. A second problem is that we need to

learn stimulus-response associations through trial and error. Such learning

necessarily involves errors, which can be costly. Errors may result in the lost

opportunity for reward, or even physical harm. A third problem is that by

dealing with the world in a literal fashion, we are potentially encoding it in an

inefficient manner. There are so many potential combinations between stimuli

and responses that we would be unable to remember all the possible combi-

nations and their meanings.

A possible solution to these problems resides in our ability to abstract

information across experiences. We learn to attend to the commonalities of

a situation and ignore trivial differences. For example, after dining in a few

restaurants, we learn to abstract the general rules that underlie ordering a

meal, such as ‘‘wait to be seated,’’ ‘‘order from the menu,’’ and ‘‘pay the bill.’’

Such rules are easy to generalize, and we can apply them to any restaurant that

we subsequently visit. No two restaurants are physically identical, but because

rules operate at a conceptual level, they are relevant to physically different

situations. Furthermore, although we initially acquire the rules through trial-

and-error learning (as we blunder our way through our first restaurant ex-

perience), once these rules have been established, we can use them to order a

meal in a new restaurant. Finally, by abstracting the ‘‘gist’’ of a restaurant ex-

perience, we can substantially reduce the amount of information we need to

store about restaurants.

Indeed, humans are so adept at storing information in an abstract form

that we are often quite poor at remembering specific details. For example,
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Bartlett found that subjects’ recall of stories tended to be simpler than the

original story (Bartlett, 1932). Similarly, if people recall their previous day at

work, they tend to recall details, whereas if they recall a day at work from over

a week ago, their recall consists of a ‘‘typical’’ day at work (Eldridge, 1994). Our

memory system seems to be proficient at abstracting the generalities in the

information it stores.

This chapter focuses on how the brain encodes abstract rules and com-

pares and contrasts this with the encoding of stimulus-response associations.

The discussion focuses particularly on prefrontal cortex (PFC), an area of the

brain that has undergone a dramatic expansion in size and complexity across

the course of mammalian evolution (Semendeferi et al., 2002). PFC reaches

the pinnacle of its development in humans, where it accounts for approxi-

mately 30% of the cerebral cortex. Not surprisingly, this has led to the sug-

gestion that PFC is responsible for those cognitive capacities that distinguish

humans from animals, including the capacity to use abstract information.

Therefore, PFC is a good place to begin looking for the neuronal mechanisms

underpinning abstract rule use.

PREFRONTAL CORTEX AND COMPARATIVE PSYCHOLOGY

In anatomical terms, PFC is ideally suited to represent abstract, high-level

rules. It receives input from all sensory modalities (Pandya and Yeterian, 1990;

Barbas and Pandya, 1991), which is critical for organizing sensory information

into supramodal concepts and rules. Furthermore, its neurons are responsive

to a wide range of sensory modalities (Rolls and Baylis, 1994; Rao et al., 1997;

Romo et al., 1999; Romanski and Goldman-Rakic, 2002). PFC also sends pro-

jections to a variety of secondary motor areas, including premotor cortex

(PMC); these areas in turn project to more primary motor structures (Pandya

and Yeterian, 1990; Barbas and Pandya, 1991). Thus, PFC appears to reside at

the apex of the perception-action cycle, receiving highly processed sensory

information and projecting to high-level motor areas (Fuster, 2002).

Yet, despite its size and location in the human brain, damage to PFC of-

ten appears to have surprisingly little effect. Sensorimotor abilities, language,

memory, and intelligence are all intact, and in casual conversation, patients

with PFC damage can appear remarkably normal. However, despite the su-

perficial appearance of normality, the patients’ everyday life is devastated. They

have difficulty organizing and planning their behavior, are easily distracted,

and tend to act in a disinhibited and impulsive manner. This pattern of deficits

is called the ‘‘dysexecutive syndrome’’ because it reflects a breakdown in high-

level, executive processes. One component of this syndrome is the inability to

use high-level, abstract rules to control behavior. A classic test of PFC function

is the Wisconsin Card Sorting Task. In this task, the patient has to sort a deck

of cards according to different rules. The patient may need to sort them based

on the number of shapes on each card, or according to the color or identity

of the shapes. Patients with damage to PFC have difficulty performing this
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task. In particular, they have difficulty switching between these different rules

(Milner, 1963).

PREFRONTAL CORTEX AND RULE USE IN OTHER SPECIES

Exploring the neuronal processes that underlie these abilities is difficult in

humans; for this, we need an animal model. Perhaps, though, we are push-

ing the limits of which animals are capable. Do they even have the capacity to

use abstract information? It seems that at least some species do. One abstract

rule that is relatively easy to demonstrate in animals is that of sameness: the

matching-to-sample task tests this ability. A subject sees a sample stimulus, and

then a short while later, it sees two test stimuli, one of which is the same as the

sample. To get a reward, the subject must select the test stimulus that matches

the sample stimulus. If an animal can successfully perform this task, it suggests

that the animal can appreciate that the sample stimulus and the test stimulus

are the same, and that this relationship controls the choice of the test stimulus.

However, there are potentially other explanations for this behavior. In

particular, an animal might learn the task through specific configurations of

the stimuli and responses. Consider the displays in Figure 2–1, which illustrate

the various configurations between two pictures used in the task, and the

correct response. Notice that the animal could learn this task by learning the

correct motor response to a specific configuration of stimuli. For example,

it could learn that the specific configuration of pictures in the upper left box

instructs a motor response to the upper left. This type of learning shows noth-

ing more than the acquisition of a stimulus-response association through trial

and error. However, suppose that we were to use new stimuli on every trial. An

animal relying on configural learning would not have the opportunity to learn

by trial and error, and would have to guess. In contrast, an animal that un-

derstands the ‘‘same’’ rule would still be able to perform the task.

There is substantial evidence that some species understand the ‘‘same’’ rule

and can solve the matching-to-sample task, even when every trial uses new

stimuli. These species include chimpanzees (Nissen et al., 1948; Oden et al.,

1988), rhesus monkeys (Mishkin et al., 1962), dolphins (Herman and Gordon,

1974) and sea lions (Kastak and Schusterman, 1994). The ability to use ab-

stract rules is not limited to mammals. Corvids (the bird family that includes

crows, rooks, jays, and jackdaws) and parrots all show the ability to perform

the matching-to-sample task with novel stimuli (Wilson et al., 1985; Pepper-

berg, 1987). In contrast, although pigeons can learn the matching-to-sample

task for small sets of stimuli, if novel stimuli are used on every trial, they

perform at chance, suggesting that they are unable to abstract the rule (Wilson

et al., 1985).

In terms of comparative psychology, other tasks that involve abstract rules

yield similar results. One example is the formation of a ‘‘learning set.’’ If pri-

mates learn a series of standard visual discriminations, where they see two

pictures and must learn to select one of them to get a reward, their rate of
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learning gets progressively better with each discrimination they solve (Harlow,

1949). Eventually, the monkey can learn the problem in a single trial: Perfor-

mance on the first trial is necessarily at chance, but performance is virtually

100% correct on the second trial. The monkey has learned to extract the ab-

stract rule ‘‘win-stay, lose-shift,’’ which dramatically speeds performance

(Restle, 1958). So, too, do corvids, but pigeons must solve each discrimination

individually (Hunter and Kamil, 1971; Wilson et al., 1985). Interestingly,

corvid brains differ from those of other birds, in that they have an enlarged

mesopallium and nidopallium, areas that are analogous to PFC in mammals

(Rehkamper and Zilles, 1991), prompting speculation that the capacity to use

abstract information might have evolved at least twice in the animal kingdom

(Emery and Clayton, 2004).

In fact, the capacity to understand certain abstract concepts may be wide-

spread. A recent study showed that even some insects can use ‘‘same’’ and

‘‘different’’ rules to guide their behavior (Giurfa, 2001). Investigators trained

honeybees on a Y-maze. At the entrance to the maze was the sample stimulus,

and at the entrance to the two forks in the Y-maze were two test stimuli. Bees

Figure 2–1 Possible configurations of stimuli and responses

in a matching task. In each panel, the lower picture is the sam-

ple stimulus and the upper two pictures are the test stimuli.

The arrow indicates the behavioral response. Although an an-

imal could learn this task by abstracting the rule to choose

the upper picture that matched the lower one, it could equally

learn the task by memorizing the correct response to make to

each of the four possible configurations of stimuli.
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received a reward for choosing the arm with the matching test stimulus. Not

only could the bees learn this task, but they also were able to apply the rule

to novel stimuli. Furthermore, they were just as capable of learning to follow

the ‘‘different’’ rule as they were the ‘‘same’’ rule. This study raises interest-

ing questions. For example, why should the capacity to use an abstract rule be

useful to bees, but not to pigeons? This capacity is not simply the ability to

know that one flower is the ‘‘same’’ as another, a very simple (and useful) be-

havioral adaptation that can be solved through stimulus generalization and

conditioning. Rather, it is using the relationship between two stimuli to gov-

ern behavior in an arbitrary fashion. Quite what use the bee finds for this

ability is a mystery, but it does demonstrate that a remarkably simple ner-

vous system, consisting of a brain of 1mm3 and fewer than 1 million neurons

(Witthöft, 1967) is capable of using abstract information. It remains an open

question whether it can learn a variety of abstract information, as does the

mammalian brain, or whether its abilities are more constrained.

These studies in neuropsychology and comparative psychology thus laid

the groundwork for this exploration of the neuronal mechanisms that might

underlie the use of abstract rules to guide behavior. They suggested a task that

monkeys could perform to demonstrate their grasp of abstract rules and sup-

ported the notion that PFC would be an important brain region for the neu-

ronal representation of such rules.

NEURONAL REPRESENTATION OF ABSTRACT

RULES IN PREFRONTAL CORTEX

Behavioral Paradigm

Although the matching-to-sample task was useful for demonstrating behav-

iorally that monkeys could use abstract rules, this task presented several prob-

lems when it came to exploring the underlying neuronal mechanisms. First,

the task made use of only one rule; to demonstrate neuronal selectivity, we

need at least two rules. To see why this is the case, consider how we would

define a neuron as encoding a face. We would want to show not only that the

neuron responds to faces, but also that it does not respond to non-face stimuli.

Otherwise, the neuron might be encoding any visual stimulus, rather than

faces specifically. In an analogous fashion, to demonstrate that a neuron is

encoding a specific rule, we need to show not only that it responds when the

‘‘same’’ rule is in effect, but also that it does not respond when other rules are

in effect. The matching-to-sample task shows that monkeys can grasp the con-

cept of ‘‘sameness.’’ An obvious second rule to teach the monkey was that of

‘‘difference.’’ Now, the monkey had to choose the test stimulus that did not

match the sample stimulus.

We trained three monkeys to use both of these rules. A sample stimulus

appeared on a computer screen, and we instructed the monkeys to follow ei-

ther the ‘‘same’’ rule or the ‘‘different’’ rule. After a brief delay, one of two test
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stimuli appeared. The monkey had to make a given response depending on

which rule was in effect and whether the test stimulus matched or did not

match the sample stimulus. This, of course, raises the following question: How

do you instruct a monkey to follow a given rule? We did this by means of a cue

that we presented simultaneously with the sample stimulus. If the monkey

received a drop of juice, it knew that it should follow the ‘‘same’’ rule, and

if it did not receive juice, it knew that it should follow the ‘‘different’’ rule.

However, this method of cueing the currently relevant rule introduces a po-

tential confounding factor. Any neuron that showed a difference in firing rate

when the ‘‘same’’ or ‘‘different’’ rule was in effect might simply be encoding

the presence or absence of juice. To account for this possibility, we had a sec-

ond set of cues, drawn from a different modality. Thus, a neuron encoding the

abstract rule should be one that shows a difference of activity, irrespective of

the cue that we use to tell the monkey what to do. Figure 2–2 shows the full

task; during the first delay period, the monkey must remember the sample

picture as well as which rule is in effect, to perform the task correctly. Behav-

ioral performance on this task was excellent (the monkeys typically performed

approximately 90% of the trials correctly).

Each day, we used a set of four pictures that the monkey had not previously

seen. We only used four pictures because we wanted to compare the number

of neurons that encoded the sample picture and contrast it with the number of

neurons that encoded the abstract rule. This meant that we needed multiple

trials on which we used the same sample picture to estimate accurately the

neuronal firing rate elicited by a given picture. Unfortunately, this repetition

could conceivably allow the monkeys to learn the task through trial-and-error

configural learning. For example, consider the trial sequence shown in the top

row of Figure 2–2. The monkey might learn that the conjunction of the picture

of a puppy and the cue that indicates the ‘‘same’’ rule (e.g., a drop of juice or a

low tone) indicates that it should release the lever when it sees a picture of a

puppy as a test stimulus. Further analysis of the monkeys’ behavior showed

that this is not how they learned the task (Wallis et al., 2001; Wallis and Miller,

2003a). First, they performed well above chance when applying the rules the

first time they encountered a new picture (i.e., before trial-and-error learning

could have occurred) [70% correct; 4 pictures�55 recording sessions¼ 220

pictures; p< 10�8; binomial test]. Second, in subsequent behavioral tests, the

monkeys performed the task just as easily when new pictures were used on

every trial (performing more than 90% of the trials correctly). Thus, the mon-

keys had to be solving the task by using the abstract rule.

Neurophysiological Results

Figure 2–3 shows the activity of a PFC neuron during performance of this task.

This neuron shows a higher firing rate whenever the ‘‘same’’ rule is in effect.

Furthermore, which of the four pictures the monkey is remembering does not

affect the firing rate of the neuron, and neither does the cue that instructs the
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Figure 2–2 Each row (A–D) indicates a sequence of possible

events in the abstract rule task. A trial begins with the animal fix-

ating on a central point on the screen. We then present a sample

picture and a cue simultaneously. We use several cues drawn from

different sensory modalities so that we can disambiguate neuronal

activity to the physical properties of the cue from the abstract rule

that the cue instructs. For our first monkey, we indicate the ‘‘same’’

rule using a drop of juice or a low tone and the ‘‘different’’ rule with

no juice or a high tone. For the second monkey, juice or a blue

border around the sample picture signifies ‘‘same,’’ whereas no

juice or a green border indicates ‘‘different.’’ For the third monkey,

juice or a blue border indicates ‘‘same,’’ whereas no juice or a pink

border indicates ‘‘different.’’ After a short delay, a test picture ap-

pears and the animal must make one of two behavioral responses

(hold or release a lever), depending on the sample picture and the

rule that is currently in effect.
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rule. In addition, the monkey does not know whether the test stimulus will or

will not match the sample stimulus; consequently, it does not know whether it

will be holding or releasing the lever. As such, the activity of the neuron during

the delay cannot reflect motor preparation processes. Finally, factors relating

to behavioral performance cannot account for the firing rate, such as differ-

ences in attention, motivation, or reward expectancy. Behavioral performance

was virtually identical in the ‘‘same’’ and ‘‘different’’ trials (0.1% difference in

the percentage of correct trials and 7ms difference in behavioral reaction time).

The only remaining explanation is that single neurons in PFC are capable of

encoding high-level abstract rules.

We used a three-way analysis of variance (ANOVA) to identify neurons

whose average firing rate during the sample and delay epochs varied signifi-

cantly with trial factors (evaluated at p< 0.01). The factors in the ANOVA

were the modality of the cue, the rule that the cue signified (‘‘same’’ or ‘‘dif-

ferent’’), and which of the four pictures was presented as the sample. We

defined rule-selective neurons as those that showed a significant difference in

firing rate between the two different rules, regardless of either the cue that was

used to instruct the monkey or the picture that was used as the sample stim-

ulus. Likewise, picture-selective neurons were identified as those that showed a

significant difference in firing rates between the four pictures, regardless of ei-

ther the cue or the rule.

We recorded data simultaneously from three major PFC subregions: dor-

solateral PFC, consisting of areas 9 and 46; ventrolateral PFC, consisting of

area 47/12; and orbitofrontal cortex, consisting of areas 11 and 13. The pattern

of neuronal selectivity was similar across the three areas: The most prevalent

selectivity was encoding of the abstract rule, observed in approximately 40% of

Figure 2–3 A prefrontal cortex neuron encoding an abstract rule. Neuronal activity is

consistently higher when the ‘‘same’’ rule is in effect, as opposed to the ‘‘different’’ rule.

We see the same pattern of neuronal activity irrespective of which picture the monkey

is remembering or which cue instructs the rule.
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PFC neurons (Table 2–1). There was an even split between neurons encoding

the ‘‘same’’ rule and those encoding the ‘‘different’’ rule. No topographic or-

ganization was evident, and we often recorded the activity of ‘‘same’’ and ‘‘dif-

ferent’’ neurons on the same electrode. The second most prevalent type of

neuronal activity was a Cue�Rule interaction (27%). This occurred when a

neuron was most active to a single cue. This may simply reflect the physical

properties of the cue, although, in principle, it could also carry some rule

information. For example, such a neuron might be encoding rule information,

but only from a single modality. In contrast with the extent of rule encoding, a

much smaller proportion encoded which picture appeared in the sample

epoch (13%).

These results suggest that encoding of abstract rules is an important func-

tion of PFC, indeed, more so than the encoding of sensory information.

Having determined this, we wanted to ascertain whether the representation of

abstract rules was a unique property of PFC. We thus recorded from some of

its major inputs and outputs, with the aim of determining whether rule in-

formation arises in PFC.

ENCODING OF ABSTRACT RULES IN REGIONS

CONNECTED TO PREFRONTAL CORTEX

In the next study, we recorded data from three additional areas that are heavily

interconnected with PFC (Muhammad et al., 2006), namely, inferior temporal

cortex (ITC), PMC, and the striatum (STR). We recorded data from ITC

because it is the major input to PFC for visual information (Barbas, 1988;

Barbas and Pandya, 1991). This was of interest because the rule task requires

the monkey to apply the ‘‘same’’ and ‘‘different’’ rules to complex visual

Table 2–1 Percentage of Neurons Encoding the Various Factors Underlying

Performance of the Abstract Rule Task in Either the Sample

or the Delay Epochs

N

DLPFC

182

VLPFC

396

OFC

150

PFC

728

PMC

258

STR

282

ITC

341

Cue 31% 20% 25% 24% 26% 18% 21%

Rule 42% 41% 38% 41% 48% 27% 12%

Picture 7% 18% 8% 13% 5% 4% 45%

Cue�Rule 31% 27% 23% 27% 50% 20% 9%

Rule�Picture 2% 1% 0% 1% 0% 1% 6%

Cue�Picture 2% 5% 3% 4% 3% 1% 1%

Percentages exceed 100% because neurons could show different types of selectivity in the two epochs.

DLPFC, dorsolateral prefrontal cortex; VLPFC, ventrolateral prefrontal cortex; OFC, orbitofrontal

cortex; PFC, prefrontal cortex; PMC, premotor cortex; STR, striatum; ITC, inferior temporal cortex.
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pictures and ITC plays a major role in the recognition of such stimuli (De-

simone et al., 1984; Tanaka, 1996). Furthermore, interactions between PFC and

ITC are necessary for the normal learning of stimulus-response associations

(Bussey et al., 2002). We also recorded data from PMC and STR because these

are two of the major outputs of PFC. Within PMC, we recorded data from

the arm area because the monkeys needed to make an arm movement to in-

dicate their response. Within STR, we recorded data from the head and body

of the caudate nucleus, a region known to contain many neurons involved in

the learning of stimulus-response associations (Pasupathy and Miller, 2005;

see Chapter 18).

To compare selectivity across the four brain regions, we performed a re-

ceiver operating characteristic (ROC) analysis. This analysis measures the de-

gree of overlap between two response distributions. It is particularly useful

for comparing neuronal responses in different areas of the brain because it is

independent of the neuron’s firing rate, and so it is easier to compare neurons

with different baseline firing rates and dynamic ranges. It is also nonparametric

and does not require the distributions to be Gaussian.

For each selective neuron, we determined which of the two rules drove its

activity the most. We then compared the distribution of neuronal activity

when the neuron’s preferred rule was in effect and when its unpreferred rule

was in effect. We refer to these two distributions as P and U, respectively. We

then generated an ROC curve by taking each observed firing rate of the neu-

ron (i.e., the unique values from the combined distribution of P and U) and

plotting the proportion of P that exceeded the value of that observation against

the proportion of U that exceeded the value of that observation. The area

under the ROC curve was then calculated. A value of 0.5 would indicate that

the two distributions completely overlap (because the proportion of U and P

exceeding that value is equal), and as such, would indicate that the neuron is

not selective. A value of 1.0, on the other hand, would indicate that the two

distributions are completely separate (i.e., every value of U is exceeded by the

entirety of P, whereas none of the values of P is exceeded by any of the values

of U), and so the neuron is very selective. An intuitive way to think about the

ROC value is that it measures the probability that you could correctly identify

which rule was in effect if you knew the neuron’s firing rate.

We used the ROC measure to determine the time course of neuronal se-

lectivity and to estimate each neuron’s selectivity latency. We computed the

ROC by averaging activity over a 200-ms window that we slid in 10-ms steps

over the course of the trial. To measure latency, we used the point at which the

sliding ROC curve equaled or exceeded 0.6 for three consecutive 10-ms bins.

We chose this criterion because it yielded latency values that compared favor-

ably with values that we determined by visually examining the spike density

histograms. Other measures yielded similar results, such as values reaching

three standard deviations above the baseline ROC values.

As shown in Figure 2–4, the strongest rule selectivity was observed in the

frontal lobe (PFC and PMC), and there was only weak rule selectivity in STR
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and ITC. Figure 2–4 illustrates the time course of rule selectivity across the

four neuronal populations from which we recorded. The x-axis refers to the

time from the onset of the sample epoch, and each horizontal line reflects data

from a single neuron. Color-coding reflects the strength of selectivity, as de-

termined by the ROC analysis. We sorted the neurons along the y-axis so that

neurons with the fastest onset of neuronal selectivity are at the bottom of the

graph. The black area at the top of each graph indicates the neurons that did

not reach the criterion for determining their latency.

The analysis using a three-way ANOVA to define rule-selective neurons

confirmed the results displayed in Figure 2–4. There was a significantly greater

incidence of rule selectivity in the PMC (48% of all recorded neurons, or

Figure 2–4 Time course of neuronal selectivity for the rule across the entire popula-

tion of neurons from which we recorded. Each horizontal line consists of the data from

a single neuron, color-coded by its selectivity, as measured by a receiver operating

characteristic. We sorted the neurons according to their latency. The black area at the

top of each figure consists of the data from neurons that did not encode the rule. Rule

selectivity was strong in premotor cortex and prefrontal cortex, weak in striatum, and

virtually absent in inferotemporal cortex.
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125/258) than in PFC (41%, or 297/728), a greater incidence in PFC than in

STR (26%, or 89/341), and a greater incidence in STR than in ITC (12%, or 34/

282; chi-square; all comparisons p< 0.01). In all areas, approximately half of

the rule neurons showed higher firing rates to the ‘‘same’’ rule, whereas the

other half showed higher firing rates to the ‘‘different’’ rule. There were also

regional differences in terms of when rule selectivity first appeared. Figure 2–5

shows the distribution of latencies for neurons that reached the criterion for

determining latency (ITC neurons are not included here because so few neu-

rons showed a rule effect). On average, rule selectivity appeared significantly

earlier in PMC (median¼ 280 ms) than in PFC (median¼ 370 ms; Wilcox-

on’s rank sum test; p< 0.05). STR latencies (median¼ 350 ms) were not sig-

nificantly different from those of PFC or PMC.

Figure 2–5 Histogram comparing the latency of rule selectivity across

three of the areas from which we recorded. Rule selectivity appeared

earlier in premotor cortex (PMC) [median¼ 280ms] than in prefron-

tal cortex (PFC) [median¼ 370ms], whereas striatum (STR) latencies

(median¼ 350ms) did not differ from those of PFC or PMC.
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When we compared the proportion of neurons with picture selectivity

across regions, we saw a pattern that was quite different from that seen for

rule selectivity. Picture selectivity was strongest in ITC (45% of all neurons, or

126/282), followed by PFC (13%, or 94/728), and finally, PMC (5%, or 12/

258) and STR (4%, or 15/341). The incidence of picture selectivity in PMC

and STR was not significantly different, but all other differences were (chi-

square; p< 0.01). We saw a similar pattern of results with the sliding ROC

analysis using the difference in activity between the most and least preferred

pictures (Fig. 2–6). Once again, each line corresponds to one neuron, and

we sorted the traces by their picture selectivity latency. Picture selectivity was

strongest in ITC, followed by PFC, and it was weak in both PMC and STR. We

used the sliding ROC analysis to determine latencies for picture selectivity

after sample onset (Fig. 2–7). The mean latency for picture selectivity was

significantly shorter in ITC (median¼ 160ms) than in PFC (median¼
220ms; p< 0.01). Too few neurons reached the criterion in PMC and STR

to allow for meaningful statistical comparisons.

Figure 2–6 Time course of neuronal selectivity for the sample picture across the entire

population of neurons from which we recorded. We constructed the figure in the same

way as Figure 2–4. Picture selectivity was strong in inferotemporal cortex, weak in

prefrontal cortex, and virtually absent in the striatum and premotor cortex.
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In summary, PFC was the only area from which we recorded data that

encoded all of the task-relevant information, namely, both the picture and the

rule. In contrast, PMC and STR encoded the rule, but not the picture, whereas

ITC encoded the picture, but not the rule. These results fit with the concep-

tualization of ITC, PFC, and PMC as cortical components of a perception-

action arc (Fuster, 2002). Perceptual information was strongest and tended to

appear earliest in ITC, a sensory cortical area long thought to play a central

role in object recognition, and then in PFC, which receives direct projections

from ITC. ITC does not project directly to PMC (Webster et al., 1994), and

perceptual information was weakest in the PMC. By contrast, information

about the rules was strongest and earliest in frontal cortex (PFC and PMC)

and virtually absent in ITC.

One puzzling feature of our results is that PMC encodes rules more strongly

and earlier than PFC, yet it is not a region that has previously been associated

Figure 2–7 Histogram comparing the latency of picture selectivity in prefrontal

cortex (PFC) and inferotemporal cortex (ITC). Picture selectivity appeared earlier

in ITC (median¼ 160ms) than in PFC (median¼ 220ms).
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with the use of abstract information. One possibility is that we observed

stronger PMC rule effects because the rules were highly familiar to the ani-

mals; they had performed this task for more than a year. Evidence suggests

that PFC is more critical for new learning than for familiar routines. PFC

damage preferentially affects new learning; animals and humans can still en-

gage in complex behaviors as long as they learned them before the damage

occurred (Shallice and Evans, 1978; Shallice, 1982; Knight, 1984; Dias et al.,

1997). PFC neurons also show more selectivity during new learning than dur-

ing the performance of familiar cue-response associations (Asaad et al., 1998).

Human imaging studies report greater blood flow to the dorsal PMC than to

PFC when subjects are performing familiar versus novel tasks (Boettiger and

D’Esposito, 2005) and greater PFC activation when subjects are retrieving

newly learned rules versus highly familiar rules (Donohue, 2005). In addition,

with increasing task familiarity, there is a relative shift in blood flow from

areas associated with focal attention, such as PFC, to motor regions (Della-

Maggiore and McIntosh, 2005). Therefore, it may be that STR is primarily

involved in new learning, but with familiarity, rules become more strongly

established in motor system structures.

A second possibility lies in the design of the task. The task we used ensured

that the perceptual requirements were abstract: Monkeys had to make abstract

judgments about the similarity of pictures. However, the motor requirements

of the task were more concrete: The subjects always indicated their response

with an arm movement. One could envision a version of the task in which the

subject has to respond with an arm movement to one set of trials, as in the

current task, and with an eye movement to other sets of trials. One might

predict that in such a task, rule activity would only occur in PMC during the

arm movement trials, and might occur in another frontal lobe structure, such

as the frontal eye fields, during eye movement trials. In other words, we pre-

dict that rule activity in PFC would be effector-independent, which would not

be the case for rule activity in PMC. PFC would be the only area to represent

the rule in a genuinely abstract fashion, independent of both sensory input and

the motor effector. These predictions should be tested in future research.

COMPARISON OF ABSTRACT RULES AND CONCRETE

STIMULUS-RESPONSE ASSOCIATIONS

In the experiment described earlier, we found only weak rule selectivity in STR

relative to the frontal cortex. Recently, very different results have emerged for

the encoding of lower-level rules, such as the stimulus-response associations

that underpin conditional rules. Pasupathy and Miller (2005) recorded data

simultaneously from PFC and STR while monkeys learned stimulus-response

associations (see Chapter 18). In their task, two stimuli (A and B) instruct one

of two behavioral responses (saccade left or right). Both structures encoded

the associations between the stimuli and the responses, but selectivity ap-

peared earlier in learning in STR than in PFC. Despite this early neural correlate
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of learning in STR, the monkey’s behavior did not change until PFC encoded

the associations. These results present us with a challenge: Why would the

monkey continue to make errors, despite the fact that STR was encoding the

correct stimulus-response associations? This finding suggests that not only is

overt behavior under the control of PFC more so than under that of STR, but

also that PFC will not necessarily use all of the information available to it to

control behavior.

One possibility is that PFC is integrating information from many low-level

learning systems, not just STR, and that some of these systems may not nec-

essarily agree with STR as to the correct response. For example, consider the

brain systems that acquire stimulus-reward associations or action-reward as-

sociations. It is impossible to learn stimulus-response associations using such

stimulus-reward or action-reward associations because each action and each

stimulus are rewarded equally often. However, this does not necessarily mean

that these systems will be silent during the performance of a task dependent on

stimulus-response associations. For example, perhaps after a reinforced left-

ward saccade, the action-reward system instructs PFC to make another left-

ward response, oblivious to the fact that on the next trial, the stimulus in-

structs a rightward response. PFC would need to learn that such information is

not useful to solve the task, and ignore this system.

Lesion studies support the idea that these different low-level learning sys-

tems can compete with one another. For example, lesions of anterior cingu-

late cortex impair the learning of stimulus-reward associations (Gabriel et al.,

1991; Bussey et al., 1997), but facilitate the learning of stimulus-response as-

sociations (Bussey et al., 1996). These findings suggest that in the healthy

animal, anterior cingulate is responsible for learning stimulus-reward asso-

ciations, and that removing the capacity to learn such associations can im-

prove the ability to learn stimulus-response associations.

OTHER FORMS OF ABSTRACT ENCODING

IN PREFRONTAL CORTEX

Recent studies have found that PFC neurons encode a variety of different

kinds of abstract information relating to high-level cognition, including at-

tentional sets (Mansouri et al., 2006), perceptual categories (Freedman et al.,

2001; see Chapter 17), numbers (Nieder et al., 2002), and behavioral strategies

(Genovesio et al., 2005; see Chapter 5). We have recently begun to explore

whether abstract information might also have a role in lower-level behavioral

control, to help guide simple decisions and choices. The neurophysiologi-

cal studies discussed earlier used models derived from sensorimotor psycho-

physics and animal learning theory to make sense of the neuronal data. Over

the last decade, however, there has been a growing realization that to under-

stand the neuronal mechanisms underlying decision-making, it might help to

widen the fields from which we construct our behavioral models (Glimcher,

2003; Glimcher and Rustichini, 2004; Schultz, 2004; Sanfey et al., 2006).
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Evolutionary biologists and economists have constructed detailed models

of the parameters that animals and humans use to make everyday decisions.

These models emphasize the consideration of three basic parameters that must

be considered in making a decision: the expected reward or payoff, the cost in

terms of time and energy, and the probability of success (Stephens and Krebs,

1986; Loewenstein and Elster, 1992; Kahneman and Tversky, 2000). Deter-

mining the value of a choice involves calculating the difference between the

payoff and the cost, and discounting this by the probability of success. One

suggestion is that PFC integrates all of these parameters to derive an abstract

measure of the value of a choice outcome (Montague and Berns, 2002).

To test this hypothesis about the representation of value, we examined

whether PFC neurons encode an abstract representation of value by integrating

the major decision variables of payoff, cost, and risk (Kennerley et al., 2005).

We trained monkeys to choose between pictures while we simultaneously re-

corded data from multiple PFC regions. Each picture was associated with a

specific outcome. Some pictures were associated with a fixed amount of juice,

but only on a certain proportion of trials (risk manipulation). Other pictures

were associated with varying amounts of juice (payoff manipulation). Finally,

some pictures were associated with a fixed amount of juice, but the subject had

to earn the juice by pressing a lever a certain number of times (cost manip-

ulation). A large proportion of PFC neurons encoded the value of the choices

under at least one of these manipulations (Table 2–2). Other neurons encoded

the values under two of the manipulations, and still others encoded the value

under all three manipulations, consistent with encoding an abstract repre-

sentation of value. In other words, some PFC neurons encoded the value of the

choice irrespective of how we manipulated its value. The majority of the se-

lective neurons were located in medial PFC, where approximately half en-

coded the value of the choice outcome in some way.

The encoding of the value of a choice in an abstract manner has distinct

computational advantages. When faced with two choices, A and B, we might

imagine that it would be simpler to compare them directly rather than going

through an additional step of assigning them an abstract value. The problem

with this approach is that as the number of available choices increases, the

number of direct comparisons increases exponentially. Thus, choosing among

A, B, and C would require three comparisons (AB, AC, and BC), whereas

choosing among A, B, C, and D requires six comparisons (AB, AC, AD, BC,

BD, and CD). The solution quickly suffers from combinatorial explosion as the

number of choices increases. In contrast, valuing each choice along a common

reference scale provides a linear solution to the problem.

An abstract representation provides important additional behavioral ad-

vantages, such as flexibility and a capacity to deal with novelty. For example,

suppose that an animal encounters a new type of food. If the animal relies on

direct comparisons, then to determine whether it is worth choosing this new

food over others, it must iteratively compare the new food with all previ-

ously encountered foods. By deriving an abstract value, on the other hand, the
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animal has only to perform a single calculation. By assigning the new food

a value on the common reference scale, it knows the value of this foodstuff

relative to all other foods. In addition, often it is not clear how to compare

directly very different outcomes: How does a monkey decide between groom-

ing a compatriot and eating a banana? Valuing the alternatives along a com-

mon reference scale helps with this decision. For example, although I have

never needed to value my car in terms of bananas, I can readily do so because

I can assign each item a dollar value.

CONCLUSIONS AND FUTURE RESEARCH

In conclusion, numerous studies now suggest that using abstract information

to guide behavior is an important and potentially unique function of PFC. In

turn, this capacity might underlie two of the hallmark functions of PFC,

flexibility and the ability to deal with novelty. A key question that remains is

how we learn such information in the first place. The mechanisms that un-

derpin the learning of abstract information remain unclear. Traditionally,

neurophysiologists record data from animals only once they have learned the

task. There are good reasons for so doing. Collecting an adequate sample of

neurons requires multiple recording sessions, and interpreting the data re-

quires behavior to be stable across those sessions. Even in studies that have

incorporated learning into the design, typically, monkeys are trained until

there is a stable, asymptotic rate of learning (Wallis and Miller, 2003b; Pa-

supathy and Miller, 2005). However, this makes for a rather artificial model of

behavior. In real life, behavior is rarely stable, but instead, constantly changes

and adapts to the environment. Furthermore, the immense amount of train-

ing that the animals often require (usually lasting months, or even years) raises

the possibility that the types of neuronal changes that we observe are not

an accurate reflection of more natural learning, or are perhaps only reflec-

tive of the encoding of highly trained skills. Fortunately, recent advances in

Table 2–2 Percentage of Neurons Encoding Variables Underlying Choices

in Different Prefrontal Cortex Subregions

N

Dorsolateral

108

Ventrolateral

52

Orbital

89

Medial

153

Risk 3% 2% 2% 20%

Payoff 2% 2% 6% 9%

Cost 1% 0% 0% 3%

RiskþPayoff 0% 0% 2% 13%

RiskþCost 0% 0% 1% 4%

PayoffþCost 0% 0% 0% 4%

All three 0% 0% 0% 15%
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neurophysiological studies, such as chronically implanted electrodes, and the

increase in the number of neurons that can be recorded in a single session raise

the possibility of recording during the learning of these tasks. These and other

methodological advances will help us to understand how the brain achieves its

impressive ability to abstract and generalize.
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3

Neural Representations Used

to Specify Action

Silvia A. Bunge and Michael J. Souza

To understand how we use rules to guide our behavior, it is critical to learn

more about how we select responses on the basis of associations retrieved from

long-term memory and held online in working memory. Rules, or prescribed

guide(s) for conduct or action (Merriam-Webster Dictionary, 1974), are a par-

ticularly interesting class of associations because they link memory and action.

We previously reviewed the cognitive neuroscience of rule representations

elsewhere (Bunge, 2004; Bunge et al., 2005). In this chapter, we focus mainly on

recent functional brain imaging studies from our laboratory exploring the neu-

ral substrates of rule storage, retrieval, and maintenance. We present evidence

that goal-relevant knowledge associated with visual cues is stored in the pos-

terior middle temporal lobe. We further show that ventrolateral prefrontal

cortex (VLPFC) is engaged in the effortful retrieval of rule meanings from long-

term memory as well as in the selection between active rule meanings. Finally,

we provide evidence that different brain structures are recruited, depending on

the type of rule being represented, although VLPFC plays a general role in rule

representation. Although this chapter focuses primarily on the roles of lateral

prefrontal and temporal cortices in rule representation, findings in parietal and

premotor cortices will also be discussed.

LONG-TERM STORAGE OF RULE KNOWLEDGE

Posterior Middle Temporal Gyrus Is Implicated

in Rule Representation

In a previous functional magnetic resonance imaging (fMRI) study focusing

on rule retrieval and maintenance, we observed activation of left posterior

middle temporal gyrus (postMTG) [BA 21], as well as left VLPFC (BA 44/45/

47), when subjects viewed instructional cues that were associated with specific

rules (Bunge et al., 2003) [Fig. 3–1]. Although both postMTG and VLPFC were

sensitive to rule complexity during the cue period, only VLPFC was sensitive

to rule complexity during the delay.
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On the basis of evidence that semantic memories are stored in lateral tem-

poral cortex and that VLPFC assists in memory retrieval (e.g., Gabrieli et al.,

1998; Wagner et al., 2001), we proposed that left postMTG might store rule

knowledge over the long term, and that VLPFC might be important for re-

trieving and using this knowledge (Bunge et al., 2003). However, it is clear that

postMTG is not specifically involved in storing explicit rules for behavior;

rather, the literature on tool use and action representation suggests that this

region more generally represents action-related knowledge associated with

stimuli in the environment (see Donohue et al., 2005).

In ongoing research, we aim to reconcile the disparate views of postMTG

function emerging from the semantic memory literature (i.e., a general role in

semantic memory) and the action representation literature (i.e., a more spe-

cific role in action-related semantic representation). A recent study from our

Figure 3–1 Brain activation related to the retrieval and maintenance of rules uncovered

by functional magnetic resonance imaging (Bunge et al., 2003). Both left ventrolat-

eral prefrontal cortex (L VLPFC) [BA 44/47] and left posterior middle temporal gyrus

(L postMTG) [BA 21] were modulated by rule complexity during the Cue period, but

only the left VLPFC continued this pattern into the Delay period. **p< .01; *p < .05.

(Adapted from Bunge et al., 2003, Journal of Neurophysiology, 90:3419–3428, with per-

mission from the American Physiological Society).
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laboratory is consistent with the latter view, although a definitive answer awaits

further experiments.

Intriguingly, our focus in left postMTG was close to a region that is be-

lieved to represent knowledge about actions associated with manipulable ob-

jects (Chao et al., 1999; Martin and Chao, 2001). A large body of research has

shown that this region is active when subjects prepare to use a tool, mentally

conceptualize the physical gestures associated with tool use, make judgments

about the manipulability of objects, generate action verbs, or read verbs as op-

posed to nouns (for reviews, see Johnson-Frey, 2004; Lewis, 2006).

Although most of these studies involved visual stimuli (images or words),

one group of researchers found that postMTG was engaged by meaningful

relative to meaningless environmental sounds (Lewis et al., 2004), and for tools

relative to animals (Lewis et al., 2005). Thus, the role of postMTG in storing

mechanical or action-related knowledge about stimuli extends to the realm of

auditory information; it is unclear whether it also extends to other modalities.

Given that we likely acquire most of our action-related knowledge through

vision and audition, one might expect that a region that specifically represents

action-related knowledge would not be modulated by other modalities. How-

ever, the possibility that postMTG is engaged by other stimulus modalities

remains an open issue, and we know of no functional brain imaging studies or

studies of anatomical connectivity that speak to this issue.

In our rule study, unlike the action knowledge studies mentioned earlier,

participants used recently learned arbitrary mappings between abstract cues

(nonsense shapes or words) and task rules. This finding suggests that left

postMTG plays a broader role in action knowledge than previously assumed.

Rather than specifically representing actions that are non-arbitrarily associ-

ated with real-world objects, left postMTG also represents high-level rules that

we learn to associate with otherwise meaningless symbols.

Explicitly Testing for Involvement of Left

PostMTG in Rule Representation

We sought to further test the hypothesis that left postMTG represents rule

knowledge in an fMRI study in which subjects viewed a series of road signs

from around the world, and considered their meanings (Donohue et al., 2005).

We had two reasons for selecting road signs as experimental stimuli: (1) they

are associated with specific actions or with guidelines that can be used to select

specific actions; and (2) they allow us to examine the retrieval of rule knowl-

edge acquired long ago. As such, these stimuli enabled us to ask whether pre-

frontal cortex (PFC) [in particular, VLPFC] would be recruited during passive

retrieval of action knowledge associated with well-learned symbols.

The road sign study involved ‘‘Old’’ signs that subjects had used while driv-

ing for at least 4 years, and ‘‘New’’ signs from other countries that they were

unlikely to have been exposed to previously (Fig. 3–2A). Of these New signs,

half were ‘‘Trained’’ (i.e., subjects were told their meaning before scanning, but

Neural Representations Used to Specify Action 47



had had no experience using them to guide their actions). The other half of the

new signs were ‘‘Untrained’’—in other words, subjects had viewed them before

scanning, but were not given their meaning. We predicted that left postMTG

would be active when subjects successfully accessed the meaning of Old and

Trained signs, but not when subjects viewed signs whose meaning they did not

know (‘‘Incorrect’’ trials, of which the majority would be Untrained).

Just as predicted, left postMTG was more active when subjects passively

viewed signs for which they knew the meaning than for signs that were familiar,

but not meaningful to them (Fig. 3–2B). This contrast also identified several

other regions, and all were located in the lateral temporal lobes. However, the

largest and most significant focus was in the predicted region of left postMTG.

Notably, unlike regions in lateral PFC, this region was insensitive to level of ex-

perience with the signs—it was engaged equally strongly for correctly performed

Old and Trained signs (Fig. 3–2B, inset). Thus, it appears that left postMTG

stores the meanings of arbitrary visual cues that specify rules for action, regard-

less of when these cues were originally learned or how much experience one has

had with them. This pattern of activation suggests two points: (1) activation of

the correct representation in temporal cortex contributes to remembering the

sign’s meaning; and (2) these temporal cortex representations can be acti-

vated either through effortful, top-down processes involving VLPFC or through

Figure 3–2 Retrieving well-known and recently learned behavioral rules from long-

term memory (Donohue et al., 2005). A. Domestic, well-known (‘‘Old’’) and foreign,

generally unknown (‘‘New,’’ ‘‘Learned’’) signs were used in the study. B. Activation in

left posterior middle temporal gyrus (L postMTG) [BA 21; circled] was identified in a

group contrast comparing all correct trials relative to fixation. Inset. Activation in this

region was specifically modulated by whether participants knew the meaning of the

sign, not by when the participant learned the meaning of the sign. (Adapted from

Donohue et al., 2005, Neuroimage, 26, 1140–1149, with permission from Elsevier).

48 Rule Representation



automatic, bottom-up means (controlled retrieval of rule-knowledge by VLPFC

is discussed later).

PostMTG: Action Knowledge, Function Knowledge, or Both?

Although left postMTG has been implicated in tasks that promote retrieval of

action knowledge, it has been noted that left postMTG is located near the

posterior extent of the superior temporal sulcus, a region associated with rep-

resentation of biological motion (Chao et al., 1999; Martin and Chao, 2001).

Furthermore, this region is engaged when subjects think about how living

entities move (Tyler et al., 2003). These observations raise the following ques-

tion: Does left postMTG represent knowledge about specific movements or

actions associated with a visual stimulus, or does it represent semantic mem-

ories associated with an object, such as—in the case of manipulable objects—

knowledge about its function?

To address this question, we designed an fMRI study to investigate whether

the left postMTG is sensitive to an object’s function (functional knowledge) or

how the object moves when one uses it (action knowledge) [Souza and Bunge,

under review]. Participants viewed photographs of common household ob-

jects, such as a pair of scissors. The task was a 2� 2 factorial design, manip-

ulating whether or not one had to retrieve knowledge about a specific type of

object, as well as the domain of cognitive processing required: verbal or visual-

spatial (Fig. 3–3A).

Based on an instruction that they received on each trial, participants were

asked to do one of the following: (1) imagine themselves using the object in

a typical way (Imagery); (2) consider how they would describe the purpose of

the object to another person (Function); (3) imagine themselves rotating the

object 180 degrees along the surface (Rotate); or (4) identify and verbally re-

hearse the most prominent color of the object (Rehearse). The Function task

required participants to retrieve information stored in long-term memory

about the use of an object, whereas the Imagery task required participants to

retrieve information about how to handle the object. The Rotate condition

was devised as a control for the visual-spatial and movement-related demands

of the Imagery task, and the Rehearse condition was devised as a control for

the verbal demands of the Function task.

We posited that if left postMTG represents functions associated with ob-

jects, this region should be most active for the Function condition. In contrast,

if this region represents action information, it should be most active for the

Imagery condition. In fact, we found that left postMTGwas engaged specifically

when participants were asked to access function knowledge (Fig. 3–3B). These

data indicate that postMTG represents semantic information about the func-

tion of an object, rather than how one interacts with it or how it typically

moves when one uses it. In contrast to left postMTG, left inferior parietal

lobule (IPL) [BA 40] (Fig. 3–3C) and dorsal premotor cortex (PMd) [BA 6]

Neural Representations Used to Specify Action 49



(Fig. 3–3D) were engaged more strongly in the Imagery than in the Function

condition. Unlike PMd, ventral premotor cortex (PMv) [BA 6] was equally

active across all four conditions. The roles of these regions in action repre-

sentation are discussed further later.

Imagery and Semantic Retrieval: Two Routes

to Retrieval of Object Knowledge

In this object knowledge study, we made an effort to direct participants to re-

trieve specific types of information associated with common household ob-

jects. Indeed, the fact that a number of brain regions were modulated by con-

dition (and in opposite ways from other brain regions, in some cases) suggests

that participants did tend to treat the conditions differently. In the real world,

however, we most likely retrieve several types of information in parallel when

we perceive a familiar object. Additionally, some individuals may tend to ac-

cess one type of information more readily than another. In this study, we found

that participants with better self-reported imagery ability—as measured by the

Figure 3–3 Brain regions associated with action representation with objects

(Souza and Bunge, under review). A. The object study manipulated whether the action-

knowledge was required and whether the task was primarily verbal or visual-spatial. B.

A 6-mm spherical region-of-interest (ROI) was drawn, centered in the coordinates in

left posterior middle temporal gyrus (postMTG; �56 �40 2) from Donohue et al.

(2005). This ROI was specifically activated by the Function condition. C. Left inferior

parietal (BA 40) activation was modulated by the task (visual-spatial> verbal) and in

fact was greatest for Rotate. D. A similar pattern to that in left inferior parietal region

was also found in left dorsal premotor cortex [BA 6]. E. Activation in left postMTG

(BA 21) positively correlated with imagery ability as assessed by the Vividness of Visual

Imagery Questionnaire (VVIQ) [Marks, 1973]. Note that VVIQ scores are reversed

from the original scale such that higher scores reflect better visual imagery ability.
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Vividness of Visual Imagery Questionnaire (VVIQ) [Marks, 1973]—engaged

left postMTG more strongly when attempting to retrieve the function of an

object (Fig. 3–3E), but not for the Motor Imagery, Rotate, or Rehearse con-

ditions. Thus, participants may use visual imagery to assist in the retrieval of

semantic knowledge about an object’s function.

Action Representations in Premotor Cortex

Ventral Premotor Cortex

Similar to the postMTG, brain imaging studies of action knowledge have con-

sistently reported activation in left PMv (BA 6/44) [for reviews, see Johnson-

Frey, 2004; Kellenbach et al., 2003]. This region is active when subjects observe

or copy movements, pretend to use tools, or generate verbs. As such, left PMv

is believed to store movement representations, and to support the retrieval of

motor information about tool use (Kellenbach et al., 2003).

In the road sign study described earlier (Donohue et al., 2005), the left PMv

did not reflect rule knowledge, in that it was not more active for Correct than

for Incorrect signs. However, PMv was significantly more active for Trained

than for Old signs, and its response to Incorrect signs was intermediate to these

(Fig. 3–4A). This finding was obtained regardless of the fact that subjects were

not required to carry out any overt motor responses in the task. These results

suggest that the PMv was engaged during attempts to retrieve action knowledge

that does not come readily tomind. Additionally, as noted earlier with regard to

the object knowledge study (Souza and Bunge, under review), PMv was en-

gaged while participants considered pictures of artifacts—regardless of whether

the type of information they were asked to retrieve about these artifacts

was action-related (Fig. 3–4B). This result is consistent with the idea that PMv

Figure 3–4 Involvement of premotor cortex in action knowledge. A. In the road

sign study, a region of ventral premotor cortex (BA 6) showed maximal sensitivity

to Learned (L) and New (N) signs, followed by Incorrect (I) and then Old (O) signs

(Donohue et al., 2005). B. In the object study, we identified a cluster of dorsal premotor

cortex activation (BA 6) that was significantly active for all conditions, but notably

more so for the visual-spatial tasks (Souza and Bunge, under review).
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is involved in the automatic retrieval of actions associated with manipulable

objects (Kellenbach et al., 2003; Tranel et al., 2003; Johnson-Frey, 2004).

Dorsal Premotor Cortex

Left PMd (BA 6) is believed to support sensorimotor transformations (for re-

views, see Picard and Strick, 2001; Chouinard and Paus, 2006). For example, it

is active when participants are preparing to select between two movements

relative to planning a single movement (Cavina-Pratesi et al., 2006). Lesion

work shows that damage to PMd results in learning impairments for arbitrary

sensorimotor associations in themonkey (Halsband and Passingham, 1982), as

well as the human (Petrides, 1997). In the object knowledge study described

earlier, we found that PMd activation was above baseline for all conditions, but

was more active for the visuospatial tasks (Motor Imagery, Rotate> Function,

Rehearse) [Fig. 3–4B], supporting the idea that this region aids in the planning

of goal-directed movement.

Action Representations in Parietal Cortex

Another region that is often reported in the action knowledge literature is pa-

rietal cortex—in particular, the IPL and intraparietal sulcus (BA 40) [Johnson

and Grafton, 2003; Johnson-Frey, 2004; Kellenbach et al., 2003]. Left IPL ap-

pears to be recruited only when subjects retrieve specific actions (Kellenbach

et al., 2003), such as grasp-related movements associated with tools (Chao and

Martin, 2000). This finding is consistent with the hypothesis that this region

supports motor attention (Rushworth et al., 2001, 2003) and the literature on

ideomotor apraxia indicating that patients with damage to this region have dif-

ficulty retrieving appropriate motor programs (Heilman et al., 1997).

In our initial rule study (Bunge et al., 2003), left IPL was sensitive to rule

complexity during presentation of the instructional cue, as well as when sub-

jects had to keep the rule inmind until they were prompted to select a response.

In the object study, this region was most strongly modulated by the visual-

spatial tasks, and in fact, was more active for Rotate than for Motor Imagery

(Fig. 3–3C) [Souza and Bunge, under review], perhaps because participants

could access familiar motor programs for the latter condition, but not for the

former. Supporting a role in representing movements associated with objects,

Motor Imagery–related activation in the left IPL was positively correlated with

subsequent memory for having performed the imagery task on specific objects.

RETRIEVAL, SELECTION, AND MAINTENANCE

OF RULE KNOWLEDGE

Studies Implicating VLPFC in Rule Learning

and Rule Retrieval

Lesion studies in nonhuman primates demonstrate that VLPFC plays a critical

role in rule learning and rule representation. VLPFC lesions in monkeys
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severely impair learning on conditional visual-motor tasks that require that

they use one of several arbitrary stimulus-response (S-R) mappings to respond

to a visual stimulus (Murray et al., 2000; Passingham et al., 2000) [see Chapter

7]. These lesions impair both the ability to use associations learned preop-

eratively and the ability to learn new associations rapidly within a single

session (Bussey et al., 2002). VLPFC lesions in monkeys also lead to a deficit in

learning a match-to-sample rule, indicating that VLPFC is important for

learning complex rules as well as simple associations (Bussey et al., 2002).

Consistent with the lesion studies in nonhuman primates, neuroimaging

studies in humans have also implicated VLPFC in rule representation (Toni

et al., 1998; Toni and Passingham, 1999; Toni et al., 2001; Brass et al., 2003;

Bunge et al., 2003; Brass and von Cramon, 2004). More broadly, VLPFC is be-

lieved to be important for active, or controlled, memory retrieval under situa-

tions in which relevant associations do not spring readily to mind (i.e., when

relations between representations are weak, unstable, or ambiguous) [Petrides,

2002; see also Miller and Cohen, 2001]. Animal studies indicate that VLPFC

retrieves information from the temporal lobes (Eacott and Gaffan, 1992; Pet-

rides, 1996; Hasegawa et al., 1999; Miyashita and Hayashi, 2000). Indeed, dis-

ruption of the white matter tracts connecting VLPFC and ipsilateral temporal

cortex leads to impaired visual-motor learning (Bussey et al., 2002; Parker and

Gaffan, 1998). This and other findings support the hypothesis that VLPFC is

involved in the effortful retrieval of rule knowledge (as well as other associations)

from temporal cortex.

Engagement of VLPFC during Effortful Rule Retrieval

We previously postulated that VLPFC has an inverted U relationship with as-

sociative memory strength (Bunge et al., 2004). According to this hypothesis,

VLPFC is recruited when subjects engage retrieval processes that lead to the

successful recollection of knowledge, more so when the recollection is effortful

(Wagner et al., 2001). However, under situations in which initial recollection

attempts are unsuccessful and subjects abandon the retrieval effort, one might

observe diminished reliance on VLPFC processes (Dobbins et al., 2003). Thus,

the inverted U model predicts greatest activation in VLPFC during effortful

recollection, intermediate levels during less effortful recollection, and the least

activation when subjects abandon early retrieval attempts.

We found some support for the inverted U model in the road sign study,

in that right VLPFC and right dorsolateral PFC (DLPFC)—like PMv (see Fig.

3–4A)—were most strongly engaged by recently Trained signs than by either

Old or New signs (Donohue et al., 2005). In contrast to left postMTG, PFC

was not sensitive to rule knowledge: It exhibited no differences in activation

between signs whose meaning a subject knew and signs whose meaning he or

she didn’t know. These results suggest that the associations between road signs

and the rules that they indicate are stored in postMTG, and that right VLPFC

is engaged as needed to assist with rule retrieval.
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In contrast to right VLPFC, left VLPFC did not show an inverted U pattern

in the road sign study. Rather, this region was strongly engaged for all signs,

regardless of knowledge or experience. This finding surprised us, because our

earlier work had implicated left VLPFC in rule retrieval and maintenance

(Bunge et al., 2003). We considered it likely that the unconstrained view-

ing paradigm used in the road sign study led subjects to actively attempt to

interpret each sign as it appeared on the screen, thereby leading to equal acti-

vation of left VLPFC across conditions. However, we sought to further exam-

ine the role of left VLPFC in rule representation in a subsequent study, by test-

ing whether it might be involved in selecting between sign meanings instead of

or in addition to retrieving them. The rationale for this next experiment was

based on a debate in the long-term memory literature as to whether left VLPFC

plays a role in memory retrieval (Wagner et al., 2001) or in selection between

active memoranda (Thompson-Schill et al., 1997).

Left VLPFC: Controlled Rule Retrieval, Rule Selection, or Both?

In the road sign meaning-selection study, we sought to test whether left VLPFC

would be sensitive to rule retrieval demands or to rule selection demands

(Souza et al., 2005). We used a two-factorial task design: (1) whether subjects

were to retrieve a newly learned meaning for a sign or a meaning that they had

learned years ago (New/Old), and (2) whether a sign had one or two possible

meanings.

On ‘‘Old’’ trials, subjects were cued for the original meaning for a domes-

tic sign with only one meaning. On ‘‘New’’ trials, subjects were cued for the

meaning of a foreign sign, which they were trained on before scanning. On

‘‘Relearned-Old’’ trials, subjects were cued for the original meaning for a do-

mestic sign with two meanings (the other meaning having been taught before

scanning). On ‘‘Relearned-New’’ trials, subjects were cued for the newmeaning

for a domestic sign with two meanings. On each trial, a red or green border

instructed subjects to retrieve either an Old or a New meaning. For signs with

two meanings, this border was critical in determining the appropriate meaning

to be remembered.

First, we tested whether left VLPFC (BA 45) was sensitive to controlled

retrieval demands (New>Old; Relearned-New>Relearned-Old). As predicted,

this region—identified from all correct trials relative to baseline—was more

active for New than forOld signs; this finding supports the idea that left as well as

right VLPFC are involved in the active retrieval of sign meanings (Fig. 3–5).

However, contrary to prediction, left VLPFC was equally active on Relearned-

New and Relearned-Old trials. This surprising finding is discussed later.

Second, we tested whether left VLPFC showed competition effects when

subjects were forced to select between two possible rule meanings (Relearned-

New> other signs) [Thompson-Schill et al., 1997; Badre et al., 2005]. Indeed,

left VLPFC (BA 45) was engaged more strongly by Relearned-New than by Old

signs (Fig. 3–5), which is, on the surface, consistent with a selection account of
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VLPFC function. However, greater activation was not observed for Relearned-

New than for New trials, which would be predicted by a selection account.

In effect, left VLPFC was more active on Relearned-New, Relearned-Old,

and New trials than on Old trials, but did not distinguish between the first

three conditions. These data would be consistent with a controlled retrieval ac-

count if it were the case that subjects tended to retrieve both meanings for

signs with two meanings. By this account, subjects would retrieve a New sign

meaning for all signs except for the Old ones, and this effortful retrieval pro-

cess would engage VLPFC.

On the whole, these data are more consistent with a controlled retrieval

account than with a selection account for left VLPFC (BA 45) involvement in

this task. However, it is certainly the case that left VLPFC also plays a role in

selecting between competing mental representations (Jonides et al., 1998; Nel-

son et al., 2003). Further, Badre and colleagues (2005) [see Chapter 16] found

that, within left VLPFC, mid-VLPFC (BA 45) is involved in resolving compe-

tition and anterior VLPFC (BA 47) is involved in controlled semantic retrieval.

Figure 3–5 Left ventrolateral prefrontal cortex (VLPFC): controlled retrieval or re-

sponse selection (Souza and Bunge, under review)? A region in left VLPFC (BA 45),

extracted from a group contrast comparing all correct meaning retrievals relative to

baseline, revealed that activation in this region was not wholly consistent with a con-

trolled retrieval (Wagner et al., 2001) or a response selection (Thompson-Schill et al.,

1997) account. O, Old; Re-Old, Relearned-Old; N, New; Re-New, Relearned-New.
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To address the issue of possible functional dissociations within left VLPFC

in our second traffic study, we conducted region of interest (ROI) analyses

based on the precise regions identified by Badre and colleagues. Anterior

VLPFC (BA 47), a 6-mm sphere centered on Montreal Neurological Insti-

tute (MNI) coordinates �45 27 �15, was not engaged on the task relative to

baseline. Thus, the retrieval of sign meanings may not rely on anterior VLPFC,

a region associated with controlled semantic retrieval (Wagner et al., 2001;

Badre et al., 2005). However, an ROI analysis of Badre’s mid-VLPFC region (a

6-mm sphere centered onMNI coordinates�45 27�15 in BA 45) revealed the

same interaction that we had previously observed with a larger ROI encom-

passing this region (Fig. 3–5). These and other findings suggest that mid-

VLPFC may play a role in both the effortful retrieval of memory and the

selection of relevant associations from among competing mnemonic repre-

sentations.

VLPFC: Retrieval of Semantic Knowledge

In the object knowledge study discussed previously, subjects were asked to

access semantic knowledge about an object (Function) or memory for the

actions and movements associated with the use of the object (Imagery). The

Rehearse and Rotate conditions were designed to control for verbal and visual-

spatial task demands, respectively. Like postMTG, left VLPFC (BA 45) was

activated by the following contrasts: Function>Rehearse and Function>
Imagery (Fig. 3–6A). This finding is consistent with a large literature impli-

cating left VLPFC in semantic memory (Vandenberghe et al., 1996; Gabrieli

Figure 3–6 Left ventrolateral prefrontal cortex (VLPFC) and the retrieval of action

knowledge (Souza and Bunge, under review). A. A region of left VLPFC (BA 45), iden-

tified from a group contrast sensitive to action knowledge (Imagery, Function>Rotate,

Rehearse), showed the greatest response to the Function condition. B. The level of acti-

vation in left VLPFC for the Function condition correlated with later accuracy for the

Function items.
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et al., 1998), and supports the hypothesis that VLPFC retrieves semantic in-

formation associated with objects from postMTG.

However, unlike postMTG, left VLPFC was more strongly engaged during

imagery of object-specific actions (Imagery) than of actions that are not spe-

cifically associated with the objects (Rotate; see Fig. 3–6A). Thus, left VLPFC

activation reflected retrieval of both functions and actions associated with

objects. This region likely accesses multiple types of information from distinct

brain regions, including object functions and rules from postMTG and infor-

mation about how to interact with an object from parietal or premotor cortex.

Collectively, these inputs provide contextual information that can inform the

selection of goal-relevant and contextually appropriate actions.

VLPFC Activation Correlated with Subsequent

Memory Performance

In the object knowledge study, subjects were given an incidental memory

test after the scan session, in which they were asked to indicate which task they

had performed on each of a series of objects (Imagery versus Function). Left

VLPFC activation on the Function task was correlated with subsequent mem-

ory for thinking about the function of a specific object (Fig. 3–6B). In contrast,

a correlation was not observed between VLPFC activation on the Imagery task

and subsequent memory. Thus, although left VLPFC is active during per-

formance of the Imagery task (albeit to a lesser extent than during the Func-

tion task), its engagement appears not to be necessary for later memory of this

mental operation. Unlike VLPFC, postMTG, parietal, and premotor regions

did not exhibit subsequent memory effects.

This finding is broadly consistent with earlier findings that greater engage-

ment of left VLPFC during word encoding is associated with greater subse-

quent episodic memory for the presentation of those words (Wagner et al.,

1998, 1999; Kirchhoff et al., 2000). These findings provide new insight into the

role of VLPFC in rule learning: VLPFC can assist with rule learning by help-

ing to retrieve not only specific associations with a stimulus (be it a real-world

object or a symbol), but also memories for the context in which one had seen

the stimulus previously, and how one had responded to the stimulus then.

Distinct Neural Representation for Different Types of Rules?

Neuroimaging studies in humans and electrophysiological recordings in non-

human primates implicate both VLPFC and mid-DLPFC (BA 9, 46) in rule

representation (for review, see Bunge, 2004). However, as noted earlier, neuro-

psychological studies innonhumanprimates implicateVLPFC, but notDLPFC,

in rule representation. Damage to DLPFC causes little or no impairment on

visual-motor conditional tasks in either humans or nonhuman primates (see

Murray et al., 2000), with the exception of posterior DLPFC in humans (BA 8)

[Petrides, 1997; Amiez et al., 2006; Monchi et al., 2006]. These apparent dis-

crepancies raise two possibilities: (1) mid-DLPFC represents some types of
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rules, but not others; and (2) DLPFC is engaged during rule representation

without being required for adequate task performance.

In considering the types of rules that DLPFC may represent, two possibil-

ities are suggested by the extant literature. First, DLPFC may be important

for representing rules that require overriding a prepotent response tendency.

Indeed, one study showed sustained mid-DLPFC (BA 9) activation while

participants prepared to perform the Stroop task (MacDonald et al., 2000),

and another showed that DLPFC (but not VLPFC) was more active when sub-

jects were able to prepare to withhold a response on a go/no-go task than when

they received no advance warning (Hester et al., 2004). Instead or additionally,

DLPFC may not be engaged for low-level rules, such as stimulus-response as-

sociations, but may be recruited for more complex rules. Such a finding would

be consistent with the hypothesis that DLPFC is recruited as needed tomanage,

monitor, or manipulate information kept active by VLPFC (D’Esposito et al.,

1999; Rypma et al., 1999; Bor and Owen, 2006).

Our laboratory designed an experiment to test the hypothesis that VLPFC

and DLPFC contribute differentially to rule representation (Donohue et al.,

under review). More generally, the aim of the second rule study was to inves-

tigate whether rules of different kinds are maintained differentially in the brain.

To this end, participants performed two distinct tasks, at different levels of

difficulty, during acquisition of event-related fMRI data. On each trial, an in-

structional cue appeared briefly on the screen, followed by a delay and a probe,

during which a response occurred (Fig. 3–7A; see color insert). In the Stroop

task, named after the classic test from which it was adapted, participants were

cued to determine either the ink color or the color name associated with a word

stimulus. The Ink condition was more challenging than the Word condition,

because it involved overriding the automatic tendency to focus on the word’s

meaning. In the Memory task, participants were tested on their memory for

pairs of color words learned before scanning. Participants had to retrieve four

word pairs from long-termmemory for each of two instructional cues (set A or

set B; High memory load), and had to retrieve one word pair for each of two

additional cues (set C or set D; Low memory load; Fig. 3–7B).

The more difficult condition in the Stroop task (Ink versus Word) involved

suppression of response competition. However, in the Memory task, the more

difficult condition (High load versus Low load) placed greater demands on long-

term memory retrieval and working memory maintenance. Thus, we were able

to test whether different regions in lateral PFC were modulated by response

competition demands and memory demands during rule maintenance. We

predicted that left VLPFC would be generally involved in rule representation,

whereas DLPFC would specifically assist in the representation of inhibitory or

complex rules.

As predicted, left VLPFC (BA 44/45) was engaged during the mainte-

nance of all four types of rules, consistent with a general role in rule repre-

sentation (Fig. 3–7C, top). This region was most strongly engaged by the High

load. This finding extends the verbal working memory literature by showing
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Figure 3–7 Retrieving and maintaining different rule types

for future action (Donohue et al., under review). A. In the

second rules study, participants memorized various set sizes

of color pairings. B.On a given trial, a cue would indicate the

type of rule to be followed. The delay was followed by a

sample and a probe, and participants responded to the

sample-probe pairing based on the instructional cue. C.

During the Delay period, left ventrolateral prefrontal cortex

(BA 45) was significantly activated for every condition. D.

Right dorsolateral prefrontal cortex (BA 9), however, was

specifically activated for the High-load condition.



load-dependent rule maintenance in VLPFC, in addition to load-dependent

maintenance of other types of representations (see also Bunge et al., 2003).

A homologous region in right VLPFC showed the same pattern, but was not as

robustly engaged. In contrast to VLPFC, right DLPFC (BA 9; middle frontal

gyrus [MFG]) was specifically engaged during the delay period for the main-

tenance of the High load rule (Fig. 3–7C, bottom). These findings are con-

sistent with the prediction that DLPFC is not as generally involved in rule

maintenance as VLPFC.

No region was preferentially engaged by the Ink condition during the delay

period, suggesting that inhibitory rules are maintained online in a similar

fashion to non-inhibitory rules. Conscious rule maintenance appears to rely on

neural circuitry associated with verbal working memory, suggesting that rules

do not enjoy special status relative to other types of information held online.

However, during the cue and probe periods, several control-related brain

regions showed transient responses specifically for the Ink instruction, in-

cluding right DLPFC (BA 9, MFG, inferior to the previous right DLPFC ROI)

as well as right VLPFC, a region that has been implicated in response inhibition

Figure 3–8 A theoretical framework for brain regions involved in action represen-

tation. Left ventrolateral prefrontal cortex (VLPFC) [BA 44/45/47] is involved in the

controlled retrieval of semantics and rules (Wagner et al., 2001; Bunge et al., 2003). Left

posterior middle temporal gyrus (postMTG) [BA 21] is involved in representing rules

and action semantics (Bunge et al., 2003; Donohue et al., 2005; Souza and Bunge, under

review). Ventral premotor cortex (PMv) [BA 6] is involved in precise hand grips

required for object-related interactions (Kellenbach et al., 2003). Dorsal premotor

cortex (PMd) [BA 6] is involved in sensorimotor learning and transformations (Pet-

rides, 1997). Inferior parietal lobule (IPL) [BA 40] is involved in motor programs

(Chao and Martin, 2000; Kellenbach et al., 2003) and motor attention (Rushworth et

al., 2001, 2003). Superior parietal lobule (SPL) [BA 7] is involved in goal-directed

sensorimotor transformations (Fogassi and Luppino, 2005). Left hemisphere fiducial

rendering is from Caret 5.5 (Van Essen et al., 2001, 2002; http://brainmap.wustl.edu/

caret). Regional demarkations are imprecise, and are meant for illustrative purposes

only; the region encompassing the premotor cortex includes the primary motor cortex.
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(Konishi et al., 1999; Garavan et al., 1999; Bunge et al., 2002; Aron et al., 2003).

Thus, as predicted, two different types of rules were represented differentially

in the brain—at least during rule retrieval and implementation, if not during

maintenance.

Bunge and Zelazo previously hypothesized further neural dissociations in

PFC with respect to rule representation (Bunge and Zelazo, 2006) [see Chapter

19]. According to this framework, orbitofrontal cortex represents values asso-

ciated with specific stimuli or choices (see Chapter 2), whereas lateral PFC rep-

resents specific sets of response contingencies. Inspired by Kalina Christoff’s

model of prefrontal organization (Christoff and Gabrieli, 2002), we posited

a hierarchy of rules represented in lateral PFC. Our framework posits that all

manner of rules are represented in VLPFC and that rules of increasing structural

complexity additionally rely on DLPFC or anterior PFC (BA 10). These pro-

posed dissociations within PFC have yet to be tested explicitly.We have used this

framework as a theoretical account of developmental improvements in rule use

over childhood; the development of rule use is discussed further in Chapter 19.

CONCLUSION

We have focused here on several components of the neural mechanisms in-

volved in rule representation (Fig. 3–8; see color insert). Extant data suggest

that: (1) postMTG stores semantic knowledge associated with cues in the

environment; (2) various regions in parietal and premotor cortices represent

actions at different levels of abstraction; and (3) VLPFC is involved in con-

trolled rule retrieval and conscious rule maintenance. Additionally, PFC sub-

regions, including DLPFC and anterior PFC (not shown in Fig. 3–8), are in-

volved in rule representation as needed, depending on the kind of rule. Indeed,

rules can be actively maintained in verbal working memory, with the degree of

engagement of lateral PFC depending on the amount of information to be

held in mind. Future research on the neural mechanisms underlying rule

retrieval, maintenance, and implementation will necessarily rely on brain im-

aging measures with higher temporal resolution than the blood-oxygen-level

dependent (BOLD) signal measured with fMRI.
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4

Maintenance and Implementation

of Task Rules

Katsuyuki Sakai

We can respond to a stimulus more quickly when we have advance knowledge

about the features of the stimulus or the types of movement we are to make.

For example, the rate at which we press a button in response to a visual stim-

ulus on a screen increases when we know in advance the location of stimulus

to be presented. Such facilitation of behavior depends on the ability to rep-

resent the advance information in the form of an attention set. An attention

set is mediated by the sustained activity in the frontoparietal network before

task performance (Kanwisher and Wojciulik, 2000; Corbetta and Shulman,

2002). The network sends top-down signals to areas involved in actual task per-

formance and facilitates the neural processing in those areas. In other words, the

set activity guides subsequent task processing.

Similar mechanisms may take place in rule-guided behaviors. In some

situations, we cannot anticipate specific stimuli or specific kinds of actions, but

we can prepare our response to a stimulus based on the rule of the task. For

example, if you are asked to raise your left hand when a red stimulus appears

and to raise your right hand when a green stimulus appears, the rule is the spe-

cific association between the stimulus and the response. Alternately, the rule

can be more abstract. For example, if you are asked to press the left button

when two pictures are the same and to press the right button when the two

pictures are different, the rule is not associated with any particular feature of

the sensory stimuli.

In either case, one must represent the task rules before the task is actually

performed. A ‘‘task set’’ refers to a sustained cognitive state where the task rules

are maintained for subsequent use (Rogers andMonsell, 1995). In this chapter,

I will discuss how task set activity guides behavior.

SINGLE-UNIT EVIDENCE OF TASK RULE REPRESENTATION

In electrophysiological studies of nonhuman primates, neurons can be con-

sidered to be involved in task set representation if they exhibit sustained

activation before task performance that varies as a function of task rules. To

identify such rule-specific neuronal activity, experimenters give monkeys task
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instructions that specify the rule to be followed on a given trial, and then present

the task items to be processed, based on this rule.

As described in Chapters 2 and 8, there are neurons in the prefrontal cortex

that show rule-selective activity before task performance. For example, a neu-

ron shows an increase in activity when monkeys are preparing to perform a

Match task, but not a non-Match task, independent of the sensory features of

the task items and the types of motor responses (Wallis et al., 2001). These and

other studies have also shown that neurons coding different rules coexist

within the same region (White and Wise 1999; Asaad et al., 2000; Hoshi et al.,

2000; Wallis et al., 2001). This poses a problem when one wants to use brain

imaging in human subjects to measure brain activation associated with the

representation of different rules. It is possible, however, that neurons coding

different rules project to different brain regions and influence the activity of the

target neurons in these regions. If so, rule-specific activity in a single brain area

might be associated with a rule-specific pattern of inter-regional interaction,

Region ‘A’

Region ‘B’

Region ‘C’

Figure 4–1 Schematic model of inter-regional interac-

tions. Neurons representing different information are

intermingled within region A, but each of the neuronal

populations projects to different regions, B and C.When

regions B and C are sufficiently separated in space, the

information coded in region A can be identified as dis-

tinct patterns of inter-regional interaction with region B

or C.
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which we can identify using functional brain imaging techniques with human

participants (Fig. 4–1).

RULE-SPECIFIC INTER-REGIONAL INTERACTION

IDENTIFIED USING IMAGING

My colleagues and I used the logic outlined earlier to design a brain imaging

study that focuses on task set representation in humans. In Sakai and Pas-

singham (2003), healthy participants were asked to perform one of four tasks

according to task instructions. The tasks involved remembering a sequence

of locations of red squares in forward or backward order or remembering a

sequence of letters in forward or backward order. The same stimulus set

was used for all four tasks, and only the instructions given before each trial

differed.

Using functional magnetic resonance imaging, we found sustained activity

in the anterior prefrontal cortex (APF) [BA 10] for all four tasks during the

delay period between the instruction and the presentation of the task items,

which we call the ‘‘instruction delay.’’ The peak of the activity was located in

the lateral frontal convexity, just anterior to the frontomarginal sulcus. By

contrast, other regions in the prefrontal cortex exhibited task-specific activa-

tion during the instruction delay. The posterior part of the superior frontal

sulcus (SFS) [BA 8]—previously implicated in spatial working memory

(Courtney et al., 1998)—exhibited sustained activation for both spatial tasks.

Similarly, the left posterior inferior frontal gyrus (pIFG) [BA 44]—previously

implicated in verbal working memory (Smith et al., 1998)—exhibited sus-

tained activation for both verbal tasks. These activations did not differ between

forward and backward remembering tasks (Fig. 4–2A and B).

By contrast, the patterns of prefrontal interaction changed not only ac-

cording to whether the participants were to remember spatial or verbal items,

but also according to whether they were to remember the items in forward or

backward order. The correlation of the activity between the APF and SFS was

significantly higher in the spatial backward condition than in other conditions.

On the other hand, the correlation between the APF and pIFG was significantly

higher in the verbal backward condition than in the others. Notably, such an

increase in correlation values was observed when the task instruction was

given, before the actual performance of the task (Fig. 4–2C).

Thus, the APF changed its partner of interaction according to the rule of the

task to be performed. This study demonstrates the validity of functional con-

nectivity analysis in identifying and discriminating between the rules that are

representedby intermixedneuronal populations.Other studies have also shown

that the prefrontal cortex interacts with different posterior regions according

to the task being performed. The interaction pattern changes depending on

whether the participants are paying attention to the color of the stimulus or

the finger used to press a button (Rowe et al., 2005); whether the partici-

pants are imagining houses, chairs, or faces (Mechelli et al., 2004); or whether
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participants are making judgments based on spelling or rhyming of visually

presented words (Bitan et al., 2005). Our finding (Sakai and Passingham, 2003)

suggests that the inter-regional interaction pattern changes not only according

to the task that is currently being performed, but also during a preparatory pe-

riod, according to the task that is about to be performed.
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Spatial forward
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Figure 4–2 Neural correlates for task

set for spatial and verbal working

memory tasks. A. Areas that showed

significant activity during the instruc-

tion delay (i.e., the period between task

instruction and task items). B. Time

course of activation in the active areas.

C. Time course of correlation in the

active areas. The left panels correspond

to the pre-task period, and time ‘‘0’’

indicates the presentation of task in-

struction. The right panels correspond

to the task execution period, and time

‘‘0’’ indicates the presentation of the

first task item. SFS, superior frontal

sulcus (BA 8); APF, anterior prefrontal

cortex (BA 10); pIFG, posterior part of

the inferior frontal gyrus (BA 45)

[Adapted from Sakai and Passingham,

Nature Neuroscience, 6, 75–81. Copy-

right Macmillan Publishers, 2003].
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FUNCTIONAL SIGNIFICANCE OF RULE REPRESENTATION

Such rule-specific patterns of prefrontal interaction during the instruction de-

lay can be thought of as reflecting task sets. However, the issue of the func-

tional significance of prefrontal activity and interaction remains. This issue

is important, given that neurons representing task rules are found in widely

distributed prefrontal areas as well as in premotor and parietal areas (Wallis

et al., 2001; Wallis and Miller, 2003; Stoet and Snyder, 2004; see Chapter 11).

Here we asked a specific question: Does the set activity in the APF have some-

thing to do with the subsequent task performance?

In this regard, Paul Burgess has shown that patients with lesions in the APF

are impaired in rule-based behaviors (Burgess et al., 2000). It remains open,

however, whether set activity in this region has functional significance. Burgess

et al. (2000) also showed that these patients are impaired in the imple-

mentation of rules rather than the maintenance of rules. This highlights an-

other issue of the mechanisms of rule implementation, which I will discuss

later in this chapter.

Behaviorally, the functional significance of the set activity can be shown as

the presence of a preparation effect: When participants are tested on trials with

a very short instruction delay, their performance slows down. This effect might

be due to the fact that participants have insufficient time to establish the

task operations before the actual task performance (Rogers and Monsell, 1995;

Monsell, 2003; for other accounts, see Meiran et al., 2000; Wylie and Allport,

2000). Thus, the comparison between a task that shows a preparation effect

and a task without the effect would show that the neural correlates of task set

maintenance have functional significance.

In a new study, we sought to replicate and extend our earlier find-

ings showing that the APF interacts with different brain regions, depending

on the task that participants are preparing to perform (Sakai and Passing-

ham, 2006). The task was phonological, semantic, or visual case judgment

for a visually presented word. The task instructions were given before each

word, with an instruction delay of 0.3, 2, 4, 6, or 8 sec. We found that there

was a significant interaction between the length of instruction delay and task

conditions on the reaction time (RT) of the subsequent task performance

(Fig. 4–3). In the phonological and semantic conditions, there was an increase

in RT in trials with a delay length of 0.3 sec. The RT of the visual task, on

the other hand, was not affected by the length of the delay. In other words,

there was a preparation effect in the phonological and semantic tasks, but not

in the visual task.

The phonological condition involved covert reading of a word, and this

required transformation of the visual code (visually presented word) into a pho-

nological code. The semantic condition involved thinking about the meaning of

a word, which required transformation of the visual code into a conceptual code.

By contrast, in the visual judgment condition, participants simply discriminated

among the visual features. Thus, the preparation effect observed in phonological
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and semantic tasks may be due to the preparatory process for the transformation

between the codes.

Correspondingly, we found sustained activity during the delay in the APF

that was significantly higher in the phonological and semantic conditions than

in the visual condition (Fig. 4–4A). As in the previous study, the APF also

interacted with posterior frontal regions in a rule-specific manner (Sakai and

Passingham, 2003). During the instruction delay, the correlation between ac-

tivation in the APF and the ventral part of the premotor cortex (PM) [BA 6] was

significantly higher in the phonological condition than in the other conditions

(Fig. 4–4B). By contrast, the correlation between activation in the APF and the

anterior part of the inferior frontal gyrus (aIFG) [BA 47] during the delay was

significantly higher in the semantic condition than in the other conditions. The

PM and aIFG did not show significant sustained activity during the instruction

delay, but showed phasic activity when a target word was presented.

The preparation effect observed in trials with a very short instruction delay

may be due to a premature level at which these rule-specific patterns of

interaction were established; in these trials, the rule-specific pattern of inter-

Phonological

Semantic

Visual

600

800

1000

1200

1400

(ms)

0.3 2 4 6 8 (s)

Instruction delay

Reaction time

Figure 4–3 Behavioral preparation effect. Reaction times are plotted separately for the

trials with different lengths of instruction delay. Note that there is an increase in

reaction time in phonological and semantic tasks on trials with a delay length of 0.3 s;

however, the effect is not observed in visual case judgment task (Adapted from Sakai

and Passingham, Journal of Neuroscience, 26, 1211–1218. Copyright Society for Neu-

roscience, 2006).
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regional interactions may be carried over into the task execution phase after

presentation of a target word, thus causing an increase in RT.

SET ACTIVITY PREDICTS SUBSEQUENT BEHAVIORAL
PERFORMANCE AND TASK ACTIVITY

In Sakai and Passingham (2006), we also found that the amount of set activity

in the APF affected subsequent task performance. The set activity in the APF

was inversely correlated with the RT of phonological and semantic perfor-

mance (Fig. 4–5A). The activity was not correlated with the RT in the visual

condition, suggesting the behavioral significance of the set activity in the APF

in specific types of tasks.

The correlation between the set activity in the APF and RT suggests a causal

link between rule representation and the performance based on that rule.

Although neuronal activity representing task rules can be found all over the

Figure 4–4 Neural correlates for task set for phonological and semantic tasks. A. Areas

that showed significant activity during the instruction delay (left) and during task

execution (right). B. Correlation coefficients between the active areas. The error bar

indicates standard error across the 14 participants. APF, anterior prefrontal cortex (BA

10); PM, premotor cortex (BA 6); aIFG, anterior part of the inferior frontal gyrus

(BA 47); Pho, phonological; Sem, semantic; Vis, visual.
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Figure 4–5 Correlations with anterior prefrontal cortex (APF) activation.

A. Correlations between APF task set activity and reaction time. B. Correla-

tion between APF task set activity and task activity in posterior areas, shown

separately for the phonological, semantic, and visual case judgment tasks.

C. Correlation between the task activity premotor cortex (PM) in the fusi-

form gyrus (FG) and the task activity in the PM and anterior part of the

inferior frontal gyrus (aIFG). All plotted values were mean-adjusted across

the three task conditions. (Adapted from Sakai and Passingham, Journal of

Neuroscience, 26, 1211–1218. Copyright Society for Neuroscience, 2006).



prefrontal cortex (Wallis et al., 2001), these results suggest that, at least in the

human brain, the APF may have a specialized role in the preparation of tasks

that require item manipulation.

It is noteworthy that participants could still perform the task correctly, even

with a short instruction delay or with a low level of set activity in the APF. This

may suggest that the interactions between the APF and posterior frontal areas

mediate implementation rather than maintenance of the task rule. This cor-

responds to the finding of impaired performance in task rule implementation,

but not in task rule maintenance in patients with APF lesions (Burgess et al.,

2000). This is also supported by the significant correlation between the set ac-

tivity in the APF and the task activity in areas involved in actual task perfor-

mance (Sakai and Passingham, 2006). The set activity in the APF was inversely

correlated with activity in the PM during the task execution phase (task ac-

tivity) [Fig. 4–5B]. The effect was observed in the phonological task, but not in

other tasks. By contrast, the set activity in the APF was inversely correlated with

task activity in the aIFG, and the effect was observed in the semantic task, but

not in other tasks. Thus, the magnitude of the set activity in the APF had a neg-

ative influence on the magnitude of the task activity in areas that are involved

in execution of the task specified by the instruction.

There was also a significant correlation between the task activity in the fu-

siform gyrus (FG) and task activity in the PM and aIFG (Fig. 4–5C). Unlike the

effect of the set activity in the APF, the effect of the FG was positive and was

nonspecific to the task. The activity in the FG was positively correlated with

activity in the PM and aIFG in all three tasks.

In sum, online task processing evident in the task-specific posterior frontal

areas, PM and aIFG, can be predicted by the set activity in the APF and task

activity in the FG. Whereas the activity in the FG, which reflects visual pro-

cessing of the words, influences the task processing in a nonspecific manner,

the activity in the APF, which reflects endogenous signals related to a task rule,

influences the task processing in a task-specific manner (Fig. 4–6). Such rule-

specific inter-regional interactions may provide the mechanism by which task

set activity guides rule-based behavior.

THE ROLE OF THE APF IN REPRESENTING

HIGHER-ORDER TASK RULES

The APF is involved in specific instances of task set maintenance and im-

plementation. The two studies described earlier suggest that the APF is in-

volved in tasks where participants need to manipulate the task items (Sakai and

Passingham 2003, 2006). The activity in the APF observed when participants

were to perform a spatial or verbal working memory task may reflect prepa-

ration for transformation of the visual stimuli into covert eye movements or

vocalization. The activity observed when participants were to perform a pho-

nological or semantic task may reflect a preparatory process for transforming

the visual stimuli into covert vocalization or their meaning.
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Other studies also implicate the APF in the representation of higher-order

task rules. For example, Bunge et al. (2003) have shown that the activity in the

APF is significantly higher during the delay when participants prepare to per-

form a non-Match task than when they perform a Match or simple sen-

sorimotor association task. In this study, the participants reported that they

conceptualized a non-Match task as the reverse of a Match task, and the

activity in the APF was believed to reflect elaboration of a default rule. In other

studies, the APF was shown to be especially active when participants switched

between two tasks based on different rules than when they performed a single

task (Braver et al., 2003), and when participants need to activate delayed in-

tentions to perform a secondary task during performance of another task

(Koechlin et al., 1999; Burgess et al., 2003; Badre and Wagner, 2004).

The APF is also involved in guidance of memory control mechanisms (Le-

page et al., 2000; Otten et al., 2006). Otten et al. (2006) used an electroen-

cephalogramwhile participants performed an incidental encoding ofwords, and

they found that the activity in the APF before the word presentation differed,

depending on whether the word was subsequently remembered. Importantly,

the participants were not required to remember the words, but simply to make

judgments on the meaning of each word. The differential activity in the APF

was observed when participants performed semantic judgments for visually

presented words, but not when they performed orthographic judgments for

APF

aIFG

PM

FG

APF

aIFG

PM

FG

Phonological judgment

Semantic judgment

Task preparation Target word presented Task being performed

Figure 4–6 Schematic drawing of the neural mechanisms of task preparation (left),

target word processing (middle), and task processing (right). Task set activity in the

anterior prefrontal cortex (APF) establishes the pattern of inter-regional interaction

specific to the task to be performed. The incoming information from a visually pre-

sented target word influences the activity in the fusiform gyrus (FG), and then in the

premotor cortex (PM) and anterior part of the inferior frontal gyrus (aIFG) in the same

manner across the tasks. Due to the pre-established task set pattern, the processing of

the word occurs in areas associated with the task specified by the instruction.
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visually presented words or when they performed semantic judgments for au-

ditorily presented words. Consistent with the studies described earlier, this find-

ing suggests involvement of the APF in specific task sets. However, in this study,

the set activity in the APF did not affect the RT for impending semantic judg-

ment, but rather affected the subsequent recollection of the studied word 10

minutes later.

In addition to the APF, other areas are involved in task set maintenance and

implementation. For example, Dosenbach et al. (2006) have shown that the

anterior cingulate and anterior insular cortices show sustained activity during

the instruction delay in all kinds of tasks. Although there is a possibility that

the areas are involved in nonspecific arousal or attention to prepare for the

subsequent task control, such a ‘‘core task set system’’ may interact with areas

such as the APF to support the maintenance of specific types of task sets. The

ventrolateral prefrontal cortex and inferior frontal junction area are also in-

volved in task set maintenance, implementation, or both, as discussed in Chap-

ters 3 and 9.

INTERACTION BETWEEN TONIC TOP-DOWN SIGNALS

AND PHASIC BOTTOM-UP SIGNALS

We have shown that the influence from the APF over the posterior areas is rule-

selective (Sakai and Passingham, 2006). This is potentially mediated by the

positive influence of the APF over the posterior areas during the instruction

delay. During this period, the APFmight have primed the areas involved in task

execution through positive and task-specific interactions, thereby reducing the

online task-processing load before the task. It is possible, however, that in-

fluence from the APF is indirect and that other areas are also involved. In any

case, the results show that the set activity in the APF is a good candidate for the

source of the rule-specific causal influence on task-specific neural processing,

although the direction of the influence remains an issue for future research.

The interaction between the tonic and phasic components of task pro-

cessing has also been examined in Braver et al. (2003). Using a task-switching

paradigm, they found that tonic activity in the APF is inversely correlated with

phasic activity in the same region after the presentation of target items. This

may suggest a carry-over of task set establishment processes into the task ex-

ecution phase when tonic activity in the APF is low.

The mechanisms of the interaction between set activity and task process-

ing have been examined in detail using visual attention tasks (Kanwisher and

Wojciulik, 2000; Corbetta and Shulman, 2002). Attention is subserved by two

separate, but inter-related components: a tonic increase of baseline activ-

ity before the stimulus and a gain control during stimulus presentation. The

extrastriate visual areas involved in actual processing of the stimuli show an

increase in baseline activity after the cue presentation, and this continues be-

fore the presentation of task stimuli. These areas show an additional increase

of activity at the time of stimulus presentation. By contrast, the frontal and
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parietal areas become active when a cue is presented, but they do not show an

additional increase in activity during the task performance, suggesting that the

main role of this activity is to maintain the attention set rather than to process

sensory stimuli per se.

Similarly, in Sakai and Passingham (2003, 2006), the APF did not show an

additional increase in activity at the start of task performance, even though the

posterior frontal areas involved in task execution did show an increase in ac-

tivity when the task was actually performed. Although maintenance of atten-

tion set is mediated by interactions with lower-order sensory areas, mainte-

nance of task set seems to be mediated by interactions between higher-order

prefrontal areas, probably because task set represents abstract rules rather than

specific sensory features.

For tasks involving either attention set or task set, neural processing dur-

ing the task execution can be thought of as an interaction between top-down

signals from the frontoparietal network and bottom-up signals from task items.

For example, Moore et al. (2003) have applied microstimulation to the frontal

eye field (FEF) while monkeys performed a visual attention task. The activity in

V4 neurons was enhanced when the visual target was presented within the

receptive field of the neurons (bottom-up factor) and more so when the FEF

neurons corresponding to that receptive field were stimulated (top-down

factor). The study by Sakai and Passingham (2006) also shows that the task

activity in the PM and aIFG is influenced by both the task activity in the FG

(bottom-up factor) and the set activity in the APF (top-down factor). Generally

speaking, a tonic endogenous drive from higher-order brain areas sets up a pat-

tern of effective connectivity in a form that is suitable for goal-directed behav-

ior, and an exogenous drive triggers the circuit to generate appropriate behavior.

SUMMARY

The maintenance of rules is not so difficult for humans. When we are asked to

perform a semantic task, we can simplymaintain the rule by verbally rehearsing

the task instruction: ‘‘Press the right button when the word has abstract

meaning; press the left button when the word has concrete meaning . . . right,
abstract; left, concrete; right, abstract; left, concrete. . . .’’ Although such verbal

coding is an efficient way of maintaining information, it may not be useful in

speeding up the subsequent task performance. Instead, we must engage the

computational mechanisms that are necessary for task execution and prepare

for the rule-based processing of task items.

I have argued that sustained activity during the instruction delay reflects

rule representations in an action-oriented form. The rules are represented

through interactions with areas involved in actual performance of the task

based on that rule. Our group and others have postulated that what is main-

tained during the delay of a working memory task is not the sensory infor-

mation given in the past, but rather the information generated for prospective
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use (Tanji and Hoshi, 2001; Passingham and Sakai, 2004). The same is true for

the maintenance of task set.

The predictive nature of the set activity in the APF for task performance

and task activity further suggests that this rule maintenance process operates

as the process of implementing the rule for subsequent cognitive performance.

The areas involved in task execution are primed in a task-specific manner be-

fore the task performance through rule-selective, inter-regional interactions

during the active maintenance period. This is the way the prefrontal cortex

prospectively configures and facilitates rule-based behavior.
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5

The Neurophysiology of Abstract

Response Strategies

Aldo Genovesio and Steven P. Wise

The advent of a genuinely cognitive neurophysiology has been a long time

coming. There have, of course, been many neurophysiological studies of per-

ception, attention, memory, and the like, but rather little about the mecha-

nisms of problem-solving or response-guiding rules and strategies, the pil-

lars of intelligent, adaptive cognition. After all, ‘‘cognition’’ is just a word from

Latin that means ‘‘knowledge,’’ and knowledge takes many forms. Some forms,

such as perception, attention, and memory, have received extensive consid-

eration from neurophysiologists. Others, especially those involving advanced

cognition, have gotten much less. So why has the neurophysiology of ad-

vanced cognition developed so slowly in relation to that of more primitive

forms?

Among the impediments to progress in cognitive neurophysiology, the

lingering influence of behaviorism remains surprisingly strong. According to

Mario Bunge (2003), behaviorism is ‘‘the psychological school that studies

only overt behavior,’’ a research program synonymous with ‘‘S-R (stimulus-

response) psychology.’’ According to this doctrine, three factors—previously

experienced stimuli, responses to those stimuli, and the outcomes of those

actions—determine an animal’s behavior. Some forms of behaviorism hold

that advanced cognitive processes exist, but cannot be studied scientifically;

others deny the reality of advanced cognition. Obviously, neither stance is

particularly conducive to cognitive neurophysiology. Although behaviorism

is ‘‘all but dead’’ as a philosophical matter (Bunge, 2003), there remains the

suspicion among many neuroscientists that something must be wrong with

any interpretation of neural activity beyond the bounds of stimuli, overt re-

sponses, or reinforcement outcomes.

This chapter reviews some neurophysiological results that involve a cog-

nitive function considerably more advanced than those encompassed by S-R

psychology: abstract response strategies (Genovesio et al., 2005). To that end,

we begin with a seemingly simple question: What is a strategy?

81



WHAT IS A STRATEGY?

The term ‘‘strategy’’ derives from the Greek strategos (stratZgóB), which
means ‘‘general,’’ the military leader responsible for establishing objectives. In

contrast to tactics, which involve the specific ways to achieve those objectives,

the strategos selected them, and the ancient Greeks had separate leaders for

strategy and tactics. In military science, therefore, strategy and tactics com-

pose a dialectic. Unfortunately, cognitive scientists lack such a useful dialectic,

and the concept of a strategy remains somewhat vague. In two of its senses, a

strategy is either one among many solutions to some problem or—especially

during learning—a partial solution.

To exemplify a strategy, imagine that you must respond to one of 12 illu-

minated numbers, arranged 1–12, as usual for an analog clock. But which one?

In your task, that number brightens briefly at the beginning of each trial—the

‘‘3’’ at 3 o’clock, for example. However, you cannot respond at that time;

instead, you must wait until that cue occurs again. In the meantime, any of the

remaining 11 numbers might brighten from time to time, perhaps several times

each, but you must withhold a response until the 3 brightens a second time.

You might use one of three strategies to solve this problem: (1) You could use

a verbal strategy by rehearsing the cued location as ‘‘3 o’clock . . . 3 o’clock . . .
3 o’clock . . .,’’ and respond when the 3 brightens again. (2) You could encode

the location nonverbally, simply remembering what the clock looked like when

the 3 first brightened. Using that strategy, you could respond whenever the 3

brightens again to match your remembered image. (3) You could simply attend

to the location of the 3—ignore all other places, remember and rehearse noth-

ing, including the fact that the number 3 is at that location—and respond as

soon as something brightens there. Any of these three strategies—which we can

call ‘‘verbal,’’ ‘‘mnemonic,’’ and ‘‘attentional,’’ respectively—will achieve your

goal, and yet your overt behavior will be identical in each case.

Our laboratory’s interest in strategies originated from a neurophysiological

study of frontal cortex activity in monkeys (di Pellegrino and Wise, 1993a, b).

We trained a monkey to perform a task much like the one just described.

Psychologists would call that a ‘‘spatial matching-to-sample’’ task and would

regard it as a test of spatial memory. Such names and interpretations, unfor-

tunately, often obscure more than they illuminate. In our study, we found that

cells in the prefrontal cortex signaled a location. But was it a remembered

location or an attended one? The doctrine that spatial matching-to-sample

tasks test spatial memory implied the former, but such an interpretation would

depend on which strategy the monkey used. If the monkey used the attentional

strategy described earlier, then an interpretation of neural activity in terms of

memory would be unfounded. Accordingly, we began exploring ways in which

strategies could be brought under experimental control. One path led to ex-

periments that distinguished the neural activity underlying spatial attention,

spatial memory, or both, and it turned out that only a minority of neurons

in the prefrontal cortex encoded spatial memory. Most signaled an attended
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location instead (Lebedev et al., 2004). The other path, the results of which form

the basis of this chapter, led to a study of the neurophysiological correlates of

abstract response strategies (Genovesio et al., 2005). Our experiment focused

on two strategies, which we have named ‘‘Repeat-stay’’ and ‘‘Change-shift.’’

THE REPEAT-STAY AND CHANGE-SHIFT STRATEGIES

We first recognized the Repeat-stay and Change-shift strategies during a study

of conditional motor learning (Murray and Wise, 1996). In this task, monkeys

must solve problems of the following type: Symbolic cue A instructs response

1, and symbolic cue B instructs response 2 (Passingham, 1993). We can write

A?1 and B?2 to describe these two conditional motor problems, some-

times called ‘‘mappings.’’ Murray and Wise (1996) used a three-choice task:

A?1, B?2, and C?3.

In the experiment that produced Figure 5–1 (see color insert), a computer

selected one of three cues from the set (A, B, C) and presented it on a video

screen. All three stimuli were novel at the beginning of a block of 50 trials. Each

cue consisted of two characters, each of which was a letter, a number or

some keyboard symbol: a small (3 cm) character of one color superimposed on

a large (5 cm) character, usually of some other color. The monkeys grasped a

joystick that could move in only three directions: left, right, or toward the

monkey (‘‘down’’). Before a block of trials, the computer randomly paired each

of the stimuli with one of those joystick movements. Thus, the set of three

stimuli (A, B, C) mapped onto the set of three responses (left, right, down),

according to the response rules A? left, B?right, and C?down. Accord-

ingly, if cue A appeared on the first trial, the monkeys had a 67% chance of

making an incorrect response (right or down) and a 33% of choosing the cor-

rect response (left). After a correct response, the monkeys received a reward,

which motivated their performance. After an incorrect response, the monkeys

got a second chance to respond to the same stimulus. This procedure usually

led to a correct response in one or two additional attempts. The next trial began

with the presentation of a cue selected randomly from the same set (A, B, C).

Accordingly, in approximately one-third of the trials, the cue was the same as it

had been in the previous trial, and in two-thirds, it differed. We called the

former ‘‘repeat trials’’ and the latter ‘‘change trials.’’

The monkeys performed better in repeat trials than in change trials, es-

pecially early in the process of learning the cue-response mappings, and this

difference led us to discern the strategies that they used in responding to novel

stimuli. Figure 5–1A shows the grand mean learning curves for repeat trials

(red) and change trials (blue), as four monkeys learned the three-choice

conditional motor problems described earlier: A? left, B?right, and C?
down. Each monkey learned the correct responses to 40 sets of novel cues, and

Figure 5–1B shows that each of these four monkeys showed a similar per-

formance difference between repeat and change trials. At the beginning of each

block of 50 trials, the monkeys always performed better on repeat trials than
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on change trials. We could attribute the monkeys’ superior performance on

repeat trials to an abstract response strategy, one that they could apply to novel

cues—before learning (Murray andWise, 1996). On repeat trials, the monkeys

had learned to stay with the same response that they had made on the previous

trial, hence, the name: ‘‘Repeat-stay.’’ Put another way, before themonkeys had

learned the mapping A? left, for example, they knew something important

about how to respond to novel cues. If their most recent exploratory response

had yielded a reward, then they remembered the cue (A) and their response

(left) over the intertrial interval. If the same cue reappeared in the next trial,
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Figure 5–1 Conditional motor task. A. Performance rate for repeat

(red) and change (blue) trials during the learning of the task. The curves

show the grand means for four monkeys, each for data sets including 40

three-choice conditional motor problems. B. Individual scores for the

same four monkeys, with each monkey color-matched for the repeat and

change trials, bounded by the ovals in the early stages of learning.
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they simply repeated the response that they had just made. The monkeys also

performed at better than the chance level of 67% incorrect in change trials. In

those trials, the monkeys also remembered the cue (A) and their response

(left) over the intertrial interval. When a different cue (B or C) appeared in the

next trial, they had learned to shift from their previous response (left) to one of

the two remaining possibilities (right or down), so we called that strategy

‘‘Change-shift.’’

In a three-choice task, perfect application of the Repeat-stay strategy would

yield 0% incorrect (i.e., 100% correct) on repeat trials, and consistent use of

the Change-shift strategy would lead to 50% incorrect in change trials, result-

ing in a score of 33% incorrect overall. Thus, by employing these two strat-

egies perfectly, the monkeys could cut their error rate in half—from the 67%

incorrect expected by chance, to only 33%—before learning which cuemapped

to which response. They did not employ the strategies perfectly, but they came

pretty close. In time, however, the monkeys did learn the cue–response map-

pings, as shown by the exponential decrease in errors in change trials, and the

difference in performance between repeat and change trials disappeared after

approximately 30 trials (Fig. 5–1).

The concept of applying the Repeat-stay and Change-shift strategies before

the learning of mappings is not a simple one to grasp, at first. In fact, it took us

quite a while to realize what themonkeys were doing. Perhaps an example from

developmental linguistics will help to clarify this idea. According to Burling

(2005), children sometimes produce a word before learning its meaning. Ap-

parently, they learn the pronunciation of a word, and even the context in which

they have heard it spoken by others, before they learn what the word means.

When children do this, they must use an imitation strategy to generate the

word, rather than a generative strategy that depends on selecting an appro-

priate word based on context and meaning. Later, they learn what the word

means and use it, perhaps in the same sentence as previously, but summoned

up with a different strategy. Similarly, when the monkeys use the Repeat-stay

and Change-shift strategies, they make precisely the same response that

they will later make to the identical stimulus, after they have learned the S-R

mappings.

We have observed different combinations of the Repeat-stay and Change-

shift strategies in individual monkeys (not illustrated). One monkey showed

poor learning of the response instructed by each cue, and instead used the

Repeat-stay and Change-shift strategies, alone, to exceed chance levels of per-

formance. In fact, it was this monkey that led us to recognize the Repeat-stay

and Change-shift strategies in the first place. Another monkey used Repeat-

stay, but not Change-shift.Many othermonkeys have solved conditionalmotor

problems without adopting either of these two strategies.

To learn these strategies, the monkeys must have recognized the basic

structure of the conditional motor task as we presented it to them, in par-

ticular, the fact that each of the three cues mapped uniquely to one correct

response. The monkeys learned the Repeat-stay and Change-shift strategies
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over a lengthy period of solving hundreds of conditional motor problems of

this type, typically 40 sets of cues per week for several weeks.

Performance of the Repeat-stay and Change-shift strategies required several

cognitive operations. (1) As noted earlier, the monkeys needed to remember

the cue that had appeared on the previous trial. (2) They had to compare this

remembered cue to the stimulus on the current trial and evaluate whether it

had changed or repeated. In this respect, the Repeat-stay and Change-shift

strategies required the same information-processing as a matching-to-sample

or nonmatching-to-sample task (see Chapter 2). (3) The monkeys also needed

to remember their response from the previous trial, or alternatively, they

needed to remember the cue-response mapping. (4) The monkeys needed to

use their decision about whether the cue repeated or changed to either stay

with their previous response, in accord with the Repeat-stay strategy, or reject

it, in accord with the Change-shift strategy. Of these four cognitive processes,

two depend on short-term memory: the retention of the previous cue and the

response to that cue. The monkeys needed to maintain these memories at least

until they made the repeat-change decision and selected the next response.

Murray and Wise (1996) found that ablations of the hippocampus and

subjacent cortex had no effect on the monkeys’ capacity to employ the Repeat-

stay and Change-shift strategies, notwithstanding the fact that these same

monkeys had a severe deficit in learning new cue-response mappings. In con-

trast to this negative result, we later found that bilateral ablations of the orbital

and ventral prefrontal cortex completely prevented monkeys from employing

the Repeat-stay and Change-shift strategies (Bussey et al., 2001). Although we

do not know whether the orbital or the ventral part of those lesions contrib-

uted most to the strategy deficit, some evidence involving reversible inacti-

vations points to the ventral part (area 12) [Wang et al., 2000].

NEUROPHYSIOLOGY OF THE REPEAT-STAY

AND CHANGE-SHIFT STRATEGIES

In our neurophysiological study (Genovesio et al., 2005), we operantly con-

ditioned two monkeys to use the strategies that other monkeys, mentioned

earlier, adopted spontaneously while engaged in conditional motor learning.

Figure 5–2A illustrates the strategy task that we used. After a period of central

fixation (converging dashed lines), a symbolic visual cue appeared on each

trial, represented by the B in Figure 5–2A (second panel from the left). At the

beginning of a block of approximately 100 trials, the monkeys had never seen

that cue or either of the other two cues in the set (A, B, C). When the cue

disappeared after an unpredictable period of 1.0 s, 1.5 s, or 2.0 s, the monkeys

chose among three potential responses and expressed that choice by making a

saccadic eye movement to fixate either the top, the left, or the right target.

Figure 5–2A illustrates a response to the right target.

Figure 5–2B contrasts repeat trials and change trials. Before the end of each

trial, we gave the monkeys an unlimited number of attempts to choose the
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Figure 5–2 Strategy task. A. Sequence of task events. The gray rectangles represent the

video screen; the white squares show the three potential response targets. The white dot

at the center of the screen represents the fixation point, and the converging dashed lines

indicate the gaze angle. After an initial fixation period, the cue appeared for 1–2 s, and

its disappearance served as the trigger (‘‘go’’) stimulus, after which the monkeys made a

saccade (solid arrow) and maintained fixation at the chosen target. The target squares

then filled with white, and reinforcement was delivered, when appropriate. B. Two trial

types: repeat trials and change trials. Top right. The Repeat-stay strategy requires that

the monkey choose the same target as on the previous trial. Bottom right. The Change-

shift strategy requires the choice of a target other than the one chosen on the previous

trial. C. Extension of the trial in B (bottom right) through two additional change trials.

The response to the second B (right) cannot be to the right target, as it was for the first

B (second from left). Either the left or the top target would be correct by the Change-

shift strategy. D. The gray shading indicates the regions in the prefrontal cortex from

which single neurons were sampled. AS, arcuate sulcus; PS, principal suclus.



response deemed correct. Thus, at the start of every current trial, the previ-

ous trial had always ended with a reward. Because the computer selected a

stimulus pseudorandomly from the set (A, B, C), the cue from the previous

trial (cue B in Fig. 5–2B, left), could either repeat, which occurred in one-third

of the trials, or change, which happened in the remaining two-thirds of the

trials. For a repeat trial, the monkeys produced a reward by choosing the same

response as in the previous trial. In Figure 5–2B, this response was a saccade to

the right target; for a change trial, the monkeys could have produced a reward

only by choosing a different response, to either the top or the left target.

Unlike the conditional motor learning experiments described earlier (Fig.

5–1), in the strategy task, the monkeys could not learn a consistent relationship

between a given cue and a particular response. Figure 5–2C illustrates the rea-

son. Imagine that a trial with the C cue followed the one illustrated in the lower

right of Figure 5–2B, which produced a reward. The monkey could not have

chosen the left response after the C cue because, according to the Change-shift

strategy, it had to reject its previous response, which was to the left. Now

assume that the monkey chose the right response and that this, too, produced a

reward. If the B cue followed next (Fig. 5–2C, right), a response to the right

would have been precluded because the cue had changed and therefore the

response had to shift to either the top or the left target. Thus, the first B cue in

Figure 5–2C (left) led to a rightward response, but the second one could not. In

this way, over the block of approximately 100 trials, each cue led to the choice

of all three responses to a roughly equal extent.

Overall, both monkeys performed the strategy task correctly in more than

95% of the trials. As they did so, we monitored the discharge rates of single

neurons in two parts of the prefrontal cortex, the dorsal prefrontal cortex

(areas 6, 8, and 9) and dorsolateral prefrontal cortex (area 46) [Fig. 5–2D]. We

found that the activity of many neurons reflected the strategy used on any

given trial, both with and without response selectivity, and Figures 5–3 and 5–4

show one of each.

Figure 5–3 shows a prefrontal cortex neuron with activity that reflects the

strategy used by the monkey on a particular trial, with a preference for the

Change-shift strategy (Fig. 5–3A versus B). Note that there was no difference in

activity for the three responses—top, left, or right—in either strategy. Because

of this lack of response selectivity, we could not distinguish two correlates of

this cell’s activity: the fact that the stimulus changed from the previous trial or

the fact that the monkey employed the Change-shift strategy. Note, as indi-

cated in Figure 5–3C, that the difference between activity rates on change trials

(solid line) and repeat trials (dashed line) developed in the period after the cue

appeared. In the period just after the cue’s onset, which occurred at time 0 in

the plot (solid vertical line), there was a general increase in activity in both the

repeat and change trials. Then, approximately 110ms after cue onset (dashed

vertical line), the average activity curves for this cell diverged, with activity on

change trials reaching a slightly higher peak, but more impressively, demon-

strating persistently higher activity during the period that the cue remained
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visible (never less than 1.0 s). Note that the difference in activity between the

change and repeat trials decreased during the cue period, essentially disap-

pearing by 1.0 s after cue onset. Thus, this signal persisted for the time that

the monkeys needed to make a decision about what had occurred—change or

repeat—and which response to choose (or eliminate) on that basis. Like the
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Figure 5–3 A cell exhibiting a strategy effect, but no target selectivity. A. The

cell’s activity for the repeat trials appears in the top three displays, with each

raster line showing the time of an action potential (tick mark) in relation to a

temporal alignment point, the onset of the symbolic cue. Above each raster, a

histogram shows the average activity. Each trio of displays is arranged in the

pattern of the targets: left, top, and right.B.The cell’s activity for the change trials

in the format of A. C. Activity for all three goals combined, separated for repeat

trials (dashed line) and change trials (solid line). The activity scale to the right of

each histogram gives mean discharge rates in impulses per second (imp/s).

Neurophysiology of Strategies 89



neuron shown in Figure 5–3, approximately 54% of the strategy-selective

neurons in our prefrontal cortex sample lacked response selectivity. That is,

they signaled whether the cue changed or repeated, or alternatively, whether

the monkeys used the Change-shift or Repeat-stay strategy, but not what re-

sponse the monkeys chose on that basis.

Figure 5–4 shows a more specific prefrontal cortex neuron. Like the neuron

shown in Figure 5–3, this cell had higher activity on change trials (Fig. 5–4B)

than on repeat trials (Fig. 5–4A). However, unlike the cell depicted in Figure

5–3, the one in Figure 5–4 could not simply have indicated that the cue had

changed from the previous trial or that the Change-shift strategy was used: It

showed virtually no activity modulation on change trials that led to rightward

responses (Fig. 5–4B, right). Instead, the cell discharged when the monkey

employed the Change-shift strategy for the other two responses. This finding

shows that the cell had selectivity for the strategy as well as for the response
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Figure 5–4 A cell exhibiting a strategy effect that is specific for one of the three

potential goals. A. Activity for repeat trials in the format of Figure 5–3A. B. Activity

for change trials in the format of Figure 5–3B.Note that the cell has a strong strategy

effect (A versus B), but only for targets at the top and to the left.
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selected on the basis of that strategy. It could not have signaled the response

per se, because as shown in Figure 5–4A, the cell showed virtually no mod-

ulation when the monkey selected the left or top response on the basis of the

Repeat-stay strategy. Approximately 46% of the strategy-selective neurons in

our sample showed response selectivity of this sort.

The neuron illustrated in Figure 5–5 showed a different kind of strategy-

related selectivity than the one shown in Figure 5–4. This cell’s activity was

specific for the cue that led to the Change-shift strategy. The boxed letters in

Figure 5–5 (A, B, C) show the cues that appeared on both the previous trial

and the current trial (as in Fig. 5–2B). This cell showed selectivity for the

Change-shift strategy, like those illustrated in Figures 5–3 and 5–4. For
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Figure 5–5 A cell showing a strategy effect that is specific for one of the three stimuli.A.

Trials in which the stimulus on the current trial was designated ‘‘A.’’ The format of each

raster and histogram is as in Figures 5–3 and 5–4. B. Trials in which the stimulus on

the current trial was designated ‘‘B.’’ C. Trials in which the stimulus on the current trial

was designated ‘‘C.’’ Left column. Repeat trials. Right column. Change trials. Note that

the cell has a strong strategy effect (left versus right column), but mostly for stimulus A.
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example, when stimulus A appeared in the current trial (Fig. 5–5A), the

cell dischargedmuchmore intensely on change trials (right) than on repeat trials

(left). But unlike the neuron shown in Figure 5–4, which showed selectivity for

the response during change trials, the neuron in Figure 5–5 showed selectivity

for the cue (Fig. 5–5, right, A versus B and C). The cell did not simply respond to

cue A, because had that been the case, it would not have shown any strat-

egy selectivity. Nor did it simply reflect the fact that the stimulus had changed

from the previous trial. Instead, this cell signaled the appearance of cue A only

when it had not occurred on the previous trial, which meant that the monkey

needed to employ the Change-shift strategy. The fact that this cell did not reflect

the response selected on the current trial is not shown directly by Figure 5–5, but

can be inferred from the trial-to-trial consistency in its activity for change trials

with cue A. The cell discharged in a comparable way for all three responses. Ap-

proximately 20% of the strategy-selective neurons that were not selective for

the response instead showed cue selectivity in the 400ms after cue presentation.

Although all three of the cells illustrated in this chapter had a preference for

the Change-shift strategy, this property was not characteristic of the popula-

tion as a whole. Cells with a preference for the Repeat-stay and Change-shift

strategies occurred in roughly equal numbers.

Figure 5–6 (see color insert) shows the average population activity for the

neurons with strategy selectivity. In each of the four plots, the blue population

averages show activity on change trials; the red averages show activity for the

same cells on repeat trials. The cells were selected for each average on the basis

of their having a statistically significant preference for either the change tri-

als (Fig. 5–6A) or the repeat trials (Fig. 5–6B) in two monkeys. Before the onset

of the cue, which occurred during a period of steady fixation on the video

monitor (see Fig. 5–2A), neuronal activity was higher for the Change-shift–

preferring cells than for the Repeat-stay–preferring cells. This fact is illustrated

by the green dashed line marked R in Figure 5–6A, which corresponds to

the activity level during the fixation period in Figure 5–6B for each monkey.

Perhaps this difference reflected the fact that change trials occurred at twice the

frequency of repeat trials; therefore, the overall population of prefrontal cortex

neurons had a bias toward the Change-shift strategy. The cells preferring the

Change-shift strategy (Fig. 5–6A) had a larger phasic activity increase on change

trials (green arrow) than on repeat trials. In addition, on repeat trials, the level

of activity quickly dropped below that during the fixation period, as shown by

the red dashed line marked F, showing a net inhibition over the duration of the

cue. The difference between the preferred and nonpreferred strategies persisted

for at least as long as the shortest cue duration (1.0 s).

Figure 5–7 shows another way in which the population activity changed

during the course of a trial. Cells encoding the cue decreased in proportion as

the trial progressed, and those encoding the response increased concomitantly.

Neurons encoding the strategy did not show any simple trend, but remained

prevalent throughout the trial.
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As noted earlier, implementation of the Repeat-stay and Change-shift

strategies required the following:

1. Memory of the cue presented in the previous trial

2. Memory of the response chosen in the previous trial

3. Use of the cue memory to evaluate repeats and changes of the cue

4. Use of the response memory to reject or repeat the previous response

The activity of prefrontal cortex cells reflected three of these four cognitive

processes. We found no evidence for cells storing information about the cue,
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Figure 5–7 The proportion of cells with activity that reflects the main ef-

fects of strategy (left), cue (middle), and target (right), based on analysis of

variance (ANOVA). Each set of four bars shows the proportion of the sample

with the indicated main effect during four different periods of each trial (see

Fig. 5–2A). The cue period was divided into an early part (up to 400ms after

cue onset) and a late part (from 400 ms until 1000 ms, the briefest of the

three cue durations). The perimovement period extended from the ‘‘go’’ cue

until the end of the saccade, and the perireward period began 420ms be-

fore the reward delivery signal and lasted until 220 ms after the reward.
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function 1, above, although such properties have been reported previously for

neurons in prefrontal cortex (Rao et al., 1997; Rainer et al., 1998). Perhaps our

recordings were too medial to observe such properties (see Fig. 5–2D). We did,

however, find many cells related to the temporary storage of the previous re-

sponse, function 2 (Genovesio et al., 2006). Some prefrontal neurons were selec-

tive for either the Repeat-stay or the Change-shift strategy, but showed no

selectivity for the particular response chosen (Fig. 5–3). These characteristics

coincide with function 3, above: the evaluation of stimulus repetition or change

or selection of the correct strategy. Other cells were specific for the cue that either

repeated or changed (Fig. 5–5). These cells could also have contributed to func-

tion 3. In yet other prefrontal cortex cells, the strategy-related activitywas specific

for a particular response (Fig. 5–4). These cells could contribute to function 4,

which corresponds to the implementation of the abstract response strategy. So,

of the four cognitive functions listed above, the prefrontal cortex neurons we

sampled could support three, with memory of the previous cue depending on

another region, perhaps the ventral prefrontal or sensory cortex.

STRATEGY VERSUS RULE ENCODING

We quantified the strength of the strategy effect by computing the receiver op-

erating characteristic (ROC) for each prefrontal cortex neuron, using the mean

firing rates across the period in which the cue appeared. Figure 5–8 shows the

results of this analysis in comparison with rule-related activity from the same

general regions of the prefrontal cortex (Wallis and Miller, 2003). ROC values

measure the ability of an ideal, outside observer to decode which of the two

strategies, in our experiment, or which of two rules, in the experiments from

Wallis andMiller, occurred on any given trial. ROC values serve as ameasure of

strategy or rule selectivity, with 0.5 corresponding to no selectivity and higher

values indicating progressively greater selectivity.

Comparing such measures between laboratories and experiments has sev-

eral difficulties, but in both studies, the sample of neurons was collected on a

‘‘come-what-may’’ basis. We did our analysis in a way that matched theirs as

closely as possible, although the number of trials collected for each rule or strat-

egy differed. In our data, fewer trials were collected for each strategy, which

biased our ROC analysis to produce lower values because of the increased in-

fluenceofneuralnoise.Notwithstanding thisdisadvantage, Figure 5–8 shows that

prefrontal cortex neurons reflected the Repeat-stay and Change-shift strategies

more strongly than the matching and nonmatching rules studied by Wallis and

Miller. Only 5% of their sample showed ROC values in excess of 0.7 for their

rules, whereas approximately 20% of our neuronal sample did so for our strat-

egies. The relative right shift of the dashed lines in Figure 5–8 indicates that the

overall neuronal samples had the same tendency, which was highly statistically

significant.
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COMPARISON WITH OTHER STUDIES

OF STRATEGIES AND RULES

Cortical Stimulation in Humans

The involvement of the prefrontal cortex in the use of different rules and

strategies has also been supported by neuroimaging studies, as summarized

by Bunge (2004), and in studies of event-related potentials (Folstein and Van

Petten, 2004). We will not review these findings, which are covered in other

chapters (see Chapters 3, 4, 9, 10, 12, and 16).

Beyond the neuroimaging data, however, one recent study showed that re-

petitive transcranial magnetic stimulation of the dorsolateral prefrontal cortex

altered the decision-making strategy of participants engaged in a task that, by

design, involved some choices that the participants perceived as unfair (van’t

Wout, 2005). This finding implicates the dorsolateral prefrontal cortex of

humans, which is probably homologous to one of the regions that we studied in

monkeys (Fig. 5–2D), in abstract response strategies.
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Figure 5–8 A comparison of rule encoding versus strategy encoding for

prefrontal cortex cells. Data from the strategy task of Genovesio et al. (2005)

[dashed line] and the rule task of Wallis and Miller (2003) [solid line]. Inset.

A frequency distribution of the area under the receiver operating charac-

teristic (ROC) curve for both neuronal samples (histograms of 100 bins,

smoothed by spline interpolation). Main plot. Cumulative histogram of the

same data. A high ROC value indicates that an ideal external observer could

accurately estimate the rule or strategy that the monkey used, based on a

single trial of neuronal activity, by comparing it with the overall distributions

of activity levels for the two rules or the two strategies.
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Neurophysiology in Monkeys

As reflected in other chapters in this volume (see Chapters 2, 11, 17, and 18),

previous studies have also reported prefrontal cortex activity related to rules

and strategies. Our findings on strategy-related neuronal activity in the pre-

frontal cortex agree, in general terms, with other studies of monkeys that in-

dicate a role in either strategies or rules, at varying levels of abstraction (Collins

et al., 1998; White and Wise, 1999; Wise and Murray, 1999; Asaad et al., 2000;

Hoshi et al., 2000; Wallis and Miller, 2003; Barraclough et al., 2004). Figure

5–9 shows some of the tasks used in these previous studies (Fig. 5–9 B through

D), in contrast with ours (Fig. 5–9A).
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Figure 5–9 Comparison of rule and strategy tasks commonly used

in neurophysiological studies of monkeys. A. The current strategy

task (Genovesio et al., 2005). B. Tasks involving conditional motor

learning or paired-associated learning. C.Matching-to-sample tasks

and nonmatching-to-sample tasks, such as those used by Wallis and

Miller (2003). D. Tasks derived from the Wisconsin Card Sorting

task, such as that reported by Hoshi et al. (2000).
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A representation of rules was found for location-matching and shape-

matching rules (Hoshi et al., 2000), which resembled the Wisconsin Card

Sorting Task (Fig. 5–9D). One previous study compared neuronal activity for

spatial or object (Fig. 5–9C), and arbitrary, associative (Fig. 5–9B) rules and

found many cells with activity that reflected each rule, even though the stim-

uli and responses did not differ (Asaad et al., 2000). Other studies have also

compared arbitrary response rules (Fig. 5–9B) with spatial ones and have

obtained similar results (White and Wise, 1999; Fuster et al., 2000). Barra-

clough et al. (2004) studiedmonkeys performing a task similar to thematching-

pennies game, against a computer opponent. Their monkeys used both the

Win-stay and Lose-shift strategies when the computer exploited only the biases

in the monkeys’ sequence of choices, but not when the computer exploited the

biases in both the monkeys’ choices and their reward history. Barraclough et al.

(2004) found that signals related to the monkeys’ past choices and their out-

comes were combined in prefrontal cortex neurons, suggesting a role of the

prefrontal cortex in optimizing decision-making strategies.

Neuropsychology in Monkeys

Gaffan et al. (2002) used a strategy task to demonstrate a deficit in strategy

implementation after interruption of the connections between the frontal cor-

tex and inferior temporal cortex. Their task differed from our strategy task in

many ways, but perhaps the most important difference was that, in their task,

the monkeys had to learn to classify visual, object-like stimuli into one of two

categories, called ‘‘sporadic’’ and ‘‘persistent.’’ Sporadic cues required themon-

key to choose that cue only once to produce a reward, provided that they had

just produced a reward by selecting a persistent cue. Persistent cues required

four consecutive choices of that stimulus class to produce a reward. Thus, their

task precluded the application of these strategies to novel stimuli; the monkeys

first had to learn to classify the cues. In our strategy task, the monkeys re-

sponded by applying the Repeat-stay and Change-shift strategies to completely

novel stimuli and could not associate any cue with a strategy or with differing

amounts of effort needed to produce a reward.

Collins et al. (1998) used a spatial task to reveal a perseveration deficit after

lateral frontal cortex lesions inmarmosets. Their taskwas a spatial version of the

self-ordered task, and it required these monkeys to choose each location,

among a set of spatial targets, only once each to maximize the reward rate. The

strategies that the monkeys adopted to perform this task consisted of choosing

the targets in either a clockwise or a counterclockwise pattern, from one target

to its nearest neighbor. Collins et al. (1998) found that, after ventral prefrontal

cortex lesions (also known as the ‘‘lateral prefrontal cortex’’ in marmosets),

these strategies broke down, which led to the perseveration that the inves-

tigators observed. This result supports the idea that the prefrontal cortex

subserves the selection and implementation of response strategies. Like the
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strategy task of Gaffan et al. (2002), described earlier, the task used by Collins

et al. (1998) differed from ours in terms of cue novelty. Almost by definition,

there were no novel places in their task. That is, the number of places was

limited to a relatively small set. Although the pattern of locations that needed

to be chosen on a given trial could occur inmany combinations, and these com-

binations could be novel, the places per se quickly became familiar. This

limitation is a feature of all spatial tasks: The number of places is limited by the

size of the workspace and by the resolution required to distinguish one loca-

tion from another. In contrast, in our task, each set of symbolic cues was novel

in a way that spatial cues can never be, at least not in a task that requires many

training and testing sessions. This difference is important because the ability to

make decisions on the basis of completely novel inputs represents one of the

key features of advanced cognition.

Together with the finding of Bussey et al. (2001), who showed that combined

ventral and orbital prefrontal cortex lesions virtually abolished the Repeat-stay

and Change-shift strategies, the fact that interfering with frontal cortex func-

tion caused strategy deficits in the two other tasks just mentioned, in both New

World and Old World monkeys, suggests that a role in guiding decisions ac-

cording to abstractions reflects a core function of the prefrontal cortex.

Having reviewed our neurophysiological results in comparison with other

findings, we now turn to the final two questions: (1) How, if at all, do strategies

differ from rules? (2) Are abstract response strategies the principal adaptive

advantage conferred by the prefrontal cortex on primates?

DO STRATEGIES DIFFER FROM RULES?

Wise et al. (1996) proposed a distinction between higher-order and lower-order

rules that might contribute to understanding some contrasts between strate-

gies and rules. We pointed to evidence that the orbital prefrontal cortex me-

diates behavior-guiding rules based on objects and other object-like stimuli,

especially those involving the linkage of objects with their biological value,

sometimes called ‘‘affective valence’’ (Gaffan and Murray, 1990; Gaffan et al.,

1993; Passingham, 1993). In contrast, monkeys with lesions restricted to the

ventral prefrontal cortex fail on tests of object alternation; in nonmatching

tasks with a single pair of objects (which differ very little from object alterna-

tion); and on delayed color-matching tasks with a single pair of colors (which

differ very little from object non-alternation) [Passingham, 1975; Mishkin and

Manning, 1978; Rushworth et al., 1997]. The tasks dependent on the orbital

prefrontal cortex require decisions about the value of a given object, whichmon-

keys can learn through response rules of the type ‘‘approach stimulus A’’ and

‘‘avoid stimulus B.’’ The tasks dependent on the ventral prefrontal cortex re-

quire the use of rules based on abstract aspects of objects, rather than spe-

cific objects or their features. These tasks require choices based on objects, but
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the object per se does not tell the monkey what to do. In one trial, a given object

is to be chosen, but in the next trial, the same object is to be avoided.

This contrast with work in macaque monkeys is consistent with findings

on marmosets, which discriminated compound stimuli consisting of colored

shapes (one stimulus dimension)with white lines superimposed on them (a sec-

ond dimension) [Dias et al., 1996a, b; Roberts and Wallis, 2000]. Marmo-

sets with orbital prefrontal cortex lesions showed deficits on intradimensional

shifts (choices based on object-like stimuli), whereas those with ventral pre-

frontal cortex lesions performed relatively poorly on extradimensional shifts

(choices based on abstractions of stimuli). In the latter case, response rules, such

as ‘‘approach object A’’ or ‘‘avoid object B,’’ were inadequate. The monkeys

must instead have learned a higher-order response rule that requires abstract

information about objects, in words: ‘‘choose according to cue dimension.’’

Thus, Wise et al. (1996) put forward the idea that the orbital prefrontal

cortex learns about specific objects (exemplars), whereas the ventral prefrontal

cortex learns about abstractions concerning objects, and both use this knowledge

in decision-making. For the former, termed ‘‘lower-order rules,’’ objects can

guide action. For the latter, termed ‘‘higher-order rules,’’ a lower-order rule,

such as ‘‘approach stimulus A,’’ cannot do the job, and the monkeys must learn

ahigher-order rule thatemploysabstract informationaboutobjects.Thus, lower-

order rules involve exemplars; higher-order rules involve abstractions.

As Pinker (1999) has pointed out, the dichotomy between memorized ex-

emplars and abstractions is important, both scientifically and philosophically.

Memorization plays a central role in associationist thought, including behav-

iorist traditions that emphasize simple S-R associations. In addition to asso-

ciationist, behaviorist, and animal learning theory models of behavior, ex-

emplar-based processing figures prominently in connectionist neural network

theory, and broadly construed, in philosophical empiricism. Rules, strategies,

and other behaviors based on abstractions figure prominently in cognitive

neuroscience and computational models that manipulate symbols. Again,

broadly construed, an emphasis on abstractions leads to philosophical ratio-

nalism. The interaction between empirical knowledge based on exemplars and

rational knowledge based on analogies, inferences, categorizations, and other

abstractions fuels advanced cognition in a way that neither could, alone.

In this context, the relationship between rules and strategies can be re-

considered. To a first approximation, the concepts of rules and strategies differ

little. Both involve, as a dictionary definition holds, ‘‘a prescribed guide for con-

duct or action’’ (Webster’sNewCollegiateDictionary, 1971).However, rules come

in both higher-order and lower-order varieties, as distinguished earlier. As a

practical matter, strategies do not: They depend on abstractions. Lower-order

rules are based on memorized exemplars; higher-order rules and strategies are

also ‘‘a prescribed guide for conduct or action,’’ but are based on abstractions.

The incipient ability to base decisions on abstractions rather than exem-

plars must have been a powerful adaptive advantage to the animals that could

do so, and the final section of this chapter addresses that issue.
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ARE ABSTRACT RESPONSE STRATEGIES THE PRINCIPAL

ADAPTIVE ADVANTAGE CONFERRED BY

THE PREFRONTAL CORTEX ON PRIMATES?

Neurophysiological studies of the primate prefrontal cortex usually explore

behavioral capabilities common to primates and other mammals. Yet, a body

of evolutionary thought indicates that the largest part of the primate prefrontal

cortex, the granular frontal cortex, is an evolutionary innovation of primates

and, therefore, was not present in the ancestral condition (Preuss, 1995). If

the selection and implementation of abstract response strategies depends on

the prefrontal cortex, and the (granular) prefrontal cortex is a primate inno-

vation, then could abstract response strategies be the principal adaptive ad-

vantage conferred by the prefrontal cortex on primates?

Neurophysiological studies have produced a list of roles for the prefron-

tal cortex, including categorization (Freedman et al., 2002, see also Chapter

17); predictive coding (Rainer et al., 1999); attentional control, especially of

the top-down variety (Miller et al., 1996; Lebedev et al., 2004); the detection

and generation of event sequences across time (Quintana and Fuster, 1999;

Averbeck et al., 2002; Ninokura et al., 2003; Hoshi and Tanji, 2004), some-

times termed ‘‘cross-temporal contingencies’’ (Fuster, 1997); behavioral in-

hibition; and preparatory set (Fuster, 1997). Yet, each of these cognitive op-

erations, not to mention those involving rules (Hoshi et al., 1998; White and

Wise, 1999; Asaad et al., 2000; Wallis et al., 2001;Wallis andMiller, 2003), con-

tributes to both the selection and the implementation of abstract response

strategies. Decisions based on abstractions require a number of coordinated

processes, including the top-down biasing of inputs to the prefrontal cortex;

the categorization of contextual information, including sensory inputs, mem-

ories, and signals about internal states; the integration of contextual infor-

mation with the actions and goals appropriate to that context; the choice

among potential actions or goals, based on the predicted outcome of each

possibility; and active maintenance of those choices or goals in memory, as a

prospective code, without completely dispensing with the alternatives. The

prefrontal cortex probably contributes to all of these functions, and all of them

are necessary for the selection and implementation of abstract response

strategies. Thus, it is not surprising that neurophysiological studies, each fo-

cused on one or a few of these functions, would find evidence for all of them.

Neuropsychological and neuroimaging research studies have produced

several attempts to subsume prefrontal cortex function within a single con-

struct. One holds that the principal function of the prefrontal cortex is work-

ing memory (i.e., maintaining information in short-term memory to manip-

ulate it) [Goldman-Rakic, 1987]. Another proposes that the prefrontal cortex

contributes to behavior whenever problems exceed a certain level of difficulty,

requiring a departure from the automatic, or routine, functions of daily life

(Duncan et al., 1996; Duncan and Owen, 2000; Gaffan, 2002). Yet another

posits that the principal function of the prefrontal cortex is to attentively select
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and monitor information in short-term memory, including plans and in-

tentions (Owen et al., 1996; Rowe and Passingham, 2001; Petrides et al., 2002;

Rowe et al., 2002; Lau et al., 2004).

Could these three ideas, too, be incorporated under the banner of ‘‘abstract

response strategies’’? They could, perhaps, if the emergence of the prefrontal

cortex in the primate lineage is taken into account. (1) Many of the processes

involved in strategies require working memory, which could foster the idea

that working memory is the principal function of the prefrontal cortex.

Working memory is not a primate innovation, but some forms of behavioral

guidance by abstractions might be (Tomasello and Call, 1997), so the latter is

probably more central to prefrontal function than the former. (2) Routine, or

automatic, functions require few of the processes needed for abstract response

strategies. Routine behaviors can run on autopilot control. Thus, the prefron-

tal cortex should become engaged whenever a difficult problem needs to be

addressed and an abstract strategy needs to be employed. (3) Attentional se-

lection (Rowe and Passingham, 2001; Rowe et al., 2002) and the monitoring

of items in working memory (Owen et al., 1996; Petrides et al., 2002) cannot

make a direct contribution to the inclusive fitness of monkeys. Instead, they

must contribute indirectly, through their effects on adaptive actions, and this

contribution likely takes the form of a contribution to the selection and mon-

itoring of abstract response strategies.

It would be misguided, however, to substitute a different monolithic theory

of prefrontal cortex function for those mentioned earlier. Even if a principal

function of the prefrontal cortex is the selection and implementation of ab-

stract response strategies, when experiments isolate the various cognitive pro-

cesses that underlie this capacity, they will find evidence for each of them. As a

whole, then, the current suggestion differs little from the proposal that the

prefrontal cortex contributes to most, if not all, of the cognitive functions im-

portant to the life of primates (Gaffan, 2002). However, perhaps all of these

functions have their largest biological importance when applied to the learn-

ing, implementation, and selection of abstract response strategies. In this way,

the prefrontal cortex could contribute the key adaptive advantages in manag-

ing the cognitive challenges faced by primates.
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6

Abstraction of Mental

Representations: Theoretical

Considerations and

Neuroscientific Evidence

Kalina Christoff and Kamyar Keramatian

The ability to conceive of highly abstract concepts is a fundamental feature of

human cognition. Using abstract mental representations, we can organize per-

ceptions garnered from disparate experiences, develop novel solutions to prob-

lems we encounter, and predict future outcomes based on past experiences.

All of these faculties have been shown to rely on the integrity of the lateral

prefrontal cortex (e.g., Milner, 1964; Luria, 1966; Shallice, 1982; Duncan et al.,

1995). Understanding abstract thought and the nature of abstract mental rep-

resentations, therefore, may provide a useful framework for understanding the

functions and organization of lateral prefrontal cortex.

In this chapter, we focus on the evidence and implications for an organiza-

tion of prefrontal cortex according to different levels of abstraction in repre-

sentational content. In the first section, we offer a historical review of some

of the central concepts found in philosophical theories of abstraction and dis-

cuss how they motivate contemporary investigation in the field of cognitive

neuroscience.

In the second section, we describe two recent functional neuroimaging ex-

periments that examine the role of abstract representations in terms of lateral

prefrontal cortex organization. The results of these experiments suggest a to-

pographical organization of lateral prefrontal regions according to the level of

abstraction in representational content (Fig. 6–1). This topography appears

to follow an arcuate1 posterior-to-anterior direction, with concrete working

memory representations corresponding to posterior prefrontal regions and

representations at increasing levels of abstraction corresponding to progres-

sively anterior regions.

HISTORICAL DEVELOPMENT IN THEORIES OF ABSTRACTION

Discussions of abstraction are ubiquitous in cognitive neuroscience litera-

ture, with terms such as ‘‘abstract cognitive abilities,’’ ‘‘abstract thought,’’ and
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‘‘abstract rules’’ almost invariably employed when lateral prefrontal functions

are discussed (e.g., Milner, 1963; Luria, 1966; Baker et al., 1996; Christoff and

Gabrieli, 2000; O’Reilly et al., 2002; Bunge et al., 2003; Miller et al., 2003; Sakai

and Passingham, 2003). Despite this widespread use, there is considerable

ambiguity concerning the meaning of this term. Sometimes ‘‘abstractness’’ is

equated with difficulty of comprehension or lack of intrinsic form; oftentimes,

the term is simply left undefined. For our purposes, we hearken back to its

roots in the Latin abstrahere, meaning ‘‘to drag away,’’ and emphasize that

abstract concepts are removed from specific instances.

The manner in which abstract concepts are ‘‘dragged away’’ from the spe-

cific has been the subject of much debate among thinkers. As George Berkeley

wrote, ‘‘He who is not a perfect stranger to the writings and disputes of phi-

losophers, must needs acknowledge that no small part of them are spent about

abstract ideas’’ (Berkeley, 1734/1998). Here we review the development of

some of the central philosophical concepts concerning abstraction.

Philosophical Theories of Abstraction

The idea for a distinction between abstract and concrete entities emerged as

early as the time of Plato (c. 427–347 BCE), who contributed an early notion of

Figure 6–1 Proposed arcuate topography in the human lateral prefrontal

cortex. The arrow depicts the direction of the proposed gradient of ab-

straction, with increasing levels of abstraction in working memory repre-

sentation located toward the anterior prefrontal cortex. Numbers indicate

Brodmann areas in lateral prefrontal cortex. DLPFC, dorsolateral prefrontal

cortex; RLPFC, rostrolateral prefrontal cortex; VLPFC, ventrolateral pre-

frontal cortex.
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abstraction with his theory of forms (Plato, 360 BCE/2003). Plato believed that

separate from the flawed, imperfect realm of sensation is a perfect realm of

forms, such as ‘‘beauty,’’ ‘‘goodness,’’ ‘‘equality,’’ ‘‘likeness,’’ ‘‘sameness,’’ and

‘‘difference,’’ which give structure to our world. In Plato’s view, ‘‘sensibles,’’ or

objects of sensation, draw their characteristics from forms. Many beautiful

objects exist, but all draw their common characteristic from a single form,

namely, beauty.

Plato’s view that forms and sensibles occupy different realms has been op-

posed by those who believe that forms and sensibles must inform each other,

and as such, cannot be so completely separated. Aristotle (384–322 BCE),

Plato’s student, was one thinker who believed that sensation and form are in-

separable. In Aristotle’s view, form is embedded in sensation, and separating

form from the sensory world, therefore, is a dubious matter (Aristotle, 350

BCE/2002). This idea of dynamic and interactive abstract and concrete con-

cepts is important to cognitive theories of abstraction today.

Plato and Aristotle saw abstractness in objective terms, viewing forms and

sensibles as entities that existed in the absolute. Later philosophers, such as

John Locke and George Berkeley, viewed abstraction as a mental concept, and

accordingly framed the discussion of the abstract-concrete distinction within

the mind. In his Essay Concerning Human Understanding, John Locke dis-

tinguishes between particular and general ideas. Particular ideas are constrained

to specific contexts in space and time. General ideas are free from such restraints

and thus can be applied tomany different situations. In Locke’s view, abstraction

is the process in which ‘‘ideas taken from particular beings become general

representatives of all of the same kind’’ by dint of themind’s removing particular

circumstances from an idea (Locke, 1690/1979).

Locke’s idea of abstraction faced criticism from later thinkers, such as

George Berkeley (1685–1753). In the introduction to his Treatise Concerning

the Principles of Human Knowledge, Berkeley attacks Locke’s notion that one

individual quality of an object can be isolated from other qualities (Berkeley,

1734/1998). For example, he argued, it is impossible to imagine the motion of

an object without also imagining its shape, color, and direction.

As an alternative to Locke’s account, Berkeley argues that abstraction occurs

through a shift in attention. In this view, a particular object can represent a

group of objects when we focus attention on one of its qualities. For example,

the image of a particular triangle, regardless of whether it is equilateral, isos-

celes, scalene, right, obtuse, or acute, can be used to represent all possible tri-

angles when attention is focused on its feature of having three connecting line

segments.

Berkeley thus introduced the notion that attention plays an important

role in the process of extracting abstract ideas. The idea that abstraction

occurs through focusing attention on a particular feature—a process today

referred to as ‘‘selective attention’’—has inspired many subsequent empiri-

cal developments and is central to a number of present-day theories of

abstraction.
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Cognitive Theories of Abstraction

The study of abstract ideas has more recently become a subject of investiga-

tions in the empirical disciplines of cognitive science, psychology, linguistics,

and cognitive neuroscience. Contemporary thinkers in these fields have ex-

tended philosophical theories of abstraction by incorporating ideas of atten-

tion, perception, and neural connectivity.

One cognitive theory, developed in a series of works by George Lakoff and

Mark Johnson, argues for a dichotomy of abstract and concrete concepts based

on metaphorical understanding (Lakoff and Johnson, 1980a, b, 1999). More

concrete concepts, such as ‘‘up,’’ ‘‘down,’’ ‘‘front,’’ ‘‘back,’’ ‘‘substance,’’ ‘‘con-

tainer,’’ ‘‘motion,’’ and ‘‘food,’’ are understood directly from bodily experi-

ence. More abstract concepts, such as ‘‘time,’’ ‘‘emotions,’’ ‘‘communication,’’

‘‘mind,’’ and ‘‘ideas,’’ are understood and structured in terms of more concrete

and embodied concepts. For example, the abstract concept of ‘‘idea’’ can be

understood metaphorically through the more concrete concepts of ‘‘com-

modity’’ (‘‘How you package your ideas is important’’) or ‘‘food’’ (‘‘This idea is

hard to digest’’).

Notably, even the relatively concrete concepts described by Lakoff and

Johnson are abstracted from more specific instances. For example, ‘‘food’’ is

more abstract than the specific instances of ‘‘burrito’’ or ‘‘cheesecake.’’ We can

thus interpret Lakoff and Johnson’s theory as part of a three-tier hierarchy of

abstraction. Abstract concepts are understood by metaphorically mapping

them onto relatively less abstract concepts, which in turn are learned by ab-

stracting specific concrete instances encountered through sensation. Evidence

for a similar three-level system of abstraction in representation is suggested by

the neuroimaging findings presented later in this chapter.

In Lakoff and Johnson’s theory, the way in which highly abstract concepts

are specifically mapped onto less abstract ones is determined by which met-

aphorical features are emphasized and which are de-emphasized, a process the

authors refer to as ‘‘highlighting’’ and ‘‘hiding’’ (Lakoff and Johnson, 1980b).

When we think of an argument in terms of war (‘‘She shot down my ar-

gument,’’ ‘‘He attacked the weak points of my argument’’), we highlight the

combative aspects and hide the cooperative aspects of the situation. We have a

different understanding of an argument if we think of it in terms of a process of

achieving mutual understanding (‘‘He responded to each point in my argu-

ment’’), thus highlighting its cooperative aspects and hiding its combative

aspects. Whereas Berkeley posited an idea of mapping concrete to abstract

concepts with selective attention, Lakoff and Johnson emphasize the role of

selective attention in mapping highly abstract, metaphorical concepts to rel-

atively less abstract, nonmetaphorical concepts.

Other contemporary cognitive theories of abstraction do not rely on met-

aphor. For example, Lawrence Barsalou (1999) criticizes Lakoff and Johnson’s

theory on the grounds that metaphorical mappings alone cannot produce ad-

equate conceptual understanding. Knowing that an idea is like a commodity
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and like food, for example, is hardly sufficient for understanding the concept of

‘‘idea.’’ Furthermore, Barsalou notes that Lakoff and Johnson ignore the

possibility that much of what they denote ‘‘conceptual metaphor’’ may actually

just function as polysemy. For instance, in the sentence ‘‘He attacked the weak

points in my argument,’’ the word ‘‘attack’’ may function in two distinct ways—

as both a physical action intended to cause harm and an attempted logical

criticism.

Instead, Barsalou advocates for a theory wherein connections between

concrete and abstract concepts are direct and nonmetaphorical. In this theory,

concepts take the form of simulators, which are semantic clusters that can

generate infinite further examples of a concept. As we encounter examples of

objects, we encode their perceptual features and store them in our memories.

These features will form into clusters, which eventually become simulators,

with a frame of previously encountered common features and a set of infinite

possible simulations that the frame can generate. For instance, our perceptual

experience with various chairs has helped us form a concept of ‘‘chair.’’ We

can now use this concept to simulate infinite further examples of chairs.

An abstract concept is understood in this system through three sequential

processes. First, the concept is put into context by simulating an event se-

quence, or a system of projected actions associated with the concept. When we

represent the abstract concept of ‘‘magic,’’ for example, we may simulate the

actions of wand-waving, disappearance, and spontaneous transformation.

Next, selective attention will extract features of this event sequence that are

relevant to an understanding of the concept and to the internal state of

the conceptual thinker. Thus, a skeptic may emphasize more the agents of ar-

tifice in his event simulations of the concept, whereas a believer may em-

phasize the miraculous features. Finally, introspective perceptual systems are

employed in the interpretation of these selective concept attributes. These

systems include emotional states; cognitive operations, such as search and

comparison; and idiosyncratic systems of perceptual construal.

Barsalou’s theory provides a viable mechanism for concept dynamism and

unconscious abstract representation. In addition, it builds on findings from

neuroscience. Research showing the existence of neurons selective for certain

object properties, such as color, orientation, and velocity, supports Barsalou’s

proposed mechanism of conceptual clustering (Hubel and Wiesel, 1968; Wan-

dell, 1995; Simoncelli and Heeger, 1998). This framework thus provides a prom-

ising preliminary link between theories of abstract thought and findings in

neuroscience.

NEUROSCIENTIFIC EVIDENCE FOR ABSTRACTION OF

REPRESENTATIONS IN LATERAL PREFRONTAL CORTEX

In the previous section, we reviewed some of the major theories concerning

abstract notions and how these notions are represented in the mind. In this

section, we will discuss how these abstract concepts are represented in the
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brain. As mentioned earlier, our focus in this part will be on lateral prefron-

tal cortex and its functional organization. In particular, we argue that lateral

prefrontal cortex is organized according to working memory representations

at different levels of abstraction, with the most anterior part corresponding to

the highest level of abstraction. In the following paragraphs, we will present

some experimental results providing support for this conceptualization of

prefrontal function.

Several studies on nonhuman primates have shown that prefrontal cortex

plays a key role in abstract rule-guided behaviors (Wallis et al., 2001; Nieder

et al., 2002; Bunge et al., 2003; Miller et al., 2003; see also Chapters 2 and 18).

Single neurons in the monkey prefrontal cortex encode abstract rules and not

simply the physical properties of the stimuli (Wallis et al., 2001). It has also

been suggested that different prefrontal subregions deal distinctively with ab-

stract and concrete information (Dias et al., 1996, 1997; see also Chapter 13).

Dias and colleagues reported such distinction by using the intradimensional-

extradimensional dynamic categorization task in marmoset monkeys. Deficits

in intradimensional reversals, which require feature-level representation, were

associatedwithorbitofrontal lesions,whereasdeficits inextradimensional shifts,

which require dimension-level representation, corresponded to dorsolateral

prefrontal cortex (DLPFC) lesions. Building on the results from this study,

O’Reilly and colleagues designed a computational model using a combination

of activation-based working memory and frontal representations organized

according to two different levels of abstraction (O’Reilly et al., 2002). Together,

these studies introduced a distinction between concrete and abstract working

memory representations in the brains of nonhuman primates.

Humans, however, appear capable of higher forms of abstraction in mental

representation than those exhibited by nonhuman primates. Examples of such

higher-level abstraction in mental processing include integrating multiple

relations simultaneously (Halford, 1984; Thompson et al., 1997) and solv-

ing analogies (Holyoak and Kroger, 1995; Gentner et al., 2001). Results from

neuroimaging studies show that behaviors that require the use of abstract rules,

such as reasoning and problem-solving, specifically activate the most anterior

part of lateral prefrontal cortex, also known as rostrolateral prefrontal cortex

(RLPFC), or lateral Brodmann area (BA) 10 (Baker et al., 1996; Christoff and

Gabrieli, 2000; Christoff et al., 2001, 2003; Bunge et al., 2003; Bunge et al., 2005).

This region is activated during the processing of highly abstract mental rep-

resentations, such as internally generated information (Christoff and Gabrieli,

2000; Christoff et al., 2003), future task operations (Sakai and Passingham,

2003), abstract hierarchies of goals (Koechlin et al., 1999; Braver and Bon-

giolatti, 2002) and even meta-awareness during mind-wandering (Christoff

et al., 2004; Smith et al., 2006). Comparative studies of BA 10 in human and

nonhuman primates have revealed that this area occupies a proportionally

larger volume of brain in humans than in other primates (Semendeferi et al.,

2001), although the extent of this difference continues to be debated (Hollo-

way, 2002).
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When combined, the evidence from studies in humans and nonhuman

primates suggests a possible organization of lateral prefrontal cortex based on

the level of abstraction in working memory representation, a theory that we

have recently proposed (Christoff, 2003). Here we describe two recent ex-

periments designed to test this hypothesis directly.

Following Rules at Different Levels of Abstraction:

The Role of Lateral Prefrontal Cortex

To examine the possibility that rule-guided behavior at different levels of

abstraction activates different prefrontal subregions, we constructed a task that

involved rule-guided behavior and rule reversal at three levels of abstraction

(Christoff et al., manuscript under review-a). Thirteen healthy volunteers were

recruited to undergo functional magnetic resonance imaging (fMRI) scanning

while performing the task. The experiment comprised three sessions, each

containing 140 trials grouped into three different conditions: concrete rule,

first-order abstract rule, and second-order abstract rule (Fig. 6–2). In the con-

crete condition, the target was a single circle whose black side was oriented in

one of four directions—right, left, up, or down—as determined by a cue at the

beginning of each block. In the first-order abstract rule, the cue identified the

target as a pair of circles whose orientation could be either ‘‘same’’ or ‘‘differ-

ent.’’ Finally, in the second-order abstract condition, the target consisted of

two pairs of circles that could be either ‘‘related’’ (two pairs that were either

‘‘same’’- ‘‘same’’ or ‘‘different’’- ‘‘different’’) or ‘‘unrelated’’ (‘‘same’’- ‘‘different’’

or ‘‘different’’- ‘‘same’’).

Each condition started with a cue that determined both the level of ab-

straction (condition) and the applicable rule at each level, followed by a series

of visual stimuli. In all conditions, the stimuli were two pairs of circles sepa-

rated by a vertical line. Each circle consisted of one white and one black semi-

circle. In each condition, after a number of successive trials, the rule reversed

(Fig. 6–3). There were five reversals per session. In all conditions, participants

pressed the left button to indicate that the target was present on the screen, or

the right button to indicate that the target was not present. Their response was

followed by immediate feedback on every trial.

Statistical parametric mapping analysis was performed to determine which

areas of the brain are activated during reversals at each level of abstraction (i.e.,

concrete, first order of abstraction, and second order of abstraction). The effects

of reversal were modeled using parametric modulation within an event-related

model (Buchel et al., 1998). Each reversal was modeled as an event, and a para-

metric regressor was then constructed using ‘‘time prior to reversal’’ (i.e., the

time elapsed after the last reversal). This allowed us to model the effects of

stronger engagement of executive control at reversals occurring after larger

number of trials spent following the same rule (i.e., looking for the same target).

The areas of prefrontal cortex that were activated during reversals at each

level of abstraction are shown in Figure 6–4 (see color insert). In the concrete
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condition, significant activation was observed in left insula, posterior ventro-

lateral prefrontal cortex (VLPFC), and right supplementary motor cortex (BA 6

and 8). In the first-order abstraction condition, activation was limited to ante-

rior ventrolateral prefrontal cortex (BA 11/47). Finally, in the second-order ab-

straction condition, right VLPFC (BA 47), left VLPFC (BA 45), and left RLPFC

(BA 10) showed significant activation. This RLPFC activation, however, was

specific to the second-order abstraction condition, and was not observed during

rule reversal at the concrete or first-order abstraction rules (Fig. 6–5).

These results provide additional evidence that RLPFC is recruited when rules

at the highest order of abstraction are used to guide behavior, in agreement with

previous research (Christoff et al., 2001, 2003; Bunge et al., 2003; Sakai and

Passingham, 2003). On the other hand, more posterior prefrontal regions were

engaged during executive control at lower orders of abstraction and during

concrete rules—a finding consistent with previous results (Dias et al., 1996,

a) Concrete rule condition    

“right”                           “left”                              “up”                            “down”

       (yes)                                   (no)                                   (yes)                                   (no)

 (yes)                                  (no)                                    (yes)                                   (no)

b) First-order abstract rule condition

“same”                                                             “different”

c) Second-order abstract rule condition

   (yes)                                   (no)                                   (yes)                                   (no)

            “related”                                                          “unrelated”

Figure 6–2 Following rules at different levels of abstraction: stimuli and targets

for the three conditions. Rules are enclosed in quotation marks, and correct re-

sponses are shown in parentheses. Dashed arrows indicate the targets.
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1997; O’Reilly et al., 2002). One advantage of the study described here, how-

ever, is that it varied the level of abstraction in rule reversal at all three levels

within each subject, thus allowing the regions recruited at different levels to be

examined within the same data set. Within this study, the observed recruitment

of different prefrontal subregions is strongly suggestive of organization topog-

raphy based on levels of abstraction in mental representation.

A question that often arises when different levels of abstraction in executive

processing are considered is whether such variation in abstraction is not the

same as variation in difficulty of processing. A link between increasing level of

abstraction and increasing complexity in processing, as indexed by reaction

times and accuracy, is evident in the bulk of previous research (Christoff et al.,

2001, 2003; Bunge et al., 2003; Sakai and Passingham, 2003). In fact, we have

recently suggested that cognitive complexity may be one of the crucial factors

in understanding the functions of higher-order regions, such as the anterior

parts of prefrontal cortex (Christoff and Owen, 2006).

Even though this association between difficulty and level of abstraction has

been addressed at the level of statistical analysis (Christoff et al., 2001, 2003),

“Unrelated”

reversal

     “related”

reversal

Figure 6–3 An example of rule reversal during the second-

order abstract condition. Rule reversals during the experiment

included the following possibilities: ‘‘right’’ to ‘‘left,’’ ‘‘left’’ to

‘‘right,’’ ‘‘up’’ to ‘‘down,’’ and ‘‘down’’ to ‘‘up’’ (concrete

condition); ‘‘same’’ to ‘‘different’’ and ‘‘different’’ to ‘‘same’’

(first-order abstract condition); ‘‘related’’ to ‘‘unrelated’’ and

‘‘unrelated’’ to ‘‘related’’ (second-order abstract condition).
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difficulty at the behavioral level almost invariably increases together with

increasing level of abstraction. A similar simultaneous increase was also seen

in this experiment, allowing for the argument that anterior prefrontal cortex

recruitment was due to task difficulty, rather than the degree of abstractness.

In the next section, we describe another study that directly aimed to dissociate

the confounding effect of task difficulty and abstractness, while further testing

the hypothesis for lateral prefrontal cortex organization according to ab-

straction in representation.

Maintaining a Cognitive Mindset at Different Levels
of Abstraction during Problem-Solving

To keep difficulty constant while varying the level of abstraction during ex-

ecutive processing, we used a verbal problem-solving task (Fig. 6–6) (Christoff

et al., manuscript under review b). In this task, participants unscrambled an-

agrams to form words that were either highly abstract (e.g., ‘‘appeal,’’ ‘‘hope’’),

highly concrete (e.g., ‘‘desk,’’ ‘‘bottle’’), or in the medium range of concrete-

Figure 6–4 Group-averaged brain activations during rule reversal at different levels of

abstraction. Ventrolateral (x, y, z¼�44, 22, 0); orbitolateral (x, y, z¼ 48, 38,�12); and

rostrolateral (x, y, z¼�26, 48, 12). Prefrontal cortices showed significantly increased

fMRI signal during the concrete, first-order abstract, and second-order abstract con-

ditions, respectively (p< 0.001, uncorrected).
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ness (e.g., ‘‘hero,’’ ‘‘path’’). All words (nouns) were selected from the MRC

psycholinguistic database (Wilson, 1988), with abstraction ratings according

to Paivio et al. (1968). The words were clustered into groups of abstract, me-

dium, and concrete, and matched for frequency, number of letters, and num-

ber of syllables.

Subjects were instructed to press a button once they had identified each

word and to say the unscrambled word aloud, which provided the measure of

reaction time for each trial. Their voices were recorded to obtain an estimate

of accuracy. To help the subjects enter a specific mindset (abstract, medium,

or concrete), a 2-second instruction period was displayed at the beginning of

each block, during which the word ‘‘Abstract,’’ ‘‘Medium,’’ or ‘‘Concrete’’ was

presented at the top part of the screen. This instruction remained during the

entire block, indicating the category for the solutions to the following ana-

grams. After the instruction period, a set of anagrams was displayed at the bot-

tom of the screen, one at a time. A pilot study was carried out before the actual

experiment, testingdifferent scrambledversions for accuracy andresponse time.

The results of this pilot study were used to select those combinations of

scrambled letters that yielded comparable difficulty, as measured by accuracy

and response time, across the different levels of abstraction.
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Figure 6–5 Condition-specific parameter estimates at the peak of acti-

vation in left rostrolateral prefrontal cortex (RLPFC) during rule reversal

for concrete, first-order abstract, and second-order abstract conditions.

The figure demonstrates significant recruitment of RLPFC specific to

reversals of rules at second order of abstraction.
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Behavioral results from the fMRI experiment confirmed that reaction time

and accuracy did not differ across different levels of abstraction (Fig. 6–7),

allowing us to examine the regions of activation in the absence of difficulty

variation. Each condition was compared with the other two conditions, re-

sulting in three comparisons of interest. The observed activations (Fig. 6–8;

see color insert) revealed a striking topography within lateral prefrontal cor-

tex. RLPFC(BA 10/46) was the strongest region of activation in the prefrontal

cortex when the abstract anagram solution was compared with the other two

conditions. Right DLPFC (BA 46), on the other hand, was the strongest area of

activationwhen themediumconditionwas comparedwith theother two. Finally,

right VLPFC (BA 47/11) emerged as the most significant area of activation

for concrete versus other conditions. These results provide the most conclusive

evidence to date for lateral prefrontal cortex topography at different levels of

abstractness.

Concrete

Medium

Abstract

Concrete

Medium

Abstract

Medium
Medium

Concrete
Concrete

Abstract
Abstract

Dkes Mroot
BOltet

Tpir
Dncae

SYlobm

Mhty
APealp

Gacre

Figure 6–6 Verbal problem-solving task (anagram)

design. Subjects were shown instructions about the

condition (concrete, medium, or abstract) for 2 sec-

onds, followed by eight anagram-solving trials lasting 4

seconds each. The instructions remained on the screen

while participants attempted to solve the anagrams. So-

lutions to the concrete examples are ‘‘Desk,’’ ‘‘Motor,’’

and ‘‘Bottle’’; to the medium examples are ‘‘Trip,’’

‘‘Dance,’’ and ‘‘Symbol’’; and to the abstract examples

are ‘‘Myth,’’ ‘‘Appeal,’’ and ‘‘Grace.’’
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SUMMARY AND DISCUSSION

In the first half of this chapter, we briefly reviewed a number of theoretical

considerations regarding the ontology of abstract entities as well as the issues

involved in the mental representation of these nonphysical entities. In the sec-

ond half, we described some experimental findings concerning the cortical

representation of information at different levels of abstraction in nonhuman

and human primates. We presented the results from two recent neuroimaging

studies that support the hypothesis that the human lateral prefrontal cortex is

organized according to working memory representations at different levels of

abstraction.

In the first study, a rule-reversal task with three conditions at three levels

of abstraction was used. Different areas in prefrontal cortex showed signifi-

cant activation during executive control in each condition. The most anterior

prefrontal region, RLPFC, was only activated during executive control at the

highest level of abstraction. Posterior prefrontal cortices, on the other hand,

were recruited for executive control at lower levels of abstraction. In the

second study, we varied the levels of abstraction in mental mindset during a

verbal problem-solving task in which anagram solutions were either highly

concrete, highly abstract, or at a medium level of abstraction. To our knowl-

edge, this is the first study that dissociates task difficulty from abstraction in

mental representation. When the abstract condition was compared with the

other two conditions, RLPFC was the only prefrontal subregion that showed
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Figure 6–7 Difficulty did not differ across conditions for the anagram

task. The mean reaction time (RT) for the abstract condition was 1380

msec; for the medium condition, 1405 msec; and for the concrete condi-

tion, 1407 msec. Mean accuracy for the abstract condition was 53.2%; for

the medium condition, 52.7%; and for the concrete condition, 53.1%. The

bars indicate standard error of the mean across subjects.
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significant activation. Mental mindset at a medium level of abstraction during

this task was associated with the strongest DLPFC recruitment, and concrete

mindset was associated with VLPFC recruitment. These findings suggest an

arcuate topography in the human lateral prefrontal cortex (Fig. 6–1), based on

working memory representations at different gradients of abstraction.

The idea that lateral prefrontal cortex in primates is organized according

to the content of working memory representations was first developed by

Goldman-Rakic (1996). According to this notion, VLPFC is specialized for ob-

ject representations in working memory, whereas DLPFC is specialized for

spatial representations. The evidence for such modality-specific conceptuali-

zation of prefrontal function, however, is mixed (Owen, 1997), and on a

number of occasions, it has been openly challenged by the more consistently

observed process-specific separation between the ventral and dorsal parts of

Figure 6–8 Group-average brain activations for anagram-solving at different

levels of abstraction, each compared with the average activation for the other

two conditions. Concrete blocks were associated with activation in ventro-

lateral prefrontal cortex (x, y, z¼ 32, 36, �16). Medium blocks were associ-

ated with activation in right dorsolateral prefrontal cortex (x, y, z¼ 46, 42,

24). Abstract blocks were associated with activation in right rostrolateral

prefrontal cortex (x, y, z¼ 36, 48, 4) [p< 0.05 corrected]. Abs, abstract; med,

medium; con, concrete.
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lateral prefrontal cortex (Petrides, 1996; D’Esposito et al., 1998; Owen et al.,

1999). The hereby proposed organization of prefrontal function, while focus-

ing on the content of working memory representation, regards as important

not its modality, but the level of abstractness of informational content. One of

the main advantages of this account is that it includes all lateral prefrontal

subregions—anterior prefrontal cortex (RLPFC) as well as ventral (VLPFC) and

dorsal (DLPFC) regions—within the same conceptual framework.

Another account of lateral prefrontal cortex organization that encompasses

all of these regions, however, was proposed a number of years ago (Christoff

and Gabrieli, 2000), incorporating the ventral-dorsal process-based distinc-

tion (Petrides, 1996; D’Esposito et al., 1998; Owen et al., 1999) in conjunction

with the mental operations known to recruit anterior prefrontal cortex. This

was an exclusively process-based account and proved extremely successful in

conceptualizing the results of subsequent studies. The question might arise

then: What is a better way of understanding prefrontal organization—using a

process-based or a representation-based account? It is our view that both are

necessary and indeed complementary ways of conceptualizing prefrontal

functions. Process-based accounts appear to be most useful in the context of

incremental extraction of information from the environment, whereby the

products of one mental process are used by another mental process. A good

example of such a paradigm was developed and used by D’Esposito et al.

(2000), in which the manipulation of working memory information is per-

formed on the products of encoding. Other examples include paradigms from

the reasoning (Christoff et al., 2001; Kroger et al., 2002) and problem-solving

(Baker et al., 1996) literature. In most of these cases, incremental recruitment

of prefrontal cortex regions in a posterior-to-anterior direction is observed as

additional mental processes are added, possibly reflecting the interactions

between adjacent prefrontal subregions (Fig. 6–9A).

Figure 6–9 Examples of the hypothesized intrinsic (A) and extrinsic (B) interactions

involving prefrontal subregions and their suggested topography based on patterns of

connectivity found in studies in nonhuman primates (Pandya and Barnes, 1987.) The

direction of arrows indicates the hypothesized direction of prefrontal attentional control.
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Representation-based accounts, on the other hand, appear to be more use-

ful in the context of attentional and cognitive control processes that require

the maintenance of particular information in working memory for the pur-

poses of biasing representations in regions outside of prefrontal cortex—as in

the selective attention account proposed by Desimone and Duncan (1995). In

these cases, recruitment of different prefrontal subregions may be observed

in the absence of activation in other prefrontal regions, as in the results presented

here from the anagram solution task. Thus, representation-based accounts of

prefrontal function may be more useful in describing attentional control pro-

cesses, presumably reflecting the interactions between prefrontal regions and

other regions of the brain (Fig. 6–9B).

It is our belief that process and representation are flip sides of the same

mental coin. Using fMRI forces us to treat relatively large brain regions as the

basic unit of our analyses and theorizing. As such, ‘‘process’’ implies some

interaction and information exchange between a region of interest and another

brain region. On the other hand, ‘‘representation’’ implies a state of activation

in a region of interest, without explicitly relating it to activation states in other

brain regions. When a discussion is focused exclusively on a particular brain

division, such as prefrontal cortex (as is the case in this chapter), the functions

of particular prefrontal subregions may be best understood in terms of rep-

resentational account (e.g., anterior prefrontal cortex supports working mem-

ory representations at high levels of abstraction). If the discussion is expanded

to include areas outside prefrontal cortex, however, a process-based account

may become relevant as well (e.g., anterior prefrontal cortex biases represen-

tations in anterior temporal cortex in support of the retrieval of semantic in-

formation at high levels of abstraction). To fully understand the organization of

prefrontal function, it will be necessary to consider the functions of its subre-

gions in terms of both process and representation—as well as the nature and

systematicity of its intrinsic and extrinsic connections and interactions.

Another advantage of the hereby proposed account of prefrontal organi-

zation is that it is corroborated by findings from human neurodevelopment

and patterns of brain connectivity in nonhuman primates. It has been sug-

gested that, in human infants, maturation of prefrontal cortex starts from the

most posterior part of prefrontal cortex and progresses toward the most an-

terior part (Diamond, 1991). These neurodevelopmental changes appear to be

contemporaneous with the development of rule-learning abilities in pre-

schoolers (Casey et al., 2000), who can first learn only concrete rules, and later

can reason at increasingly higher levels of abstraction (Jacques and Zelazo,

2001; Bunge and Zelazo, 2006; see also Chapter 19). In addition, studies ex-

amining the connectivity patterns between prefrontal subregions and other

brain areas have revealed a systematic topography whereby progressively more

anterior prefrontal regions receive and send projections preferentially to re-

gions of progressively higher levels of sensory integration (Pandya and Barnes,

1987). This pattern of connectivity supports the possibility that attentional
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control processes may occur in parallel streams from more anterior prefrontal

regions to areas of higher-order sensory integration (Fig. 6–9B).

Earlier in this chapter, we emphasized the process of selective attention that

occurs ubiquitously in the discussions by philosophers and modern cognitive

scientists alike. Berkeley’s process of focusing attention on a particular feature,

Lakoff and Johnson’s ‘‘highlighting and hiding’’ in understanding abstract

concepts throughmetaphor, and Barsalou’s idea for the application of selective

attention in the extraction of particular features of a generalized event sequence

all represent accounts of the process of abstraction, prominently featuring this

aspect of attention. At the same time, neuroscientific accounts of prefrontal

functions have also strongly emphasized the process of selective attention

(Desimone and Duncan, 1995; Everling et al., 2002) and attentional control

processes in general (Cohen et al., 1996; Braver and Cohen, 2001) in under-

standing prefrontal functions. In view of the strong association between pre-

frontal functions and abstraction, the processes of selective attention will likely

turn out to be crucial for our neuroscientific theories of abstraction. Although

no such theory currently emphasizes this process, our discussion here suggests

that this would be necessary to advance understanding of the way prefrontal

cortex represents abstract information and implements the process of ab-

straction. It is with such advancement that we will ultimately be able to better

understand not only the neural but also the corresponding cognitive processes

that enable this most uniquely human phenomenon.
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NOTE

1. The term ‘‘arcuate’’ is used here in its sense of ‘‘curved’’ or ‘‘formed in the shape

of an arc.’’
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Ventrolateral and Medial Frontal

Contributions to Decision-Making

and Action Selection

Matthew F. S. Rushworth, Paula L. Croxson,

Mark J. Buckley, and Mark E. Walton

The frontal cortex has a central role in the selection of actions, and in many

circumstances, action selection is likely to be the consequence of activity dis-

tributed across a swathe of frontal lobe areas. Evidence from lesion and other

interference techniques, such as transcranial magnetic stimulation (TMS),

however, suggests that a useful distinction may be drawn between the roles of

ventrolateral prefrontal cortex (PFv) and dorsomedial frontal cortex areas

(Fig. 7–1), including the pre-supplementary motor area (pre-SMA) and the

anterior cingulate cortex (ACC). The PFv region is centered on cytoarchitec-

tonic region 47/12 (2002a) [see Fig. 7–5], but the lesions that are used to in-

vestigate this area often include adjacent lateral orbital areas 11 and 13 (PFvþo

lesion) [for example, Bussey et al., 2001, 2002]. Cells in these areas have some

similar responses to those in the PFv (Wallis et al., 2001). The pre-SMA is

situated in an anterior division of area 6, whereas the ACC region under dis-

cussion in this chapter is in cytoarchitectonic areas 24c and 24c0 (Matsuzaka

et al., 1992; Luppino et al., 1993; Vogt, 1993).

A series of experiments have all suggested that the PFv has a central role in

the selection of actions in response to external stimuli and according to learned

arbitrary rules. However, it has been more difficult to describe how the con-

tribution of the PFv differs from that made by premotor areas in more poste-

rior parts of the frontal lobe. Recent results suggest that the PFv is particularly

concerned with the selection of the behaviorally relevant stimulus information

on which action selection will, in turn, be contingent, and the deployment of

prospective coding strategies that facilitate rule learning. Once behavioral rules

for action selection have been learned, it is often necessary to switch quickly

between one set of rules and another as the context changes. The pre-SMA is

known to be important at such times. The role of the ACC appears to be quite

distinct. Both lesion investigations and neuroimaging implicate the ACC most
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strongly when choices are made on the basis of the recent reward history rather

than on the basis of learned conditional cue-action associations. The ACC

may be important for representing the reinforcement values associated with

actions rather than the stimulus conditional selection rules associated with

actions. In both humans and macaques, the PFv is distinguished by a pattern

of strong anatomical connection with the temporal lobe, whereas the ACC is

unusual in being closely connected with reward processing areas and the

motor system. Such differences in anatomical connectivity may underlie the

different specializations of the areas.

pre-SMA

ACC
PMd

PFv

PFo

pre-SMA

ACC
PMd

PFv

PFo

Figure 7–1 Medial (left) and lateral (right) views of magnetic resonance images of

a human brain (top) and photographs of a macaque brain (bottom). The ventral and

orbital prefrontal regions PFv and PFo, respectively, have a central role in learning

conditional rules for response selection, perhaps because of their roles in identifying

behaviorally relevant stimuli and guiding efficient learning strategies. More dorsal and

medial areas, such as the anterior cingulate cortex (ACC), pre-supplementary motor

area (pre-SMA), and dorsal premotor cortex (PMd), may also be active when condi-

tional rules are used, but their functional contributions are distinct. Although PMd

may use conditional rules to select actions, pre-SMA may be concerned with the se-

lection of sets of responses rather than individual responses. The ACC is more con-

cerned with representing the reinforcement value of actions and their reinforcement

outcome associations than with representing the learned conditional associations of

actions with sensory cues.
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VENTRAL PREFRONTAL CORTEX

Ventral Prefrontal Cortex and the Use of Conditional

Rules for Action Selection

Discussions of prefrontal function have often focused on its role in working

memory (Goldman-Rakic, 1996). This is consistent with the delay dependency

of the deficits that are seen after some prefrontal lesions. For example, Fu-

nahashi and colleagues (1993) showed that macaques with lesions in the dor-

solateral prefrontal cortex (PFdl) surrounding the principle sulcus were in-

accurate when they made saccades in the absence of visible targets to locations

that were held in memory. The same animals, however, were able to make vi-

sually instructed saccades in a relatively normal manner.

The deficits that follow PFv lesions are different, and are not delay-

dependent in the same way (Rushworth and Owen, 1998). In one study, ma-

caques were taught to select one of two colored shapes, A or B, at the bottom

of a touch-screenmonitor (Rushworth et al., 1997). The correct choicewas con-

ditional on the identity of a ‘‘sample’’ stimulus shown at the top of the screen

at the beginning of the trial. If the macaque saw stimulus A as the sample at the

beginning of the trial, then the rule was to select a matching copy of stimulus A

when subsequently given a choice between it and stimulus B. Similarly, the

macaques also learned to choose the matching stimulus B when the sample

was stimulus B.

At the beginning of each trial, the macaques touched the sample stimulus to

indicate that they had seen it. On ‘‘simultaneous’’ trials, the sample stayed on

the screen even after it was touched, and it was still present at the time of the

response choice. In the delay version of the task, the sample stimulus disap-

peared from the screen before the macaque could choose between the response

options. After PFv lesions were made, the animals were first tested on the si-

multaneous version of the task, and their performance was found to be sig-

nificantly impaired. After retraining, the animals with lesions eventually over-

came their impairments on the simultaneous matching task. Notably, once the

relearning of the simultaneous matching task was complete, the subsequent

imposition of a delay between sample and choice periods did not cause them

additional difficulty. Such a pattern of results suggests that the PFv lesion did

not cause a delay-dependent deficit analogous to the one seen after PFdl le-

sions; the PFv lesion impaired the use of the matching rule that guided correct

responding, but it did not selectively impair the retention in memory of which

sample stimulus was presented at the beginning of each trial.

Although the ability to associate a sample stimulus with a matching stim-

ulus when making a choice might seem like a trivial one, it is important to re-

member that from the macaque’s perspective, using the matching rule is as

arbitrary as using a nonmatching rule. The results of the experiment by Rush-

worth and colleagues (1997) suggest that it is the learning and use of the ar-

bitrary rule for which the PFv is necessary. Once the rule is acquired, however,
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memory for which sample stimulus has been recently shown may rely on

distinct brain structures.

Several studies have confirmed that the learning of conditional rules that

link stimuli to responses is a critical aspect of PFv function. Bussey and col-

leagues (2001) taught macaques to select joystick movements in response to

the presentation of visual stimuli. Conditional rules linked the presentation of

each stimulus to the retrieval of a particular response. The conclusion that the

PFv was especially concerned with conditional rules was based on the finding

that animals with lesions of the PFv and the adjacent lateral orbital prefrontal

region (referred to as ‘‘PFvþo lesions’’) were impaired on the conditional

visuomotor task, but could still learn visual discrimination problems well. In

visual discrimination tasks, the correct choice is consistently associated with

reinforcement, whereas the incorrect choice is never associated with reinforce-

ment. In the conditional tasks, all of the responses are partially and equally

well associated with reinforcement, and which one is correct varies from trial

to trial in a manner that is conditional on the presence of the stimulus that is

also presented.

Related accounts of the PFv have also emphasized its importance in me-

diating otherwise difficult associations (Petrides, 2005). Rather than empha-

sizing the conditional nature of the association, Petrides and others (Wagner

et al., 2001) have emphasized the role of the PFv in the active nonautomatic

retrieval of associations from memory. Active retrieval is needed when the as-

sociation is arbitrary or learned, and activation of the representation does not

occur automatically as the result of the arrival of matching sensory input in

posterior cortex.

It has been argued that, when human participants follow instructions, they

are essentially employing conditional rules linking certain stimuli, or more

generally, any arbitrary antecedent, with subsequent action choices (Murray

et al., 2000, 2002; Passingham et al., 2000; Wise and Murray, 2000). Petrides

and Pandya (2002a) have identified a number of similarities between human

and macaque PFv cytoarchitecture, and human PFv is active when human

participants learn cue-conditional instructions for selecting actions (Toni et al.,

2001; Bunge et al., 2003; Grol et al., 2006; see also Chapter 3).

Routes for Conditional Association: Interactions between

Ventrolateral Prefrontal Cortex and Temporal Lobe

Conditional rule learning does not depend on PFv in isolation, but on its in-

teraction with other brain areas, especially the temporal lobe. PFv is densely

interconnected with the temporal lobe (Webster et al., 1994; Carmichael and

Price, 1995; Petrides and Pandya, 2002a). Within PFv, area 12/47 is particu-

larly well connected with visual association areas in the inferior temporal

cortex, whereas the slightly more posterior area 45 may be more strongly con-

nected with the auditory association cortex in the superior temporal lobe. The

connections not only convey sensory information about visual and auditory
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object identity to PFv but also provide a route by which PFv is able to exert a

top-down influence over temporal lobe activity (Tomita et al., 1999).

The interaction between PFv and the temporal lobe during visual stimulus

conditional learning can be examined by making a ‘‘crossed’’ disconnection

lesion. A PFvþo lesion is made in one hemisphere and in the inferior temporal

lobe cortex in the other hemisphere. Because most interareal connections are

intrahemispheric, the crossed lesion prevents the possibility of direct, intra-

hemispheric communication between PFv and the temporal lobe. Like PFvþo

lesions, PFvþo-temporal disconnection lesions impair visual conditional tasks,

but leave visual discrimination learning relatively intact (Parker and Gaffan,

1998; Bussey et al., 2002).

It is also possible to study frontotemporal interactions by directly trans-

ecting the fibers that connect the two lobes. In the macaque, many of the direct

connections between the visual association cortex in the inferior temporal lobe

and PFvþo travel in a fiber bundle called the ‘‘uncinate fascicle’’ (Ungerleider

et al., 1989; Schmahmann and Pandya, 2006). Connections with the auditory

association cortex in the superior temporal gyrus, and perhaps more posterior

parts of the inferior temporal cortex, run more dorsally in the extreme cap-

sule (Petrides and Pandya, 1988, 2002b; Schmahmann and Pandya, 2006). Al-

though the roles of the extreme capsule and auditory conditional associations

have received little attention, a number of experiments have considered the

effects of uncinate fascicle transection on visual conditional associations. As is

the case with the disconnection lesions, the ability to follow rules that are con-

ditional on visual stimuli is impaired if the uncinate fascicle is cut (Eacott and

Gaffan, 1992; Gutnikov et al., 1997). Unlike the disconnection lesion, which

disrupts all intrahemispheric communication between PFvþo and the inferior

temporal lobe, uncinate fascicle transection only disrupts direct monosynaptic

connections.

Macaques with uncinate fascicle transection are still able to use conditional

rules to select actions if the rule is based on the presentation of reinforcement,

as opposed to visual stimuli. Eacott and Gaffan (1992) gave macaques one of

two free rewards at the beginning of each trial. If animals received a free reward

A, they were taught to select action 1 to earn an additional reward A. If, on the

other hand, the trial started with free delivery of reward B, then the condi-

tional rule meant that animals were to select action 2 to earn an additional

reward B. Surprisingly, macaques with uncinate fascicle transection were still

able to perform this task, even though they were impaired at selecting actions

in response to conditional visual instructions. The discrepancy can be un-

derstood if the frontal lobe is not interacting with inferior temporal cortex in

the case of reinforcement conditional action, but if the relevant information

that the frontal lobe needs to access comes from elsewhere—perhaps an area

such as the amygdala or the striatum, both of which are known to encode

reinforcement information (Schultz, 2000; Yamada et al., 2004; Samejima

et al., 2005; Paton et al., 2006).
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Figure 7–2 Quantitative results of probabilistic tractography from the human extreme

capsule (A), uncinate fascicle (B), and amygdala (C) to the prefrontal regions. The prob-

ability of connection with each prefrontal region as a proportion of the total connec-

tivity with all prefrontal regions is plotted on the y-axis. The majority of connections

from the posterior and superior temporal lobe areas running in the extreme capsule are

with areas ventral to the dorsal prefrontal cortex (PFdlþdm). High connection prob-

abilities were found for the ventrolateral prefrontal areas (PFvl) and the lateral, central,

and medial orbital regions (PFol, PFoc, and PFom, respectively). Connections from

the anterior and inferior temporal lobe via the uncinate fascicle aremore biased to orbital

areas. The amygdala connections are most likely to be with even more medial regions,

for example, PFom. The high diffusion levels in the corpus callosum distort connection

estimates in the adjacent anterior cingulate cortex, but nevertheless, it is clear that there

is still some evidence for connectivity between the amygdala and the cingulate gyral and

sulcal regions (CG and CS, respectively). The right side of each part of the figure shows

three sagittal sections depicting the estimated course taken by each connecting tract for

a sample single participant. (Reprinted with permission from Croxon et al., Journal of

Neuroscience, 25, 8854–8866. Copyright Society for Neuroscience, 2005.)



Frontostriatal connections take a course that differs from those running

between the inferior temporal cortex and PFvþo. Outputs from the amygdala

run ventral to the striatum, rather than in the more lateral parts of the un-

cinate fascicle affected by the transection (Schmahmann and Pandya, 2006).

Indeed, anatomical tracing studies show that there is still evidence of connec-

tion between the frontal lobe and the amygdala, even after the uncinate fascicle

has been cut (Ungerleider et al., 1989). Reinforcement conditional action

selection may, therefore, depend on distinct inputs into the frontal lobe; it may

even depend on additional frontal regions. Later in this chapter, it is argued

that, in many situations, when action selection is guided not by well-defined

conditional rules, but by the history of reinforcement associated with each

action, then ACC, and not just PFv, is essential for selecting the correct action.

Diffusion weighted magnetic resonance imaging (DWI) and probabilistic

tractography have recently been used to compare the trajectories of white

matter fiber tracts, such as the uncinate fascicle, in vivo in the human and

macaque. DWI provides information on the orientation of brain fiber path-

ways (Basser and Jones, 2002; Beaulieu, 2002). Such data can be analyzed with

probabilistic tractography techniques that generate estimates on the likelihood

of a pathway existing between two brain areas (Behrens et al., 2003b; Hag-

mann et al., 2003; Tournier et al., 2003). Using the method developed by

Behrens et al. (2003a), Croxson and colleagues (2005) were able to show, in

the macaque, that the extreme capsule was interconnected with more dorsal

PFv regions (Fig. 7–2A), whereas the uncinate fascicle was interconnected with

the more ventral PFv and the orbitofrontal cortex (Fig. 7–2B). Consistent with

the tracer injection studies indicating that amygdala connections with the fron-

tal lobe take a distinct course, the highest connectivity estimates for the amyg-

dala were more medially displaced across a wider area of the orbital surface

and extended onto the medial frontal cortex (Fig. 7–2C). A similar pattern was

also observed in human participants. The extreme capsule and uncinate fas-

cicle connection estimates within the human frontal lobe include the same

regions that have been identified in human neuroimaging studies when con-

ditional rules are used during action selection (Toni and Passingham, 1999;

Toni et al., 1999, 2001;Walton et al., 2004; Crone et al., 2006; Grol et al., 2006).

STRATEGY USE AND ATTENTION SELECTION

Attention and Stimulus Selection during

Conditional Rule Learning

A number of single-neuron recording studies have identified PFv activity

related to the encoding of conditional rules linking stimuli and responses

(Boussaoud and Wise, 1993a, b; Wilson et al., 1993; Asaad et al., 1998; White

and Wise, 1999; Wallis et al., 2001; Wallis and Miller, 2003; see also Chapter

2). Another important aspect of PFv activity, however, concerns the encoding

of the attended stimulus and its features. Many neurons in PFv exhibit distinct
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activity patterns to repeated presentations of the same array of the same

stimuli in the same positions when attention is directed to different stimuli

within the array. Many neurons that have either form selectivity or spatial se-

lectivity are only active when a stimulus with that form or location is the cur-

rent focus of attention (Rainer et al., 1998). Only behaviorally relevant stimuli

(Everling et al., 2002, 2006; Lebedev et al., 2004) or aspects of those stimuli,

such as their color (Sakagami and Niki, 1994; Sakagami et al., 2001) or par-

ticular aspects of their form (Freedman et al., 2001; see also Chapter 17), ap-

pear to be represented.

When actions are chosen according to conditional rules, the instructing

stimulus is often spatially removed from the location at which the action oc-

curs. If a subject is learning how to use a conditional rule to select between

actions, the first problem that must be confronted is identifying where within

the stimulus array the relevant guiding information is present. It is particularly

apparent when training animals that they are not always initially inclined to

appreciate the behavioral relevance of stimuli that are spatially separated from

the locus of action. It might even be argued that conditional learning tasks are

more difficult to learn than discrimination learning tasks, not because of the

conditional rule per se, but because the guiding stimulus and the behavioral

response are at the same location in the latter case, but are separated in the

former. In the conditional task, it is more difficult to associate the stimulus

and the response, and it might be difficult to allocate attention to the stimulus,

even when behavior is being directed to the location at which the response is

made.

Two recent studies have examined whether attentional factors and the

difficulty of associating the stimulus with the response—as opposed to the use

of a conditional rule to actually select a response—are the determinants of the

learning failures seen after prefrontal lesions (Browning et al., 2005; Rush-

worth et al., 2005). In one experiment, macaques were taught a visuospatial

conditional task, and lesions were made in the PFvþo region (Rushworth

et al., 2005). Depending on the identity of a stimulus, animals were instructed

to touch a red response box on either the left or the right of a touch-screen

monitor. In the ‘‘inside’’ condition, two copies of the guiding stimulus were

presented inside each of the response boxes so that there was no spatial dis-

junction between the guiding stimulus and response locations, and no re-

quirement to divide attention between the guiding stimulus and response

locations (Fig. 7–3A). In the ‘‘far’’ condition, the guiding stimuli were spatially

separated from the response location (Fig. 7–3B). A series of experiments

confirmed that animals with PFvþo lesions were impaired, even in the ‘‘inside’’

condition, suggesting that the mere requirement to learn and employ a con-

ditional rule, even in the absence of any attentional manipulation, is sufficient

to cause an impairment after a PFvþo lesion (Fig. 7–3C, left). As the guiding

stimulus was separated from the response, however, the deficit in the ani-

mals with PFvþo lesion became significantly worse (Fig. 7–3C, right). The

results are consistent with the idea that PFvþo has a dual role in identifying
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Figure 7–3 Two examples of the touch-screen layout for trials of the ‘‘inside’’ (A) and

‘‘far’’ (B) conditions in the study by Rushworth et al. (2005). In both cases, the monkeys

made responses to either the left or the right response boxes, which were indicated by

flashing red squares (colored grey in figure) in the lower left and right corners of the

screen. Two copies of the same visual stimulus were shown on the screen on every trial.

The visual stimuli instructed responses to either the box on the left or the box on the

right. The correct response is to the right in each of the example problems shown at

the top,whereas the correct response is to the left for each example problem shown at the

bottom. Instructing visual stimuli were present in every trial. In ‘‘inside’’ trials (A), the

instructing visual stimuli were placed inside the response box, but they were moved

further away in ‘‘far’’ trials (B) C. Macaques with PFvþo lesions (shaded bars) made

significantly more errors learning new ‘‘inside’’ condition problems (left) than did con-

trol animals (open bars). The deficit confirms that PFvþo lesions impair conditional

action selection, even when there is no separation between the cue and the response and

therefore no difficulty in identifying and attending to the behaviorally relevant con-

ditional stimulus. The right side of the figure, however, shows that the PFvþo im-

pairment is significantly worse when the cues and responses are separated so that it is

more difficult to identify the behaviorally relevant information and to divide attention

between the stimulus and action locations (Reprinted with permission from Rush-

worth et al., Journal of Neuroscience, 25, 11628–11636. Copyright Society for Neuro-

science, 2005.)
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behaviorally relevant stimulus information and using that information to

guide choice and action selection.

In the other experiment, Browning and colleagues taught macaques to per-

form a visual stimulus discrimination learning task in which the stimuli were

presented in the context of spatial scenes. In such situations, learning is sig-

nificantly faster than when similar visual stimulus discriminations are learned

in the absence of a spatial scene. The scenes probably do not act as conditional

cues instructing a choice between the stimuli because a given stimulus pair is

only ever presented in the context of one scene and one of the stimuli is always

the correct choice, whereas the other is always the incorrect choice. It is

believed that macaques make an association between the spatial context and

the correct stimulus choice, and the context may reduce interference between

discrimination problems. Macaques with either bilateral lesions of the entire

prefrontal cortex or crossed prefrontal-inferotemporal lesions (unilateral le-

sions of one entire prefrontal cortex crossed and disconnected from the infe-

rior temporal lobe cortex in the opposite hemisphere) are impaired in such

tasks of stimulus-in-scene learning. They are, however, no worse than control

animals at discrimination problems that are learned more slowly in the ab-

sence of any facilitating scene context (Parker and Gaffan, 1998; Gaffan et al.,

2002; Browning et al., 2005) [Fig. 7–4A]. This result is important because it

suggests that the prefrontal cortex is needed when an association between two

parts of the visual array has to be learned, even when the association is not

necessarily conditional. The animals in the scene-based task did not have to

make different choices for a given discrimination problem depending on the

context of different scenes, because a given problem was only ever presented in

one scene context.

However, PFvþo is not the only region within the frontal lobe known to be

critical for the employment of conditional rules. One of the first regions to be

identified with conditional tasks was the periarcuate region (Halsband and

Passingham, 1982; Petrides, 1982, 1986). Although the region surrounding the

frontal eye fields anterior to the arcuate sulcus is needed for selecting spatial

responses, the more posterior region in the vicinity of the dorsal premotor

cortex (PMd) is critical for selecting limb movement responses (Halsband and

Passingham, 1985). The distinct contribution made by PFvþo and PMd to the

encoding of conditional action selection rules is not clear, but it is intriguing

to note that rule encoding is actuallymore prevalent in neurons in PMd than in

PFv (Wallis and Miller, 2003). It is possible that periarcuate regions, which are

closely interconnected with neurons that play a direct role in the execution of

eye and hand movements, are important for rule implementation (i.e., for

using conditional rules to guide response selection). On the other hand, PFv

may be more concerned with behaviorally relevant stimulus selection, identi-

fication of the stimulus on which the conditional rules will be contingent, and

the process of associating the stimulus with the response. A number of com-

parisons have reported a bias toward stimulus encoding as opposed to response

encoding in PFv as opposed to PMd (Boussaoud and Wise, 1993a, b; Wallis
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and Miller, 2003). A role for PFv in selecting behaviorally relevant stimulus

information, on which action selection is then made contingent, is consistent

with the strong connections of PFv with the temporal lobes in both humans

and macaques. Some functional magnetic resonance imaging (fMRI) studies

also emphasize the importance of the human PFv when task-relevant infor-

mation must be selected (Brass and von Cramon, 2004; see also Chapter 9).

Strategy and Rule Learning

In addition to the selection of behaviorally relevant stimuli, PFvþo and adja-

cent lateral prefrontal cortex may also mediate the strategy that is used to learn

the meaning of task rules. Bussey and colleagues (2001) reported that ma-

caques spontaneously used a repeat-stay/change-shift strategy when they were

learning a new set of conditional rules linking three stimuli to three actions. In

other words, animals repeated their response if a stimulus was repeated from

one trial to the next and the response used on the first trial had been suc-

cessful, but they tended to change responses from trial to trial when the stimulus

changed. When a response was unsuccessful, it was not attempted again if

Trials
1 2 3 4 5 6 7 8 9 10 11

P
e
rc

e
n

t 
e
rr

o
r

0

10

20

30

40

50 DLS FLxIT
DLS Unilateral
CDL FLxIT
CDL Control

Trials
0 1 2 3 4 5 6 7 8 9 10 11

P
e

rc
e

n
t 

e
rr

o
r

0

10

20

30

40

50
Obj-in-place FLxIT
Obj-in-place Preop
CDL FLxIT
CDL CON

a b

Figure 7–4 A. Control macaques make fewer errors learning visual discrimination

problems when the stimuli are presented in the context of a background scene (Obj-in-

place Preop) than when concurrent discrimination learning problems are simply

presented in the absence of any scene (CDL CON). Although frontal temporal dis-

connection does not disrupt discrimination learning in the absence of scenes (CDL

FLxIT), it does impair discrimination learning in the context of scenes (Obj-in-place

FLxIT). (Reprinted with permission from Browning et al., European Journal of Neu-

roscience, 22 (12), 3281–3291. Copyright Blackwell Publishing, 2006.) B.Visual discrim-

ination learning in control macaques is also facilitated when it is possible to employ a

discrimination learning set because only a single problem is learned at a time (DLS

Unilateral) as opposed to when several problems are learned concurrently (CDL con-

trol). This advantage is abolished after frontal temporal disconnection (DLS FLxIT

versus CDL FLxIT). (Reprinted with permission from Browning et al., Cerebral Cortex,

17(4):859-64. Epub 2006 May 17. Copyright Oxford University Press, 2007.)
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the same stimulus appeared on the next trial. Both of these strategies were

used significantly less after PFvþo lesions. Bussey and colleagues point out that

these strategies may normally be important for fast and efficient learning

of conditional rules, and it was noticeable that, although animals with PFvþo

lesions were still able to learn task rules across several sessions, they were unable

to learn them quickly within a session.

Such strategies may be important not only during conditional rule learning,

but also during simpler types of learning, such as discrimination learning. Ma-

caques learn discrimination problems more quickly when only one problem is

presented at a time rather than when several problems are presented together

within a block. Thismay be becausemonkeys can use repeat-stay strategies when

learning a single discrimination problem, but the time between repetitions of

a given problem when several others are learned concurrently may exceed

the period over which the monkey can maintain a prospective code of what it

should do on the next trial (Murray and Gaffan, 2006). Browning and colleagues

(2007) have shown that disconnection of the entire prefrontal cortex from the

inferior temporal cortex using the crossed lesion procedure abolished the nor-

mal advantage associated with single discrimination problem learning as op-

posed to concurrent discrimination problem learning (Fig. 7–4B).

Genovesio and colleagues (2005, 2006; see also Chapter 5) have recorded

data from neurons in the lateral prefrontal cortex while monkeys select re-

sponses according to learned conditional rules linking them with stimuli or

according to stimulus repeat-response stay and stimulus change-response shift

strategies. They report that many prefrontal neurons selectively encode the use

of strategies, such as repeat-stay and change-shift.

DORSOMEDIAL FRONTAL CORTEX

Changing between Rules and the Pre-Supplementary

Motor Area

Rule-guided action selection depends on frontal areas beyond PFv—indeed,

the role of periarcuate areas, such as PMd, in selecting responses has already

been described. By combining careful fMRI with detailed attention to sulcal

morphology, Amiez and colleagues (2006) demonstrated that the human PMd

region active during response selection was located in and adjacent to the

superior branch of the superior precentral sulcus. Lesions or the application of

TMS at the same location disrupt response selection (Halsband and Freund,

1990; Schluter et al., 1998, 1999; Johansen-Berg et al., 2002; Rushworth et al.,

2002).

More recently, the focus of research has moved to other motor association

areas in the frontal lobe, such as the pre-SMA on the medial aspect of the

superior frontal gyrus (Fig. 7–1). Originally, it was believed that this area was

of little consequence for rule-guided action selection, because conditional

tasks were unimpaired when lesions included this part of the macaque brain
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(Chen et al., 1995). Several fMRI studies, however, have identified changes in

activation of the human pre-SMA that are correlated with aspects of condi-

tional tasks. Rather than being related to simple aspects of response selection,

pre-SMA activity is most noticeable when participants change between sets of

conditional rules—as, for example, in task-switching paradigms—or when it

is possible to select responses according to more than one rule, for example,

during response conflict paradigms (Brass and von Cramon, 2002; Rushworth

et al., 2002; Garavan et al., 2003; Koechlin et al., 2003; Crone et al., 2006; see

Chapters 3 and 9).

Lesion and interference studies also confirm that the pre-SMA is concerned

with the selection of higher-order rules or response sets, even though it is not

essential when a specific response must be selected according to a well-defined

rule (Rushworth et al., 2004). In one study (Rushworth et al., 2002), human

participants switched between two sets of conditional visuomotor rules that

linked two stimuli to two different finger responses (either stimulus A re-

sponse 1 and stimulus B response 2, or stimulus A response 2 and stimulus B

response 1) [Fig. 7–5A]. Participants performed the task according to one

superordinate rule set for several trials, and then a ‘‘switch’’ or ‘‘stay’’ cue ap-

peared that instructed participants to either switch to the other rule set or to

Figure 7–5 A. In the response switching (RS) task participants were presented with a

series of task stimuli, red squares or triangles, and they responded by making right- and

left-hand responses, respectively. Switch cues (white square with ‘‘X’’ at the center) in-

structed participants to change the response set, whereas stay cues (white square with

‘‘þ’’ at the center) instructed participants to continue with the previous response set.

B. Transcranial magnetic stimulation (TMS) over the pre-supplementary motor area

(pre-SMA) disrupted performance on trials that followed a switch cue. C. It did not

disrupt performance associated with a stay cue. RS, response switching. (Reprinted

with permission from Rushworth et al., Journal of Neurophysiology, 87, 2577–2592.

Copyright American Physiological Society, 2002.)
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carry on with the same rule set. The application of TMS targeting the pre-SMA

[Fig. 7–5B] disrupted performance most strongly if it was applied when par-

ticipants were switching from one rule set to the other (Fig. 7–5C). TMS over

PMd disrupted response performance whenever participants were attempting

to select responses, regardless of whether they were doing so in the context of a

task switch.

Lesions have a similar, although more permanent, effect relative to TMS.

Husain and colleagues (2003) identified a patient with a small lesion circum-

scribed to the supplementary eye field, a region of the superior frontal gyrus

close to the pre-SMA that is particularly concerned with the control of eye

movements rather than limb movements (Fig. 7–6B). Husain and colleagues

found that the patient could use arbitrary rules to guide the making of sac-

cades to either the left or the right. The patient learned that the correct re-

sponse was to saccade to a target on the left of a screen when one stimulus was

Trial 1

Trial 2

Trial n

Trial n + 1

Cue
Saccade
+ feedback

change

b

1000
900
800
700
600
500
400

100
80
60
40
20

0

)
%(

sr
orrE

e
daccaS

)s
m(

yc
netal

Patient JR Controls

Trials after rule reversal

1 2 3 4 5 6 1 2 3 4 5 6

ca

Rule

Figure 7–6 A patient with a lesion in the supplementary eye field region of

the pre-supplementary motor area (pre-SMA) was tested on an oculomotor

response-switching task that required saccades to targets on the left or right side

of a screen, depending on the identify of a colored stimulus presented at the

center of the screen. A. Two different rules linked the central stimuli to the re-

sponses made by the subject. At the beginning of the task, in trials 1 and 2, the

subject performed correctly, and feedback, shown as a tick in the saccade target

box on the right and the left in trials 1 and 2, respectively, informed the patient

that the correct response has been made. The rule linking the stimuli to the

responses was switched in trial n. The cross feedback at the saccade target box on

the left informed the patient that the wrong movement has been made. The

patient should respond according to the new rule in the subsequent trial, nþ1,

but in this case, the subject made an initial incorrect saccade to the right, which

was associated with incorrect feedback. The saccade was subsequently corrected,

and an eye movement was made to the left. B. The yellow arrow indicates the

position of the patient’s lesion in the supplementary eye field. C. The patient

(left) took longer to respond (top) and made more errors (bottom) on the trials

that followed response switches than did control participants (right). Open and

shaded bars on the bottom of the graph indicate corrected and uncorrected

errors, respectively. (Reprinted with permission from Husain et al., Nature

Neuroscience, 6, 117–118. Copyright Macmillan Publishers, Ltd., 2003.)
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presented at the center of the screen, whereas the correct response was to sac-

cade to the right when another stimulus was presented at the center of the

screen (Fig. 7–6A). Every so often, the rules linking cues to response direction

were switched so that the first and second cues now instructed saccades to the

right and left of the screen, respectively. It was just at these points that patient

performance was worse than that of control subjects (Fig. 7–6C). The TMS,

lesion, and fMRI data all emphasize the role of the pre-SMA and adjacent

cortex when participants are selecting between sets of rules rather than when

they are selecting a response according to a particular rule.

For some time, there has been an emphasis on action sequencing in dis-

cussions of the pre-SMA (Nakamura et al., 1998, 1999; Tanji, 2001). Although

action sequencing and task-switching may appear to be quite distinct pro-

cesses, it is possible that the involvement of the pre-SMA in both is due to a

cognitive process that is common to both tasks. When people learn a long

sequence of actions that exceeds the span of short-term memory, they tend to

divide the sequence into shorter components (‘‘chunks’’). Just as the very first

movement of the sequence often has a long reaction time (Sternberg et al.,

1990), so does the first movement of a subsequent chunk within the sequence

(Kennerley et al., 2004) [Fig. 7–7A]. Longer reaction times at the beginning of

a sequence are believed to be due to the time taken to plan a set of consecutive

movements, not just the first movement. The same process of planning a set of

consecutive movements may also be occurring when long reaction times occur

at the start of a chunk later in the sequence. Just as the pre-SMA is important

when participants switch between one set of conditional action rules and

another, so it is important when participants switch between one set of rules

for sequencing actions and another. Kennerley and colleagues showed that
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Figure 7–7 A. The first movement of a long sequence typically has a long response

time (RT), but often there is a further increase in the response time at a later point in

the sequence (‘‘chunk point’’). Although chunk points vary between participants, they

can be quite consistent across repetitions of the same sequence by the same participant.

Three repetitions are shown for this participant. Pre-supplementary motor area (pre-

SMA) transcranial magnetic stimulation (TMS) disrupts the initiation of a sequence

when the sequence is changed, as well as when it is repeated (B), and when it is applied

at the chunk point, but not when it is applied at the non-chunk point (C). RT, response

time. (Reprinted with permission from Kennerley et al., Journal of Neurophysiology,

91(2), 978–993. Copyright American Physiological Society, 2004.)
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TMS over pre-SMA disrupts movement selection when it is applied at the time

of the first action in the sequence (Fig. 7-7B) and when it is applied at the

‘‘chunk point,’’ as participants switch from one chunk, or set, of movements to

another (Fig. 7–7C). There is some suggestion from neurophysiology that pre-

SMA neurons encode transitions between sequences of actions and chunks of

action sequences. When macaques learn long sequences of actions composed

of shorter, two-movement chunks, many of the pre-SMA neurons are active

only for the first movement of each chunk (Nakamura et al., 1998). Addi-

tionally, many pre-SMA neurons are active when macaques switch from per-

forming one sequence to performing another (Shima et al., 1996).

Changing between Rules and the Anterior Cingulate Cortex

It has sometimes been observed that more ventral parts of the medial fron-

tal cortex, including the ACC, are active in neuroimaging studies of task-

switching (Rushworth et al., 2002; Dosenbach et al., 2006; Liston et al., 2006).

Competition between possible responses is higher on first switching from the

old task set to the new task set because both the new response set and the old

response set may be activated to similar degrees; response conflict may there-

fore be an integral component of task-switching. A number of studies have

implicated the ACC in the detection of response conflict (Botvinick et al.,

2004). Lesion studies, however, suggest that the ACC might not be as im-

portant as the pre-SMA for mediating changes in response sets and in situa-

tions of response conflict. It is not possible to examine the effects of ACC

disruption with TMS, because it lies deep within the brain. Furthermore, its

position, just ventral to the pre-SMA, means that, even if it were possible to

apply TMS pulses of an intensity sufficient to disrupt ACC, the same pulses

would be likely to disrupt the overlying pre-SMA as well. Macaques have,

however, been trained on a task-switching paradigm, and the effects of ACC

lesions have been examined (Rushworth et al., 2003). Animals were taught two

competing sets of spatial-spatial conditional rules (left cue, respond top and

right cue, respond bottom or left cue, respond bottom and right cue, respond

top). Background visual patterns covering the entire touch-screen monitor on

which the animals were responding instructed animals which rule set was in

operation at any time. Although the ACC lesions caused a mild impairment in

overall performance, it was difficult to identify any aspect of the impairment

that was related to the process of task-switching per se. Single-cell recording

studies have not investigated ACC activity during task-switching, but several

studies have looked at ACC activity in situations that elicit more than one

action, and response conflict occurs. An absence of modulation in relation to

response conflict has been reported in single-unit recording studies of the

ACC, whereas this modulation has been observed in pre-SMA (Stuphorn et al.,

2000; Ito et al., 2003; Nakamura et al., 2005). Lesions of the superior fron-

tal gyrus that encroach on the pre-SMA disrupt performance of tasks that

elicit response conflict, just as they affect task-switching (Stuss et al., 2001;
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Husain et al., 2003). In summary, paradigms that involve either response con-

flict or task-switching are associated with medial frontal cortical activity, but

the most critical region within the medial frontal cortex may be the pre-SMA

rather than the ACC.

Action Outcome Associations and the Anterior Cingulate Cortex

In situations that involve task-switching, response conflict, or both, partici-

pants are often concerned about whether the movements they are making are

appropriate. Thus, it is possible that they are monitoring the outcome of their

actions when they are task-switching. Along with conditional stimulus-action

associations, action-reinforcement outcome associations are critical determi-

nants of the choices that humans and other animals make. As discussed earlier

in this chapter, reinforcement-guided action selection appears to depend on

different circuits than stimulus conditional action selection. An fMRI study

conducted byWalton and colleagues (2004) suggests that, althoughPFv ismore

active when human participants employ conditional stimulus action associ-

ations, the ACC is more active when they monitor the outcomes of their own

voluntary choices.

Walton and colleagues taught their participants three sets of conditional

rules that could be used to link three shape stimuli with three button-press

responses (Fig. 7–8A). Participants performed the task according to a partic-

ular rule for several trials, until the presentation of a switch cue, similar to the

one used in the experiment by Rushworth and colleagues (2002) [see Fig. 7–5]

told them that the rule set was no longer valid. Activity in the period after the

switch cue was contrasted with activity recorded after a control event, a ‘‘stay’’

cue that merely told subjects to continue performing the task the same way.

Unlike in the previous experiment, because there were three possible sets of

conditional rules, the switch cue did not tell subjects which rule was currently

in place (Fig. 7–8B). The subjects were able to work out which rule was

currently in place in different ways in the four task conditions that were used.

In the ‘‘generate and monitor’’ condition, participants had to guess which rule

set was valid after the switch cue. When participants encountered the first

shape stimulus after the switch cue, they were free to respond by pressing any

of the buttons. By monitoring the feedback that they received after the button

press, they could decide whether the response was correct for that shape and,

therefore, which set of rules was currently correct. Working out which rule set

is correct, therefore, involves two processes: (1) making a free choice, or de-

cision, about which action to select and (2) monitoring the outcome of that

decision. The other three conditions, however, emphasized only the first or the

second of these processes in isolation (‘‘generate’’ and ‘‘fixed and monitor’’) or

entailed neither process (‘‘control’’). Together, the four conditions constituted

a factorial design that made it possible to elucidate whether it was the type of

decision, free or externally determined, or the need for outcome monitoring

that was the cause of activation in the ACC (Fig. 7–8B).
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In the ‘‘fixed and monitor’’ condition, participants were instructed always

to attempt the same action first when the task sets changed. The element

of outcome monitoring was still present in this condition, but the type of

decision-making was altered; rather than the participant having a free choice,

the decision about which finger to move was externally determined. In the

‘‘generate’’ condition, the opposite was true: The element of free choice in

decision-making was retained, but the element of outcome monitoring was

reduced. In this case, participants were asked to choose freely between the

actions available, but were told that whatever action they selected would be the

correct one. In the final, ‘‘control’’ condition, there was neither the need for a

free choice when making the decision nor a need to monitor the outcome of

the decision: Participants were told always to attempt the same action first

whenever the switch cue told them that the rule set was changing. In this

condition, participants were also told that whatever action was made would be

the correct one (this was achieved by careful arrangement of which shape cues

were presented after each switch event).
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Figure 7–8 A. A representation of the three response rules linking stimulus shapes to

finger-press actions during the task. B. The four conditions constituted a factorial

design. The first factor was the type of decision that was made by the participants when

they selected a candidate action after the cue informing them that the rule had changed.

In the ‘‘generate andmonitor’’ and ‘‘generate’’ conditions, the subjects had a free choice,

but in the ‘‘fixed and monitor’’ and ‘‘control’’ conditions, the decision was externally

determined. The second factor concerned the need to monitor the outcome of the de-

cision. In the ‘‘generate and monitor’’ and ‘‘fixed and monitor’’ conditions, it was nec-

essary to monitor the outcome of the decision, but the need to monitor outcomes was

reduced in the ‘‘generate’’ and ‘‘control’’ conditions. Both factors were determinants of

anterior cingulate cortex activity (see Fig. 9B). (Reprinted with permission from Wal-

ton et al., Nature Neuroscience, 7, 1259–1265. Copyright Macmillan Publishers, Ltd.,

2004.)
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The ACC was the only frontal brain region that was more active after

switching task sets in the ‘‘generate and monitor’’ condition than in the ‘‘fixed

and monitor’’ condition (Fig. 7–9A). ACC activation was a function of the

type of decision that was taken, free or externally determined. ACC activation

was significantly higher in the conditions in which the decision wasmade freely

(‘‘generate and monitor’’ and ‘‘generate’’) as opposed to conditions in which

the decision was externally determined (‘‘fixed’’ and ‘‘control’’) [Figs. 7–8B and

7–9B]. However, ACC activity levels were also a function of the second task

factor, outcome monitoring; ACC activity was significantly higher in the con-

ditions in which it was necessary to monitor the outcomes of actions than in

the conditions in which it was not necessary to do so (Figs. 7–8B and 7–9B).

ACC activity was greatest when participants both made their decisions freely

and had to monitor the outcomes of those decisions. ACC activity could not

simply be attributed to the occurrence of errors because a similar pattern was

also observed in trials in which the participant guessed correctly (Fig. 7–9C).

A distinct contrast that identified brain regions that are more active in the

‘‘fixed and monitor’’ condition than in the ‘‘generate and monitor’’ condition

Figure 7–9 A. A dorsal anterior cingulate cortex (ACC) sulcal region was the only

region to be more active in the ‘‘generate and monitor’’ (G&M) condition than in the

‘‘fixed and monitor’’ (F&M) condition. In the G&M condition, participants had a free

decision about which action to select after the switch cue, and they had to monitor the

outcome of that decision. In the F&M condition, participants were instructed always to

attempt the same action when the task sets changed. The F&M condition retained the

element of outcome monitoring, but the initial choice of which action to make was not

voluntary. B. Signal change in the ACC was plotted in the G&M, F&M, and ‘‘generate’’

(G) conditions, when the element of free decision-making was retained but the element

of outcome monitoring was reduced, and in the ‘‘control’’ condition (C) of the factorial

design (Fig. 7–8B), when decision-making was externally determined rather than free

and the need for outcome monitoring was reduced. ACC activation was a function of

both of the experimentally manipulated factors; it was determined by both the type of

decision (free versus externally determined; G&M and G versus F&M and C) and by the

need for monitoring the outcome of the decision (G&M and F&M versus G and C). C.

Activations in the G&M condition were not specific to trials in which participants made

mistakes; there was a similar degree of signal change, even in the trials in which par-

ticipants guessed correctly. (Reprinted with permission from Walton et al., Nature

Neuroscience, 7, 1259–1265. Copyright Macmillan Publishers, Ltd., 2004).
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revealed activity at the PFv/PFvþo boundary. The activation was located in

the same region that had connections with the temporal lobe, via the uncinate

fascicle and extreme capsule, in the DWI tractography study (Croxson et al.,

2005) [Fig. 7–2]. The results suggest that the ACC and PFv may each play the

preeminent role under complementary sets of conditions. Whereas the PFv is

more active when monitoring to see if a predefined rule for action selection

leads to the desired outcome, ACC is more active when choices are freely

made, in the absence of instruction, and the outcome is used to guide future

action choices.

The profiles of activity in individual neurons in lateral prefrontal cortex,

including PFv, have been contrasted with those of the ACC (Matsumoto et al.,

2003). The encoding of stimulus-action relationships is more prevalent and

has an earlier onset in lateral prefrontal cortex than in ACC, whereas response-

outcome encoding is more prevalent and has an earlier onset in ACC than in

lateral prefrontal cortex. The effects of lesions in PFv and ACC have not been

directly compared in the same tasks, but studies have examined whether ACC

lesions impair outcome-guided action selection. ACC lesions in the macaque

impair the reward-conditional tasks that are unimpaired by transection of the

uncinate fascicle (Eacott and Gaffan, 1992; Hadland et al., 2003; also discussed

earlier).

Action Values and the Anterior Cingulate Cortex

There is some ambiguity in reward-conditional tasks of the sort used by Had-

land and colleagues (2003) as to whether the animal is using the visual ap-

pearance of one of the free rewards rather than the prospect of reward to guide

action selection. To circumvent these ambiguities, Kennerley and colleagues

(2006) taught macaques to perform an error-guided action-reversal task. The

animals learned to make two different joystick movements: pull and turn. One

movement was deemed the correct one for 25 successive trials, after which

further instances of the same action were not rewarded. The only way that the

macaque could tell that the reward contingencies had changed was by mon-

itoring the outcomes of the actions and changing to the alternative whenever a

given action no longer yielded a reward.

The first important result of the study was that control animals did not

immediately switch to the alternative action on the very first trial after a pre-

viously successful action did not produce a reward (trials after an error are

indicated as ‘‘Eþ1’’ trials in Fig. 7–10A). Instead, animals only gradually

switched over to the alternative action. If a macaque switched to the correct

action on the trial after an error, then it was more likely to make the correct

action on the next trial (‘‘ECþ1’’ trials in Fig. 7–10A). As the macaque grad-

ually accumulated more rewards by making the alternative action, it became

more and more likely to continue making the alternative response. However,

the increase in the probability of the alternative action was gradual. Even after

much experience with a task, macaques do not naturally treat reinforcement
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Figure 7–10 Performance on tests of sustaining rewarded behavior after an error in

controls (CON) and after an anterior cingulate cortex sulcus (ACCs) lesion. Preoper-

ative (A) and postoperative (B) performance is shown. Each line graph shows the mean

percentage of trials of each type that were correct (± standard error of the mean) for each

group. Control and ACCs lesion data are shown by the black and gray lines, respectively.

The trial types are plotted across the x-axis and start on the left, with the trial imme-

diately following an error (Eþ 1). The next data point corresponds to the trial after one

error and then a correct response (ECþ 1), the one after that corresponds to the trial

after one error and then two correct responses (EC2þ 1), and so on. Moving from left to

right shows the animal’s progress in acquiring more instances of positive reinforcement,

after making the correct action, subsequent to an earlier error. The histogram at

the bottom part of each graph indicates the number of instances of each trial type

(± standard error of the mean). White and gray bars indicate control and ACCs lesion

data, respectively, whereas hatched bars indicate data from the postoperative session.

Estimates of the influence of the previous reward history on current choice in the

preoperative (C) and postoperative (D) periods are also shown. Each point represents a

group’s mean regression coefficient value (± standard error of the mean) derived from

multiple logistic regression analyses of choice on the current trial (i) against the out-

comes (rewarded or unrewarded) on the previous eight trials for each animal. The in-

fluence of the previous trial (i� 1) is shown on the left side of each figure, the influence

of two trials back (i� 2) is shown next, and so on until the trial that occurred eight tri-

als previously (i� 8). Control and ACCs lesion data are shown by the black and gray

lines, respectively. (Reprinted with permission from Kennerley et al., Nature Neurosci-

ence, 9(7), 940–947. Copyright Macmillan Publishers, Ltd., 2006.)
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change as an unambiguous instruction for one action or another in quite the

same way as they treat sensory cues that have been linked to actions through

conditional associations. In other words, the animals were guided by a sense of

the action’s value, which was based on its average reward history over the

course of several trials; they were not simply guided by the most recent out-

come that had followed the action. It is possible that something similar is

occurring during other reversal learning tasks, but the necessary tests needed

to check have not been performed.

The second important result was that, after the change in reward con-

tingencies, animals with ACC lesions did not accumulate a revised sense of the

alternative action’s value at the same rate as the control animals, even if both

groups responded to the occurrence of the first error in a similar manner (Fig.

7–10B). The conclusion that average action values were disrupted after an ACC

lesion was supported by a logistic regression analysis that examined how well

choices were predicted by the reward history associated with each action

(Kennerley et al., 2006). Although the choices of control animals were influ-

enced even by outcomes that had occurred five trials before, the choices of

animals with ACC lesions were only influenced by the outcome of the previous

trial (Fig. 7–10C and D). Amiez and colleagues (2006) have shown that neu-

rons in the macaque ACC encode the average values of the different possible

options that might be chosen, and the activity of posterior cingulate neurons is

also sensitive to reward probability (McCoy and Platt, 2005).

Although the ACC has some connections with the anterior temporal lobe,

its overall connection pattern is different from that of the PFv. In the macaque,

several points in the ACC sulcus are directly interconnected with the ventral

horn of the spinal cord (Dum and Strick, 1991, 1996), whereas PFv has more

indirect access to the motor system (Dum and Strick, 2005; Miyachi et al.,

2005). Adjacent ACC areas are interconnected with areas, such as the amyg-

dala, caudate, and ventral striatum, which are important for the representa-

tion of reinforcement expectations and action outcome associations (Van

Hoesen et al., 1993; Kunishio and Haber, 1994). When estimates of connec-

tion between the human ACC and various subcortical regions—based on DWI

tractography (Croxson et al., 2005)—are compared, it is clear that human

ACC is also more strongly interconnected with amygdala and parts of dorsal

striatum and ventral striatum than it is with the temporal lobe via the uncinate

fascicle and extreme capsule (Fig. 7–11). Thus, the role of PFv in identifying

behaviorally relevant stimuli for guiding action selection and the role of ACC

in representing action values are consistent with their anatomical connections

in both the human and the macaque.

Conclusions

The frontal cortex has a central role in the selection of actions, both when the

actions are selected on the basis of learned conditional associations with

stimuli and when they are chosen on the basis of their reinforcement value and
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associated reward expectancies. Lesion and interference studies suggest that

the pre-SMA is critical when the rules for selecting responses are changed.

Several lines of evidence, including neuroimaging, lesion investigation, and

connectional anatomy, suggest that PFv and ACC are, respectively, more

concerned with action selection on the basis of conditional associations and

the representation of reinforcement values associated with actions. The par-

ticular contribution of PFv to conditional rule learning may concern the use of

prospective coding strategies for efficient rule learning or the identification of

behaviorally relevant stimuli that might then be associated with actions, rather

than with the actual process of action retrieval. Exactly how these areas interact

with one another and with other brain regions, such as the striatum, during

the course of action selection remains to be determined.
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Figure 7–11 Quantitative results of probabilistic tractography from seed

masks in the human extreme capsule, uncinate fascicle, amygdala, dorsal

striatum, and ventral striatum to the anterior cingulate cortex (ACC) gyrus

and ACC sulcus. The probability of connection with each prefrontal re-

gion as a proportion of the total connectivity with all prefrontal regions is

plotted on the y-axis. The estimates of connection strength between theACC

and the amygdala, ventral striatum, and dorsal striatum are stronger than

the estimates of ACC connectivity with the temporal lobe neocortex via the

extreme capsule and the uncinate fascicle. (Adapted from Croxon et al.,

Journal of Neuroscience, 25, 8854–8866. Copyright Society for Neurosci-

ence, 2005.)
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8

Differential Involvement of

the Prefrontal, Premotor, and

Primary Motor Cortices in Rule-Based

Motor Behavior

Eiji Hoshi

Humans and nonhuman primates are capable of behaving in compliance with

rules of behavior. A hallmark of rule-based behavior is flexible information

processing across the sensory andmotor domains following the behavioral rule.

Depending on the behavioral rule, it is necessary to execute a different move-

ment in response to a sensory signal (Fuster, 1997; Asaad et al., 1998;Miller and

Cohen, 2001; Wallis et al., 2001; Bunge et al., 2005).

Of the structures in the brain, the frontal cortex appears to be the best place

to achieve rule-based motor behavior for three reasons. (1) It collects exterocep-

tive sensory signals of all modalities, such as vision or hearing, and interoceptive

signals, such as hunger or thirst (Jones and Powell, 1970; Goldman-Rakic, 1987;

Pandya and Yeterian, 1996; Rolls, 1996; Fuster, 1997; Romanski et al., 1999;

Cavada et al., 2000; Ongur and Price, 2000). (2) It is interconnected with the

motor structures controlling effectors, such as the eyes and arms (Fries, 1984;

Selemon and Goldman-Rakic, 1988; Dum and Strick, 1991; Barbas, 2000). (3)

It contains a huge number of interconnections (Barbas and Pandya, 1989;

Miyachi et al., 2005). These facts suggest that the frontal cortex plays a nodal

role in achieving a behavioral goal by accessing and interconnecting both the

sensory and motor domains (Goldman-Rakic et al., 1992; Passingham, 1993;

Fuster, 1997, 2001).

This chapter focuses on the structural and functional networks in the frontal

cortex that achieve rule-based motor behavior. Rather than reviewing a broad

range of articles, I focus on several studies that are directly related to this topic

(Lu et al., 1994; Hoshi et al., 1998; Hoshi et al., 2000;Miyachi et al., 2005; Hoshi

and Tanji, 2006). Reaching movements are used as a model behavior because

reaching is a basic action and the neuronal mechanisms underlying it have

been studied intensively. Moreover, I discuss the functional roles of the lateral

part of the frontal cortex because physiological studies show that it is crucial to

both rule-based motor behavior (Wise et al., 1996; Wise et al., 1997; White and

159



Wise, 1999; Rizzolatti and Luppino, 2001; Tanji and Hoshi, 2001; Wallis et al.,

2001) and reaching movements (Wise, 1985; Hoshi and Tanji, 2004).

In this chapter, I adopt the macaque monkey brain as a model system for

three reasons. First, its anatomical networks have been studied in detail and

its basic architecture is homologous to that of humans (Pandya and Yeterian,

1996; Petrides and Pandya, 1999). Second, it shows a remarkable ability to

behave flexibly, conforming to behavioral rules (White and Wise, 1999; Wallis

et al., 2001). Third, a variety of neuronal activities deemed to play crucial roles

in rule-based motor behavior occur in the frontal cortex of the macaque

monkey.

HIERARCHICAL ORGANIZATION OF THE REACHING MOVEMENT

A reaching movement brings the hand and arm to a target. To successfully

reach an object, multiple sets of information must be processed and integrated.

One way to organize this information is via a hierarchical system. Figure 8–1

illustrates three hierarchical levels in the process of planning and executing a

reaching movement. At the first level, motor-related information regarding

which arm to use is generated and the target location is selected. Neural com-

putations at this level involve cognitive information processing because it is

necessary to collect and integrate diverse sets of information and process it in

conformity with the behavioral rule to select an appropriate target or effector.

At the second level, the two sets of selected information (arm use and target

location) are collected and integrated to plan the reaching movement.

This integration process is crucial to completing the reaching movement

because of the need to handle fairly distinct types of motor-related informa-

Figure 8–1 Hierarchical organization of the reaching movement. Three levels of in-

formation processing are summarized schematically. The first level gives rise to com-

ponents of the reaching movement, such as arm use and target location. The second

level integrates these components to plan the reaching movement. The third level pre-

pares and executes the planned movement.
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tion; although the arm is part of the participant’s body, the target exists in extra-

personal space. Once the reaching movement is planned, it can be prepared

and executed by the neural elements at the third level. Based on this schema,

neural processes at the second and third levels do not require a great deal of

information processing based on the behavioral rule because the processes

involved in integrating the selected arm and target location and in preparing

and executing the movement are fairly straightforward.

ANATOMICAL ORGANIZATION OF

THE LATERAL FRONTAL CORTEX

The lateral frontal cortex is not a homogenous entity, but one that consists of

multiple distinct areas (Fig. 8–2). The most caudal part is the primary motor

cortex, which corresponds to Brodmann area 4 (Brodmann, 1909). A somato-

topic organization is evident: The area representing facial movement is located

laterally, the trunk (or leg) area is located medially, and the area representing

arm or shoulder movement (i.e., the body parts that are most involved in the

reaching movement) is located in between. An area that corresponds to area

PS

AS
PM

10 mm

PF
MI

CS

Figure 8–2 Connections of the prefrontal, premotor, and primary motor cor-

tices. A lateral view of the cortex of the macaque monkey is illustrated. The

rostral part points to the left. Broken lines indicate the fundi of the principal

sulcus (PS), the arcuate sulcus (AS), and the central sulcus (CS). The gray areas

indicate the cortical territories related to the rule-based motor behavior. The

bidirectional arrows show the reciprocity of corticocortical connections. PF,

prefrontal cortex; PM, premotor cortex; MI, primary motor cortex.
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6 is located rostrally to the primary motor cortex and behind the depth of

the arcuate sulcus. This is the premotor cortex. The broad territory of the

prefrontal cortex is located rostrally to the arcuate sulcus. Studies show that its

lateral part plays crucial roles in both the reaching movement and rule-based

motor behavior (White and Wise, 1999; Hoshi et al., 2000; Wallis et al., 2001;

Bunge et al., 2005).

A pioneering study by Lu et al. (1994) examined the corticocortical path-

ways from the prefrontal cortex to the arm region of the primary motor cor-

tex. They injected distinct retrograde tracers into the lateral prefrontal cortex

and the primary motor cortex. This enabled them to study the relationship

between the premotor areas interconnected with the prefrontal cortex and the

primary motor cortex. They found that the prefrontal cortex is linked with the

rostral part of the premotor cortex, and that the caudal parts of the premotor

cortex project to the primary motor cortex. Furthermore, they observed little

direct overlap between them, except for the ventral part of the premotor cor-

tex. However, because of the many connections between the rostral and caudal

parts of the premotor cortex (Barbas and Pandya, 1987), their results suggest

that the premotor cortex transfers information from the prefrontal cortex to the

primary motor cortex.

More recently, using retrograde transneuronal transport, Miyachi et al.

examined the multisynaptic projections from the prefrontal cortex to the arm

region of the primary motor cortex (Miyachi et al., 2005). When they injected

a strain of neurotropic rabies virus into the arm region of the primary motor

cortex, the rabies virus was transported across synapses from postsynaptic neu-

rons to the presynaptic neurons in a time-dependent manner. Consequently,

they could identify the multisynaptic input to the injected region (i.e., primary

motor cortex), and discovered that infected neurons first appeared in the cau-

dal part of the premotor cortex, but not in the prefrontal cortex. Infected neu-

rons were observed later in the lateral prefrontal cortex than in the premotor

cortex.

These two reports provide evidence for the involvement of the lateral

prefrontal cortex in armmovement and suggest that the premotor cortex plays

an important role in conveying information from the prefrontal cortex to the

primary motor cortex.

FUNCTIONAL ORGANIZATION OF THE LATERAL

FRONTAL CORTEX

The previous section discussed an anatomical pathway from the prefrontal

cortex to the primary motor cortex via the premotor cortex. Now, I turn to the

functional involvement of these areas in rule-based motor behavior using a

reaching movement as the behavioral model. I will discuss the distinct roles

played by the three areas by introducing examples of neuronal activity recorded

from monkeys performing behavioral tasks that required rule-based informa-

tion processing to achieve a motor behavior goal.
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The Prefrontal Cortex Is Involved in Selecting
a Reach Target Based on the Behavioral Rule

To examine how the prefrontal cortex is involved in motor selection, two

monkeys were trained to select a reach target by integrating two successive

visual signals in a rule-dependent manner (Hoshi et al., 2000) [Fig. 8–3]. In

this task, a sample cue (triangle or circle) appeared at one of three locations

Button
Press

0.5 s 1 s 3 s

50%

50%

1.5 s GO

Sample
Cue

Behavioral Task #1

Time

Delay ReachChoice
Cue

Location Matching

Shape Matching

Figure 8–3 Behavioral task 1. The behavioral sequences of task 1 are depicted

from left to right. When the monkey pressed a hold button for 0.5 s, a red sample

cue, either a circle or a triangle, appeared in one of the three locations (top, left,

or right). The sample cue disappeared 1s later, and only the background re-

mained visible for a 3-s delay period. After this delay, a red choice cue appeared.

There were two different sets of cues; each required a different task to be per-

formed. If the choice cue was either three triangles (after a triangle sample cue)

or three circles (after a circle sample cue), the monkey was required to select the

triangle or circle that was in the same location as the sample cue (location-

matching rule; center right). On the other hand, if the choice cue was a triangle

and a circle, the monkey had to select the object with the same shape as the

sample cue (shape-matching rule; bottom right). If the participant continued

to press the hold button for another 1.5 s, the color of the choice cue changed

from red to green (‘‘go’’ signal). If the animal touched the correct object, a drop

of fruit juice was given as a reward. Because the two task rules (shape-matching

and location-matching rules) were presented randomly, the monkeys had to re-

member both the shape and the location of the sample cue until the choice cue

was presented. When the choice cue appeared, the monkey selected the correct

target by combining the memorized information (provided by the sample cue)

and the current information (provided by the choice cue).
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(top, left, or right) for 1s. After a 3-s delay period, during which the monkey

was required to memorize both the shape and location of the sample cue, one

of two choice cues appeared randomly. The first cue instructed the monkey to

reach for a target that was in the same location as the sample cue (location-

matching rule). The second cue instructed themonkey to reach for a target that

was the same shape as the sample cue (shape-matching rule). The choice cue

for location matching consisted of either three circles or three triangles. The

choice cue for shape matching consisted of a pair of a circle and a triangle.

When the color of the choice cue changed from red to green 1.5 s later (‘‘go’’

signal), the monkey reached for the correct object to obtain a juice reward. In

this task, after the choice cue appeared, the monkey was able to select the reach

target by combining the two sets of information given by the sample and choice

cues in a rule-dependent manner.

At the critical time corresponding to the presentation of the choice cue,

three classes of neuronal activity were found in the lateral prefrontal cortex.

The activity of neurons in the first class reflected past sensory information (the

location or shape of the sample cue presented 3 s earlier). This selectivity began

during the presentation of the sample cue and continued throughout the delay

period.

The second class of activity was selective for the configuration of the choice

cue. One group of neurons in this second class was selectively active when the

configuration of the choice cue was a pair of a circle and triangle (i.e., when

the behavioral task called for selecting a target based on the shape informa-

tion) [shape-matching rule]. Another group of neurons in the second class

was preferentially active when the choice cue consisted of three circles or three

triangles (i.e., when the behavioral task called for selecting a target based on

the location information) [location-matching rule].

Finally, activity of the third class reflected the location of the selected target.

The neuron shown in Figure 8–4 was vigorously active when the monkey

selected a target in the left location, regardless of the behavioral rule. The

appearance of the third class of activity meant that the target-selection process

was completed in the prefrontal cortex.

Figure 8–5 shows the population activities of the three classes of neuronal

activity. Before the choice cue appeared, activity reflecting the sample cue (the

first class of neurons) was dominant. The activity reached its peak soon after

the appearance of the choice cue. Subsequently, this activity diminished quickly,

while the choice cue was still present. In contrast, the second class of activity

(reflecting the configuration of the choice cue) and the third class (reflecting

the location of the selected target) developed shortly after the choice cue ap-

peared. The population activity revealed that the sample cue-selective activity

(the first class) reached its peak with the shortest latency after the choice cue

appeared. Then the configuration-selective activity (the second class) reached

its peak, followed by the activity reflecting the selected target location (the

third class). Therefore, around the time when the choice cue was presented

(i.e., when the monkey was actively engaged in selecting a reach target), the
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Location Matching

60

1 s

Shape Matching

Figure 8–4 Reach target location selectivity for task 1. An example of a pre-

frontal neuron whose activity was selective for the target location is shown. The

top two rows illustrate neuronal activity for the location-matching rule. The bot-

tom two rows show neuronal activity for the shape-matching rule. An asterisk

centered in a circle or triangle shows the target to be touched in the response

period. This neuron was most active when the target was on the left, regardless

of the behavioral rule. In the raster displays, each row represents a trial, and dots

denote discharges of this neuron. Discharges are summarized in the perievent

histograms below each raster display. The ordinate of the histograms represents

the discharge rate (spikes per second). (Adapted with permission from Hoshi

et al., Journal of Neurophysiology, 83:2355–2373. Copyright American Physiolog-

ical Society, 2000.)
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representation of task-relevant information in the prefrontal cortex shifted

quickly from the sample cue to the choice cue, and from the choice cue to the

selected target location.

The existence of the three classes of activity reflecting the information

essential to the task suggests that the lateral prefrontal cortex is critically in-

volved in selecting a reach target based on the behavioral rule (Hoshi et al.,

2000). Furthermore, the temporal relationships of the neuron population ac-

tivity (Fig. 8–5) revealed that the information representation changed quickly

from the sample and choice cues to the information on action (i.e., the target

location). The changing representation of the task-relevant information seems

to be a neural correlate for integrating multiple sets of information for gener-

ating novel information to guide a behavior in a rule-dependentmanner (Tanji

and Hoshi, 2001).

The Premotor Cortex Is Involved in Planning

the Reaching Movement

The selected target information must be transformed into an actual reaching

movement—a process that I refer to as ‘‘planning the reaching movement.’’ As

Sample
Cue

Choice
CueDelay GO 1 s

Target Location

Sample Cue

Choice Cue

Figure8–5 Population activity for task 1. Population histograms showing the time

course of the three classes of activity. Data are aligned on the onset of the choice

cue. The thin black trace is a population histogram of activity related to the sam-

ple cue. The gray trace is a population histogram of activity related to the choice

cue configuration. The thick black trace is a population histogram of activity

selective for the target location. The activity ratio on the ordinate is calculated by

dividing the data in each bin by the control data (last 500 ms of an intertrial

interval). Task periods are indicated at the top. (Adapted with permission from

Hoshi et al., Journal of Neurophysiology, 83:2355–2373. Copyright American Phys-

iological Society, 2000.)
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discussed earlier, it is necessary to integrate distinct sets of information on the

target location and arm use in planning this movement. To study the neuronal

basis of this process, a new behavioral task was developed (Hoshi and Tanji,

2000, 2006).

In this task, two visual instruction cues were given successively, with an

intervening delay (Fig. 8–6). One cue instructed the location of the target (right

or left), and the other cue instructed which arm (right or left) to use. Subse-

quently, with the ‘‘go’’ signal (the disappearance of the fixation point), the

participant was required to reach for the instructed target with the instructed

arm. The order of the instructions on arm use and target location was reversed

in a block of 20 trials. Therefore, after the first cue, it was necessary to collect

and maintain information about the target location (if the first cue instructed

target location) or arm use (if the first cue instructed arm use). After the second

cue, the participant was able to combine the two successive instructions on

target location and arm use. The task design enabled us to study the neuronal

mechanisms underlying the second level of hierarchical organization for the

reaching movement (Fig. 8–1).

Neurons in the premotor cortex showed three distinct patterns of activity

during performance of this task (Hoshi and Tanji, 2000, 2006). Two groups of

neuronal activity were observed after the appearance of the first cue. The first

group of neurons responded to the appearance of the first cue instructing

which arm to use, and its activity persisted until the second cue was presented.

For example, the neuron shown in Figure 8–7A discharged selectively after the

appearance of the right arm instruction. The second group of neurons became

active after the appearance of the instruction on target location. The neuron

shown in Figure 8–7B selectively discharged after the right target instruction

was given, and like the first group, its activity persisted until the second cue was

presented.

When the second cue appeared, the third group of neurons became active,

although this activity did not reflect the instruction given by the second cue

itself. Instead, the activity reflected a specific combination of the two in-

structions on arm use and target location, regardless of their order of pre-

sentation. The neuron shown in Figure 8–7C responded to the appearance of

the second cue only when the combination of the two instructions on arm

use and target location was right arm and left target. In other words, the

third group of neurons reflected the forthcoming reaching movement by

integrating the two distinct sets of motor information on arm use and target

location.

The existence of the three groups of activity in the premotor cortex suggests

that this area contributes to planning reaching movements by collecting and

integrating distinct sets of information on target location and arm use. These

processes are crucial for planning the reaching movement, and they corre-

spond to the second-level processing in the hierarchical organization of the

reaching movement (Fig. 8–1).
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Cue 1

“left arm” “right target”

“left target” “right arm”

Behavioral Task #2

“Target then Arm” Instruction Order

Time

“Arm then Target” Instruction Order

Delay 1 Delay 2Cue 2 Set ReachGO

Figure 8–6 Behavioral task 2. The behavioral sequences of task 2 are depicted

from left to right. The top shows a trial in which two instructions were given,

namely, which arm to use (‘‘arm’’) and which target to reach (‘‘target’’), in that

order. The bottom shows a trial in which the two instructions were given in

reverse order. The task commenced when a monkey placed one hand on each

touch pad and gazed at a fixation point that appeared at the center of the touch-

sensitive screen. If fixation continued for 1200 ms, the monkey was given the first

instruction (first cue; 400-ms duration), which contained information about

either the target location or which arm to use. A small, colored cue superimposed

on the central fixation point indicated the type of instruction (i.e., whether it

related to target location or arm use). A green square indicated an arm-use

instruction, whereas a blue cross indicated a target-location instruction. At the

same time, a white square appeared to the left or right of the fixation point and

indicated laterality of arm use (for arm use-related instructions) or target location

(for target-related instructions). If fixation continued for 1200 ms during the

subsequent delay period (first delay), the second instruction (second cue; 400 ms)

was given to complete the information required for the subsequent action. There-

after, if fixation continued for 1200 ms during the second delay, squares appeared

on each side of the fixation point, instructing the monkey to prepare to reach for

the target when the fixation point disappeared (‘‘go’’ signal). If the monkey

subsequently reached for the target with the specified arm, it received a reward of

fruit juice. The order of appearance of the target and arm instructions was al-

ternated in a block of 20 trials, and laterality was randomized within each block. A

series of five 250-Hz tones after a reward signaled reversal of instruction orders.

168



A Cell #1 in the premotor cortex
RA LT LT

80

50

50

RA

LT RA

RT LA

RT LA

LT RA

RT LA

LA RT

RA LT

LA RT

RA LT

LA RT

B Cell #2 in the premotor cortex

C Cell #3 in the premotor cortex

Figure 8–7 The three groups of premotor neuronal activity involved in planning the

reaching movement (task 2). Neuronal activity is presented with raster displays and

plots of spike density functions. Gray areas (from left to right) indicate when the first,

second, and set cues were presented. Tick marks on the abscissa are at 400-ms intervals.

The first and second instructions are shown on top of each panel. The spike density

functions (smoothed by Gaussian kernel, s¼ 20 ms, mean±standard error) are shown

below each raster display. The ordinate represents the instantaneous firing rate, the

degree of which is indicated. A. This neuron showed vigorous activity if the first cue,

but not the second cue, instructed use of the right arm. B. This neuron showed vigorous

activity if the first cue, but not the second cue, specified reaching for the right target.

C. This neuron showed activity after the appearance of the second cue if the combina-

tion of the two instructions was right arm and left target. RA, right arm; LT, left target;

LA, left arm; RT, right target. (Adapted with permission from Hoshi et al., Journal of

Neurophysiology, 95:3596–3616. Copyright American Physiological Society, 2006.)



The Primary Motor Cortex Is Involved in Executing
the Preplanned Reaching Movement

In the first (Fig. 8–3) and second (Fig. 8–6) experiments, neuronal activity was

recorded from the primary motor cortex of the same monkeys performing the

same task. In the first experiment (Fig. 8–3), neurons in the primary motor

cortex did not respond to the appearance of the sample or choice cues. Fur-

thermore, they were not active during the delay period between them. Instead,

neurons in the primary motor cortex were highly active during actual exe-

cution of the reaching movement (Hoshi et al., 1998). In the second experi-

ment (Fig. 8–6), the primary motor cortex neurons were again less active

before movement execution. In addition, they mainly represented which arm

to use, rather than which target to reach.

These findings suggest that the primary motor cortex is less involved in

selecting the reach target or in planning the reaching movement, which is in

great contrast to the findings in the prefrontal and premotor cortices. Ana-

tomical studies show that the primary motor cortex sends output to segments

in the spinal cord that govern the arm muscles (Dum and Strick, 1991; Ra-

thelot and Strick, 2006). Together, these observations suggest that the primary

motor cortex is involved mainly in controlling arm movements that were al-

ready selected and planned in the prefrontal and premotor cortices.

The Prefrontal Cortex Monitors Action during

Execution of the Reaching Movement

In the first task (Fig. 8–3), neurons in the lateral prefrontal cortex were also

active during execution of the reaching movement. However, the response

profiles were very different from those in the primary motor cortex, which

mainly reflected the arm movement itself. In contrast, the prefrontal cortex

possessed two response properties that were extremely different from those of

the primary motor cortex (Hoshi et al., 1998). (1) The activity of the prefrontal

neurons reflected the identity of the target (i.e., the shape of the reach target).

The neuron shown in Figure 8–8 was active when the reach target was a cir-

cle, but not when it was a triangle, although the target was in the same loca-

tion. (2) The prefrontal neuronal activity was influenced by the behavioral

rule. Some neurons were more active if the task called for the shape-matching

rule rather than the location-matching rule, and vice versa. These two response

properties (i.e., target shape selectivity and rule selectivity) in the lateral

prefrontal cortex seem to play an important role in monitoring the behavioral

rule or representing a goal or concept of the motor behavior.

SYNTHESIS: HIERARCHICAL ORGANIZATION OF THE FRONTAL

CORTEX FOR RULE-BASED BEHAVIOR

Studies examining neuronal activity show that the prefrontal cortex possesses a

variety of response profiles that play major roles in rule-based motor behavior
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Choice Cue GO

Touch the target

1 s

Location match
Circle

Location match
Triangle

Shape match
Circle

onon off

Figure 8–8 Discharges of a prefrontal neuron that showed target shape

selectivity in task 1. In the raster displays, each row represents a trial, and

dots denote discharges of this neuron. The first and second circles below each

raster show when the sample cue was turned on and off, and the first and

second triangles show when the choice cue and ‘‘go’’ signal appeared, respec-

tively. Discharges are summarized in the perievent histograms below each

raster display. The ordinate of the histograms represents the discharge rate

(spikes per second). Each raster and histogram is aligned according to the

time the animal touched the target. In the location-matching rule, this

neuron was preferentially active if the reach target was a circle (top), but not

a triangle (center). This neuron was similarly active in the shape-matching

rule (bottom). The preferential activity for the circle target was also observed

in other locations (i.e., in the top and right; not shown). (Adapted with per-

mission from Hoshi et al., Journal of Neurophysiology, 80, 3392–3397. Copy-

right American Physiological Society, 1998.)



(White and Wise, 1999; Wallis et al., 2001). The prefrontal cortex contains a

neuronal network that can execute complex information processing by con-

forming to the behavior rule (Hoshi et al., 2000; Miller, 2000). Furthermore,

the prefrontal cortex monitors the action or represents a goal or concept of the

motor behavior by representing the identity of the target and the behavioral

rule (Hoshi et al., 1998). In contrast, the premotor cortex neurons collect a

component of action, such as target location or arm use, and integrate them to

achieve motor planning. Thus, once the prefrontal cortex selects an element of

action (i.e., arm use or target location), the premotor cortex can subsequently

retrieve that selected information to achieve motor planning. Because of the

contributions of the premotor cortex, the prefrontal cortex (and other areas)

can focus on the decision-making process to generate novel information con-

cerning an action by integrating multiple sets of information (Tanji and Hoshi,

2001). The behavioral rule, encoded by neurons in prefrontal cortex, guides

this decision.

In contrast to the prefrontal and premotor cortices, the primary motor

cortex was minimally involved in target selection or motor planning and was

instead involved in executing the already planned reaching movement (part of

the third level shown in Fig. 8–1). Therefore, we can identify a hierarchical

organization of the reaching movements and the corresponding structural and

functional networks in the frontal cortex (Fig. 8–9). The illustrated schema of

the hierarchical organization highlights a special role played by the prefrontal

cortex in generating motor information by collecting multiple sets of infor-

mation and integrating them while conforming to the rule of the behavior

(first level; see Fig. 8–9). Once the motor information is generated, the pre-

Figure 8–9 Hierarchical organization of the frontal cortex in the emerging process of

the reaching movement. The left side shows the hierarchical organization of the

reaching movement. The right side summarizes the hierarchical organization of the

frontal cortex defined by anatomical studies. The arrows originating from the right

panel and pointing to the organization in the left panel show the involvement of each

cortical area in the neural processes depicted in the left panel.
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motor cortex retrieves it and subsequently integrates it with other motor-

related information to plan an action (second level; see Fig. 8–9). Finally, the

primary motor and premotor cortices prepare and execute the planned action

(third level; see Fig. 8–9).

In future research, it will be necessary to refine this schema by incorpo-

rating multiple cortical and subcortical structures. Furthermore, it is extre-

mely important to test the extent to which we can generalize this schema to

other behaviors, such as eye movements or sequential motor procedures. I am

hopeful that this book will stimulate other studies in guiding the direction of

future research.
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The Role of the Posterior

Frontolateral Cortex in

Task-Related Control

Marcel Brass, Jan Derrfuss, and D. Yves von Cramon

Daily life requires a high degree of cognitive flexibility to adjust behavior to

rapidly changing environmental demands. This flexible adjustment is driven

by past experiences, current goals, and environmental factors. It is now widely

accepted that the lateral prefrontal cortex plays a crucial role in such envi-

ronmentally guided cognitive flexibility. More specifically, a number of brain

imaging studies have claimed that cognitive control is primarily related to

the so-called dorsolateral prefrontal cortex (DLPFC) or the mid-DLPFC

(Banich et al., 2000; MacDonald et al., 2000; Petrides, 2000). This has been

shown using a variety of different cognitive control paradigms, such as the

task-switching paradigm and the Stroop task. However, closer inspection of

the existing literature and new experimental findings reveals that the lateral

prefrontal cortex can be further subdivided into functionally distinct regions

(Koechlin et al., 2003; Bunge, 2004; Brass et al., 2005).

In the first part of this chapter, we will outline evidence from different

approaches showing that an area posterior to the mid-DLPFC plays a crucial

role in cognitive control. This region is located at the junction of the inferior

frontal sulcus (IFS) and the inferior precentral sulcus and was therefore named

the ‘‘inferior frontal junction area’’ (IFJ). First, we will outline the structural

neuroanatomy of the posterior frontolateral cortex in general, with a strong

focus on the IFJ. Then we will report a series of brain imaging studies in which

we have shown that the IFJ is related to the updating of task representations.

Moreover, we will provide data from comparisons of different cognitive

control paradigms, indicating that these paradigms show a functional overlap

in the IFJ. In the second part of the chapter, we will outline how the IFJ is

functionally related to other prefrontal and parietal areas assumed to be in-

volved in cognitive control. Finally, we will discuss the general implications of

these findings for a functional parcellation of the prefrontal cortex.
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THE NEGLECTED AREA IN THE POSTERIOR
FRONTOLATERAL CORTEX

Before we outline the experimental evidence that suggests that the IFJ con-

stitutes a functionally distinct region in the posterior frontolateral cortex, we

would like to give a brief overview of the structural neuroanatomy of the

posterior frontolateral cortex.

Structural Neuroanatomy of the Posterior Frontolateral Cortex

On the microanatomical level, the posterior frontolateral cortex includes the

precentral gyrus and the caudal parts of the inferior, middle, and superior

frontal gyri. Between the precentral gyrus and the inferior, middle, and superior

frontal gyri lies the precentral sulcus. This sulcus is usually subdivided into the

inferior precentral sulcus and the superior precentral sulcus. In this chapter,

we will focus on the inferior precentral sulcus and the gyral regions directly

adjacent to it (Fig. 9–1). This inferior part of the posterior frontolateral cortex

shows a rather complex sulcal architecture. As a consequence, there have been

different approaches to categorizing its sulcal morphology. One approach

tends to view the inferior precentral sulcus as a unitary sulcus running in a

dorsoventral direction (e.g., Ono et al., 1990). According to Ono et al., this

sulcus very frequently has a junction with the IFS (88% in the left hemisphere

and 92% in the right). Other schemes suggest that the inferior precentral

sulcus is subdividable into a number of segments. For example, Germann and

colleagues (2005) proposed that the inferior precentral sulcus consists of three

sulcal segments. In particular, they suggested that the inferior precentral

Figure 9–1 Lateral view of the human brain, showing the exact location of the inferior

frontal junction, which is located at the junction of the inferior frontal sulcus and the

inferior precentral sulcus. The x, y, and z values refer to Talairach coordinates.

178 Rule Implementation



sulcus possesses a segment running in a predominantly horizontal direction—

the ‘‘horizontal extension’’—and two segments running in a predominantly

vertical direction—the dorsal and ventral segments of the inferior precentral

sulcus.

Because it has been shown that sulci do not necessarily coincide with

cytoarchitectonic borders (Amunts et al., 1999), a detailed description of the

sulcal structure of this region is necessary, but not sufficient for understanding

where activations of the IFJ really are located. Thus, to gain a better under-

standing of the possible structural correlate of the IFJ, the cytoarchitecture of

the precentral sulcus must be investigated.

Based on our functional imaging studies (for an overview, see Brass et al.,

2005), we have suggested that the approximate location of the IFJ in the

stereotaxic system of Talairach and Tournoux (1988) can be described as

follows: x-coordinates between ±30 and ±47,1 y-coordinates between �1 and

10, and z-coordinates between 27 and 40 (Fig. 9–1). Thus, the focus of IFJ

activations should be found in the precentral sulcus or in the most posterior

part of the IFS, not on the gyral surface surrounding these sulci. Furthermore,

given its posterior location in the lateral frontal lobe, the IFJ should not be

regarded as part of the mid-DLPFC, which consists of Petrides and Pandya’s

(1994) areas 9, 9/46, and 46.

Following Talairach andTournoux’s (1988) projection of Brodmann’s (1909)

map onto their template brain, the IFJ includes parts of Brodmann areas 6, 9,

and 44. However, the cortex on the posterior surface of the middle frontal gyrus

has received different cytoarchitectonic labels by different researchers. Whereas

it includes parts of areas 6 and 9 on Brodmann’s map, it was labeled ‘‘area 8’’ by

Petrides and Pandya (1994). Consequently, imaging studies have labeled acti-

vations within the limits of the IFJ inconsistently as belonging to one or a

combination of these areas.

What is common to the maps of Brodmann and of Petrides and Pandya,

however, is that the IFJ is located at the border between the agranular pre-

motor cortex (area 6), dysgranular transitional cortex (area 44), and granular

posterior prefrontal cortex (areas 9 and 8). However, none of these areas cor-

responds to the functionally defined IFJ in terms of location and size, moti-

vating a reanalysis of the cytoarchitecture of the cortex in the precentral sulcus.

Interestingly, preliminary results from these cytoarchitectonic investiga-

tions conducted by Katrin Amunts (1999) suggest that there might be two

areas submerged in the inferior precentral sulcus that were not charted on

previous cytoarchitectonic maps. One of these areas is dysgranular; the other

is agranular. Both are distinguishable from neighboring areas 6, 44, 45, 8, and

9 on the basis of their cytoarchitectonic features. Although it is currently not

clear whether activations of the functionally defined IFJ are related to one of

these areas, the close correspondence of their locations in terms of sulcal

architecture points to the possibility that one of these areas might form a

structural correlate of the functionally defined IFJ.
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Given our current knowledge of these newly described areas, one can only

speculate about their anatomical connectivity. Assuming that the premotor-

prefrontal transitional cortex in the ventral frontal lobe in the macaque brain

(Matelli et al., 1986; Barbas and Pandya, 1987; Pandya and Yeterian, 1996) and

the human brain have similar connections, one would expect to find connec-

tions to the pre-supplementary motor area (pre-SMA), the prefrontal cortex,

and the parietal cortex. Interestingly, in a conjunction analysis of three dif-

ferent cognitive control paradigms, we found—apart from an overlap in the

IFJ—overlapping activations in the pre-SMA, the prefrontal cortex, and the

parietal cortex (Derrfuss et al., 2004). Although these results provide some evi-

dence for a close functional relationship of these areas, clearly, future studies

using diffusion tensor imaging will be necessary to directly investigate the con-

nectivity of the IFJ.

Using a Task-Switching Paradigm to Investigate Cognitive Flexibility

Task-switching paradigms have been widely used in the last decade to inves-

tigate flexible adjustment to changing environmental demands (Monsell,

2003). These paradigms require participants to alternate between two different

tasks (Fig. 9–2). Behaviorally, switching between two tasks, compared with

B

repeat
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switch

Switch costs �  switch �  repeat

repeat repeatswitch switch

B BA A

preparation

Cue-target interval (CTI)

cue target
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Figure 9–2 Schematic drawing of the task-switching paradigm. Partici-

pants have to alternate between two tasks. Usually, two types of trials are

distinguished: trials where trial n�1 is different from trial n (switch trials)

and trials where trial n�1 is identical to trial n (repeat trials). The bottom

part of the figure illustrates a task-cuing trial. The experimental trial starts

with a task cue that signals which task to execute. After a variable cue-target

interval, the task stimulus (target) is presented.
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repeating the same task, leads to prolonged reaction times and a higher error

rate: the ‘‘switch cost’’ (Jersild, 1927; Allport et al., 1994; Rogers and Monsell,

1995). It has been argued that switch costs reflect cognitive processes needed

to adjust to a new task, reflecting the prototypical cognitive control demand.

Recently, a number of brain imaging studies have investigated the neural

mechanisms underlying this switch operation (Dove et al., 2000; Sohn et al.,

2000; Brass and von Cramon, 2002, 2004; Dreher et al., 2002; Luks et al., 2002;

Rushworth et al., 2002a; Braver et al., 2003; Ruge et al., 2005; Crone et al., 2006;

Wylie et al., 2006). These studies have identified a number of different brain

regions related to task-switching. From a functional perspective, this hetero-

geneity of results is not surprising because it is known that even a simple

operation, such as switching between different tasks, requires more than one

cognitive operation (Meiran, 1996, Meiran et al., 2000; Rubinstein et al., 2001;

Monsell, 2003). Hence, the first step in investigating the neural basis of cog-

nitive control with a task-switching paradigm is to decompose complex op-

erations into component processes. Behavioral data suggest that switch costs

can be decomposed into at least two components: one that is related to the

preparation of the upcoming task and one that is related to control processes

involved in task execution.

In a series of experiments, we have tried to isolate the neural basis of what

was assumed to be the most crucial process in task-switching, namely, the up-

dating of task representations (Brass and von Cramon, 2002, 2004). By presen-

ting a task cue before the task (Fig. 9–2), one can separate cue-related updating

of task representations from task-related control processes (Meiran, 1996).

However, with functional magnetic resonance imaging (fMRI), it is very dif-

ficult to distinguish processes that are temporally separated by only a few hun-

dred milliseconds. To bypass this problem, we implemented an experimental

trick, randomly inserting trials where only a task cue, but no target, was pre-

sented (Brass and von Cramon, 2002). In these trials, cue-related processing

is not confounded with target-related processing because no target appears.

When contrasting the cue-only condition with a lowÙlevel baseline, we found

a number of prefrontal regions to be activated, including the mid-DLPFC and

the IFJ. However, only two frontal brain regions showed a cue-related activa-

tion correlated with the behavioral indicator of task preparation. One of these

was located in the IFJ, and the other, in the pre-SMA.

Although this study succeeded in dissociating between preparation-related

and execution-related control processes, the question arises as to whether the

frontal activation reflects the coding of the cue or the updating of the relevant

task representation. To address this question, we devised a new paradigm that

manipulated the cue-task association (Bunge et al., 2003; Logan and Bunde-

sen, 2003; Mayr and Kliegl, 2003; Brass and von Cramon, 2004). In this par-

adigm, two different cues were assigned to each task. Furthermore, the cue

alternation was implemented within a trial. In most of the trials, a first cue was

followed by a second cue after a fixed cue-cue interval. With this manipula-

tion, one can compare a switch in cue without a switch in task (two different
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cues that indicate the same task) and a switch in both cue and task (two dif-

ferent cues that indicate different tasks). Although participants were required

to encode the second cue in both conditions, updating task representations

was only required in the condition in which the cue changed and simulta-

neously indicated a task change. When contrasting these two conditions, two

frontal regions were found to be activated, the IFJ (Fig. 9–3; see color insert)

and the right inferior frontal gyrus. Taken together, the data from these two

studies indicate that the IFJ plays a crucial role in the updating of task repre-

sentations. In this series of experiments, we were able to determine the func-

tional role of the IFJ by using the task-switching paradigm. These findings raise

an important question: If the IFJ plays such a crucial role in cognitive control,

why hasn’t it been reported in other experimental paradigms?

Role of the Inferior Frontal Junction Area

in Different Cognitive Control Paradigms

A careful analysis of the literature reveals that the IFJ has actually been con-

sistently reported in a number of other studies of cognitive control, across

a wide range of experimental paradigms. However, in these studies, the area

has been labeled inconsistently (e.g., Dove et al., 2000; Konishi et al., 2001;

Monchi et al., 2001; Bunge et al., 2003). In the first event-related neuroim-

aging study on task-switching, Dove and colleagues (2000) found an activa-

tion in the posterior frontolateral cortex, but referred to it as the DLPFC.

Konishi and colleagues (2001) carried out a study in which they showed that

the posterior lateral prefrontal cortex was involved in the transition between

different experimental tasks in a block design. They referred to this activation

as the ‘‘dorsal extent of the inferior frontal gyrus.’’ It is reasonable to assume

that the transition between different experimental blocks crucially requires the

updating of task representations. Monchi and colleagues (2001) found acti-

vation in the posterior frontolateral cortex in a Wisconsin Card Sorting study,

referring to it as ‘‘premotor activation.’’ Furthermore, Bunge and colleagues

Figure 9–3 Activation in the inferior frontal junction for the updating of task rep-

resentations (Brass and von Cramon, 2004a).
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(2003) demonstrated that a region, which they referred to as the ‘‘ventrolateral

prefrontal cortex’’ (VLPFC), plays a role in rule representation. All of these

studies describe activation within our definition of the IFJ and relate it to sim-

ilar functional concepts, but due to different anatomical descriptions, the com-

mon neuroanatomical substrate was neglected.

Interestingly, even for very well-investigated paradigms, such as the Stroop

task, which is assumed to involve task-related control processes (Milham et al.,

2001; Monsell et al., 2001), the consistent finding of activation in the IFJ has

been ignored. In a recent meta-analysis, Neumann and colleagues (2005)

compared 15 Stroop studies taken from the Fox database BrainMap with a new

meta-analytic algorithm. In the frontolateral cortex, two areas were consistently

implicated: the IFJ and the mid-DLPFC. Furthermore, Derrfuss and colleagues

(2005) carried out a meta-analysis on task-switching and set-shifting studies

and identified an overlap in the IFJ. Therefore, it appears that the IFJ has been

consistently activated by studies investigating cognitive control; however, this

consistency has been overlooked.

Another way to address the commonality of activations across different

paradigms is to carry out within-subject comparisons. In contrast to a meta-

analytic investigation, this approach has the advantage of minimizing variance

associated with different methods and subject populations. We have recently

carried out a within-subject experiment to address the question of whether the

IFJ plays a role in different paradigms of cognitive control (Derrfuss et al.,

2004). We compared brain activation in a task-switching paradigm, a Stroop

task, and a verbal n-back task. All three paradigms showed an activation

overlap in the IFJ, as could be seen in the conjunction analysis of these tasks.

Interestingly, this overlapping area was very consistent with the activation we

found in our previous task-switching studies and the meta-analytic findings

reported by both Neumann and colleagues (2005) and Derrfuss and colleagues

(2005). Therefore, a close inspection of the existing literature using meta-

analytic approaches and within-subject comparisons of different experimental

paradigms provides overwhelming support for the assumption that the IFJ has

a role in different paradigms of cognitive control (Fig. 9–4; see color insert).

COGNITIVE CONTROL AS AN INTERPLAY

BETWEEN FRONTAL AND PARIETAL AREAS

We have argued so far that the IFJ plays a crucial role for the environmentally

guided updating of task representations. However, the updating of task rep-

resentations reflects only one aspect of the complex cognitive functions that

are required to flexibly adjust our behavior to meet changing environmental

demands. To obtain a complete picture of the functional role of the IFJ in

cognitive control, one must assess the contribution of brain areas that are ei-

ther neuroanatomically or functionally closely related to the IFJ. From a

neuroanatomical perspective, the question arises as to how the function of the

IFJ is related to that of the adjacent premotor cortex. Furthermore, one must

Posterior Frontolateral Cortex and Task Control 183



distinguish between the cognitive control-related contribution of the mid-

DLPFC and VLPFC and the role of the IFJ. From a functional perspective, it

is crucial to address the fact that our behavior is guided by intentional pro-

cesses that are primarily implemented in the frontomedial cortex. Additionally,

the parietal cortex shows very reliable activations in cognitive control para-

digms (e.g., Dove et al., 2000; Sohn et al., 2000; Brass and von Cramon, 2004),

raising the question of how the frontolateral cortex interacts with the parietal

cortex.

From Arbitrary Motor Mappings to Task Mappings

As outlined earlier, the IFJ is very close to the premotor cortex, which is believed

to be involved in a number of cognitive functions, including motor control

(Picard and Strick, 2001; Chouinard and Paus, 2006). The close proximity of the

IFJ to the premotor cortex raises the crucial question of how the updating of

task representations is related to motor control. One possibility is that task

control is an abstraction from higher-order motor control: In motor control, an

environmental stimulus determines the behavior in a given situation.

At least two types of visuomotor mappings have been distinguished: direct

and arbitrary (Petrides, 1985; Wise and Murray, 2000). In direct visuomotor

Figure 9–4 Peaks of activation from three experimental studies on task-switching and

set-shifting (Brass and von Cramon, 2002, 2004a; Bunge et al., 2003): a within-subject

comparison of three cognitive control paradigms (Derrfuss et al., 2004); a meta-analysis

of the Stroop task (Neumann et al., 2005); and a meta-analysis of task-switching and set-

shifting studies (Derrfuss et al., 2005).
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mappings, the stimulus directly specifies the response. A good example of a di-

rect visuomotor mapping is grasping an object. In arbitrary—or conditional—

visuomotor mappings, the stimulus that specifies the response has an arbitrary

relationship to the response (e.g., press the left key when a red stimulus ap-

pears). Arbitrary motor mappings require the application of an abstract rule,

because there is no ‘‘natural’’ relationship between the stimulus and the appro-

priate response. The only major difference between such arbitrary stimulus-

response (S-R) rules and task rules is the number of relevant S-R rules.

Whereas task rules relate a set of S-R mappings to each cue, only one S-R rule

is specified in arbitrary visuomotor mappings. From this perspective, motor

control and task control might be functionally closely related.

This observation raises the possibility that there is also a tight relationship

in functional organization between the premotor cortex and the adjacent

dysgranular frontolateral cortex. Interestingly, the IFJ is located anterior to

what is considered to be the premotor hand area. Godschalk et al. (1995)

suggested that the premotor cortex follows, to some degree, a somatotopic

organization similar to that of the primary motor cortex. If this organizational

principle extends into the adjacent frontal cortex, the location of the IFJ might

be related to the fact that participants respond with their hands. In fact, almost

all experimental studies on task control use hands as the response modality.

To investigate this possibility, we carried out a task-switching experiment in

which participants had to respond with either their hands or their feet (Brass

and von Cramon, submitted).

If the response modality is responsible for the location of cognitive control

activation in the posterior frontolateral cortex, then this activation should

differ for hand and foot responses. Because the foot area in the premotor

cortex is located more dorsally than the hand area (Buccino et al., 2001), the

action should shift in the dorsal direction when participants respond with

their feet. However, the activation in the posterior frontolateral cortex was

identical for hand and foot trials, indicating that the IFJ is activated, regardless

of whether participants respond with their hands or their feet. Furthermore, a

direct contrast of hand and foot trials yielded no frontal activation besides the

primary motor hand and foot areas. These data suggest that the functional

organization of the premotor cortex does not directly extend into the poste-

rior frontolateral cortex.

Relating Rule-Guiding Information to Information

to Which the Rule Applies

Another possible interpretation of how the premotor cortex and the posterior

prefrontal cortex might be functionally related was provided recently by Adele

Diamond (2006). She discussed the possibility that the posterior frontolateral

cortex is involved whenever the information that guides behavior is not di-

rectly attached to the object on which participants act (see also Chapter 7).

This argument is supported by developmental research (Diamond et al., 1999,
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2003) and monkey research (Jarvik, 1956; Halsband and Passingham, 1982;

Rushworth et al., 2005). If this argument holds true, the specificity of task rules

lies in the fact that the task information is presented spatially segregated from

the target. In accordance with this argument, in almost all task-switching ex-

periments, the instruction that determines the relevant task is spatially sepa-

rated from the stimulus on which participants have to act. From this per-

spective, the crucial difference between task rules and response rules would

not be the number of S-R associations, but the separation of the rule-guiding

information and the stimulus.

Dissociating the Inferior Frontal Junction Area from

More Anterior Regions in the Frontolateral Cortex

In the anterior direction, the IFJ is close to what is usually called the ‘‘mid-

DLPFC’’ and the ‘‘VLPFC.’’ The mid-DLPFC has been implicated in cognitive

control (MacDonald et al., 2000). This observation raises the question about

the different contributions of the mid-DLPFC and IFJ in cognitive control.

Koechlin and colleagues (2003) argued that activations in the posterior front-

olateral cortex are related to the processing of the perceptual context in which

stimuli occur, whereas activations more anterior in the frontolateral cortex re-

flect the temporal episode in which the stimulus is presented.

Our findings are, to some degree, consistent with the assumption that

regions more anterior in the frontolateral cortex are involved in processing

the temporal episode (Koechlin et al., 2003). We suggest that a region in the

posterior IFS that is located anterior to the IFJ comes into play whenever the

information in the environment does not unequivocally determine the rele-

vant behavior. This is the case when environmental information has to be in-

tegrated with past events to determine what to do in a given situation. We have

investigated the temporal integration of information in a cued task-switching

paradigm adapted from a paradigm developed by Rushworth and colleagues

(2002a). In our experiment, the task cue did not directly indicate the relevant

task, but rather indicated whether to switch or repeat the task (Forstmann et al.,

2005). Hence, participants were required to integrate the cue information with

information from working memory, namely, which task they executed in the

previous trial, to determine the relevant task set. In comparison with our

previous studies with direct task cues (Brass and von Cramon, 2002, 2004a),

this manipulation led to an anterior shift of activation along the IFS.

Another situation in which environmental information does not directly

indicate the relevant behavior occurs when the context provides conflicting

sources of information. Here, the relevant source of information must be se-

lected. We have experimentally modeled such a situation by using bidimen-

sional task cues (Brass and von Cramon, 2004b). As in the Stroop task, the

task cues had a relevant and an irrelevant dimension. Although the relevant

dimension indicated which task to execute, the irrelevant dimension could
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indicate the same task, a different task, or no task at all. When contrasting the

conditions in which both dimensions carried task information with the con-

dition in which only the relevant dimension carried information, we again

found activation in the posterior IFS.

Because these activations were located in the IFS, it is difficult to determine

whether they belong to the DLPFC or VLPFC. Interestingly, the VLPFC has

recently also been assumed to be related to task-related control processes (Bunge

et al., 2005; Crone et al., 2006; Badre and Wager, 2006; see Chapter 16). More

specifically, it has been argued that the VLPFC is implicated in rule representa-

tion (Bunge, 2005; Crone et al., 2006). Furthermore, Badre and colleagues (2005)

showed that the mid-VLPFC (area 45) plays a fundamental role in the control

of declarative memory retrieval. They argued that such processes are required

to retrieve task-relevant information when conflicting information is present

(Badre and Wager, 2006). This interpretation of the role of the mid-VLPFC in

cognitive control is very consistent with our interpretation of posterior IFS ac-

tivation outlined earlier. Both interpretations stress the relevance of selecting

task-relevant information when conflicting sources of information are present.

In sum, these findings suggest that the posterior lateral prefrontal cortex is

implicated whenever the information in the environment does not directly

indicate which task to execute. Although the IFJ directly connects contextual

information to the relevant behavioral options, the posterior IFS is needed

whenever information from working memory has to be integrated or selected

to determine the relevant task. Further research should show whether these

activations in the posterior IFS belong to the domain of the mid-VLPFC—

as suggested by the work of Badre (see Chapter 16) and Bunge et al. (2005)—

or to the domain of the mid-DLPFC—as suggested by other authors (e.g.,

MacDonald et al., 2000).

Exogenous and Endogenous Components of Task Set Updating

So far, our discussion of the neural correlates of task-related control has pri-

marily focused on the role of the frontolateral cortex. However, frontomedial

brain regions have also been identified in a number of brain imaging studies of

cognitive control (Rushworth et al., 2002a; Brass and von Cramon, 2004; Crone

et al., 2006). In particular, pre-SMA activity has consistently been found when

participants had to alternate between different task sets. Accordingly, Rush-

worth and colleagues (2004) argued that the pre-SMA might be involved in

the selection of response sets. They provided fMRI and transcranial magnetic

stimulation evidence for this hypothesis (Rushworth et al., 2002a). A similar

conclusion was suggested by Crone and colleagues (2006). They dissociated

the role of the pre-SMA and the frontolateral cortex in task-related control.

Although they found the pre-SMA to be particularly involved in switching

between sets of S-R rules, the frontolateral cortex was more involved in the

representation of task rules, as outlined earlier.
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One potential interpretation for these data (Brass and von Cramon, 2002;

Rushworth et al., 2002a) might be that activation in the frontolateral cortex

reflects the externally triggered component of task rule updating, whereas the

pre-SMA might be related to internal components involved in updating the

relevant sets of S-R rules. In the classical task-switching paradigm, both com-

ponents are required. (1) The contextual information provided by the task cue

must be related to a specific task rule. (2) The response set related to the task

rule has to be internally activated. From this perspective, the functional dis-

tinction between the frontolateral and the frontomedial cortex in cognitive

control would be similar to the distinction between externally triggered ac-

tions (lateral premotor cortex) and internal action generation (supplementary

motor area) in motor control (Goldberg, 1985).

Intentional Selection of Task Sets

In almost all task-switching experiments, participants are explicitly told what

to do in a given situation. Usually, a task cue or the task order determines the

relevant task set (Monsell, 2003). However, from an ecological validity point

of view, this is not very realistic. In everyday life, it is rarely the case that some-

one tells us what we have to do in a given context. Rather, we decide ourselves

what to do, depending on our goals, past experiences, and contextual infor-

mation. Only recently have experimental psychologists become interested in

the intentional selection of task sets (Arrington and Logan, 2004). In such ex-

perimental paradigms, participants can choose for themselves which task to

execute.

In a recent fMRI experiment, we set out to determine which brain areas

are involved in the intentional selection of task sets (Forstmann et al., 2006).

Participants could either choose between two or three task sets or were cued as

to the relevant task set. Comparing the free selection of a task set with an

externally triggered task set selection revealed activation in the rostral cingulate

zone of the frontomedial cortex (Fig. 9–5). This activation was not modulated

by the number of task sets from which participants could choose (two versus

three degrees of freedom; see Figure 9–5). These findings suggest that the neu-

ral correlates of intentional task set selection differ from those of externally

triggered task set selection. These findings lead us to question the assumption

that the classical task-switching paradigm is very useful for investigating en-

dogenous cognitive control processes.

The Frontal and Parietal Cortex in Cognitive Control

Research on cognitive control has primarily focused on the frontal cortex

(Duncan and Owen, 2000; MacDonald et al., 2000; Miller and Cohen, 2001).

This frontal bias is based on clinical neuropsychological findings indicating

that patients with frontal lesions suffer from severe cognitive control deficits

(Milner, 1963; Luria, 1966/1980; Stuss and Alexander, 2000). However, if one

takes a closer look at the brain imaging literature on cognitive control, and in

188 Rule Implementation



particular, task-switching, it becomes clear that almost all studies have iden-

tified parietal components in addition to frontal components. In some studies,

the parietal component was even more dominant than the frontal component

(Kimberg et al., 2000; Sohn et al., 2000).

Given the prevalence of parietal activations in these studies, it is very

surprising that our understanding of parietal contributions to cognitive con-

trol and the interaction of parietal areas with frontal components is still very

poor. One possible reason for this lack of a convincing conception of the

interaction of the frontal cortex and the parietal cortex might be that these

regions are involved in similar cognitive operations, but on different hierar-

chical levels. Recent single-unit research and lesion experiments in monkeys

have suggested that the role of the frontal cortex is to bias processing in

posterior brain regions (Tomita et al., 1999; Miller and Cohen, 2001). If the

prefrontal cortex biases representations in the posterior cortices, as also sug-

gested by combined electroencephalogram (EEG) and patient studies (e.g.,

Barcelo et al., 2000), activation in the frontal cortex should precede activation

in the parietal cortex.

We have recently tested this prediction by combining results from an fMRI

experiment and an event-related potential study (Brass et al., 2005b). The

experimental paradigm was a task-switching experiment in which participants

had to update the relevant task representations (Brass and vonCramon, 2004a).

The fMRI data revealed a coactivation of the frontal and parietal areas for

Figure 9–5 Activation in the rostral cingulate zone (RCZ) for the free selection of a

task set compared with an externally triggered task set selection. On the right side, the

signal change of the RCZ is plotted for the condition in which the relevant task set was

predetermined (one degree of freedom), the condition in which participants could

choose between two task sets (two degrees of freedom), and the condition in which

participants could choose between three task sets (three degrees of freedom).
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this updating process. By using the loci of the fMRI experiment to perform a

dipole modeling of the EEG data, we showed that the activation in the frontal

cortex precedes that in the parietal cortex (Fig. 9–6; see color insert). This

finding is consistent with previous EEG work on the relationship of frontal

and parietal brain areas in cognitive control (Rushworth et al., 2002b) and

suggests a hierarchical order of frontal and parietal areas. We assume that, in

the case of contextually guided task preparation, the frontolateral cortex

provides an abstract task representation that then biases concrete S-R asso-

ciations in the parietal cortex. Although we have not explicitly tested the role

of the pre-SMA in this experiment, a reasonable assumption would be that the

pre-SMA is activated after the frontolateral cortex and before the parietal

cortex, and is implicated in the updating of the response sets.

IMPLICATIONS FOR A FUNCTIONAL PARCELLATION

OF THE FRONTAL CORTEX

A functional parcellation of the frontal cortex faces a number of problems that

are inherent in the functional architecture of this region. In the frontal cortex,

we deal with complex, multipurpose cognitive operations that are difficult to

dissociate from one another experimentally. Therefore, careful experimenta-

tion is required to selectively engage various frontal cortex functions. At the

Figure 9–6 On the left side, the three dipoles are plotted on a representation of brain

anatomy. On the right side, dipole strength is plotted for the left inferior frontal junction

(IFJ), the right inferior frontal gyrus (IFG), and the right intraparietal sulcus (IPS).
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same time, a straight experimental approach introduces a strong bias toward

interpreting activations in the context of specific experimental paradigms.

Accordingly, most frontal regions have been associated with multiple func-

tional interpretations, depending on the specific experimental context in which

they were investigated (Cabeza and Nyberg, 2002). This leads to an apparent

paradox. On the one hand, we have to rely on specific experimental paradigms

to isolate component processes. On the other hand, we must integrate dif-

ferent paradigms, which might overlap on a functional level, to understand the

common underlying functional principals of specific prefrontal areas.

In this chapter, we have outlined a research strategy for dealing with this

apparent paradox. In a first step, a specific paradigm should be used to ex-

perimentally isolate a frontal area and provide information about its functional

role. The ultimate goal of this experimental approach is to devise an experi-

mental manipulation to which only the area of interest is sensitive, and not the

underlying network. In a second step, a meta-analytic approach should be

used to investigate the overlap of activation in the respective area for different

experimental paradigms. Furthermore, the specific anatomical characteristics

of the area should be specified to determine whether the functional charac-

teristic maps onto specific structural properties. Finally, the relationship be-

tween this region and neuroanatomically and functionally related brain areas

should be clarified to gain a better understanding of the broader network in

which a specific brain area is embedded.

This research strategy combines the assets of cognitive experimental psy-

chology and structural neuroanatomical research. It uses the greatest advantage

of functional brain imaging, namely, that functional neuroanatomy provides a

tertium comparationis to compare cognitive processes across phenomeno-

logically different paradigms.

CONCLUSIONS

We have summarized empirical evidence that the IFJ plays a crucial role in

cognitive control. This area, which has been widely neglected, plays a role in the

contextually guided updating of task representations. We posit that this con-

textually guided task set updating can be seen as an abstraction from visuo-

motor response rules, which are represented in the premotor cortex. Further-

more, we have experimentally distinguished the IFJ from the neighboring IFS,

by showing that the latter region is involved in the selection of task-relevant

information and the integration of information over time. Moreover, we have

discussed the relationship between the frontolateral and frontomedial cortex in

task-related control. Although frontolateral regions seem to be involved in

environmentally guided task control, areas in the frontomedial cortex are

involved in internally guided cognitive control and the intentional updating of

task representations. Finally, we have provided some electrophysiological ev-

idence for the assumption that there is a hierarchical order of the frontal and

parietal cortex in cognitive control.
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10

Time Course of Executive Processes:

Data from the Event-Related

Optical Signal

Gabriele Gratton, Kathy A. Low, and Monica Fabiani

In our everyday experience, we commonly find ourselves in changing cir-

cumstances, such that actions that would have been appropriate until a short

time ago are no longer so. In most cases, we adapt to these situations with ease.

This observation implies that our information-processing system has the

ability to modify itself very quickly, using new rules to react to the new con-

text, and discarding old ones. Psychologists label the set of processes involved

with this rapid adaptation to changing environmental contexts ‘‘executive

function.’’

The flexibility inherent to executive processes implies that the brain has

evolved mechanisms for comparing current environmental conditions with

those occurring some time in the near past, which are used to make predic-

tions about the near future, as well as mechanisms for setting behavioral rules

and changing them. Necessarily, predictions about the near future are based

on past events, of which the most informative are those that have occurred

most recently. Hence, executive function is strictly associated with working

memory (Baddeley and Hitch, 1974)—and the two concepts have evolved in

parallel in the recent psychological literature.

Executive function, as it is commonly conceived, consists of two aspects: an

evaluative aspect, related to forming, maintaining, and updating appropriate

models of the environment (which may be carried out through various types

of memory processes) and an action-oriented aspect, which is instead involved

with the coordination of other cognitive functions, including perception,

attention, and action. This coordination presumably takes place over time,

and is reflected in future behavior, so that, when performed appropriately, it

can lead to successful adaptation to changing task demands.

In this chapter, we apply a cognitive neuroscience perspective, specifically,

a functional neuroimaging approach: We consider how data about brain ac-

tivity may illuminate our view of executive function. Following several the-

orists (e.g., Baddeley and Hitch, 1974; Cowan, 1995), we use a framework for

conceptualizing executive function that is based on a distinction between two
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components: a domain-specific set of processes that differ for particular envi-

ronmental dimensions to be monitored, and a domain-general set of processes,

a sort of general-purpose machinery that is used for a variety of different pro-

cesses. We stress research not only on these components, but also on their rel-

ative roles and interactions. In particular, we consider two different modes of

operation of the executive function system: (1) a hierarchical, centralized mode

in which the domain-general system controls the operation of the domain-

specific systems; and (2) a distributed, parallel mode in which the selection of

appropriate stimulus-response dimensions and associations emerges from the

interactions between domain-specific systems. We present data from a brain

imaging technology possessing both temporal and spatial resolution, the event-

related optical signal (EROS) [Gratton et al., 1995a; Gratton and Fabiani, 2001],

supporting the coexistence of both modes of operation.

In the remainder of this chapter, we first consider the advantages and lim-

itations of various imaging techniques in providing a spatiotemporal de-

scription of brain function. Then we review the basic literature on EROS, fo-

cusing in particular on the data that allow us to establish that this technique

can be used to provide brain images combining spatial resolution on the order

of several millimeters, with temporal resolution on the order of milliseconds.

Finally, we review some experimental data obtained with EROS that are rel-

evant for executive function. The featured research includes studies of sensory

and working memory processes and attention, as well as preliminary results

from a set of studies of preparatory processes. As highlighted earlier, the data

suggest the existence of two types of preparatory activities in the brain: a gen-

eral set, relatively similar across different preparation conditions, and a specific

set, which is more directly related to preparation for particular stimulus or

response modalities. These initial EROS studies lay the foundation for future

work on executive processes, including the representation and implementation

of behavioral rules.

BRAIN IMAGING TECHNIQUES: TRADEOFFS
BETWEEN SPATIAL AND TEMPORAL RESOLUTION

The last two decades have seen the rapid growth of brain imaging as a tool for

studying both normal and abnormal brain function. Brain imaging has two

major advantages: (1) It can be performed noninvasively and can therefore be

used extensively in humans, and (2) it has the potential to provide a dynamic

view of activity as it evolves within the brain. Ideally, brain imaging methods

should possess high spatial and temporal resolution as well as high sensitivity

and reliability. The most widely used techniques—functional magnetic res-

onance imaging (fMRI) and event-related brain potentials (ERPs)—trade off

between these characteristics because they emphasize spatial and temporal

information, respectively. For this reason, it has been proposed to combine

different techniques to achieve a more complete picture of brain activity (e.g.,

Barinaga, 1997). However, there are technical and methodological problems
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associated with the combination of these techniques, and a generally accepted

method of integration is still lacking.

An alternative approach is provided by methods that have high resolution

in both the spatial and temporal domains. One technique that has been used

with some success is magnetoencephalography (MEG) (e.g., Hari and Lou-

nasmaa, 1989). However, the spatial resolution of MEG (where ‘‘spatial reso-

lution’’ is defined as the ability to resolve the activity of two brain areas located

in close proximity without cross-talk), although superior to that of ERPs, may

still significantly limit the types of issues that can be addressed. In this chapter,

we review the use of EROS (Gratton et al., 1995a; Gratton & Fabiani, 2001),

a technology based on the measurement of localized fast changes in the op-

tical properties of the brain, which are practically simultaneous with electrical

activity.

EVENT-RELATED OPTICAL SIGNAL

Mechanisms Underlying Optical Changes
in Active Neurons

It has long been known that the optical properties of isolated axons (e.g., Hill

and Keynes, 1949; Cohen, 1973) and brain slices (Frostig et al., 1990) change

with neuronal activity, concurrently with electrophysiological signals. Several

recent studies have investigated the mechanisms underlying optical changes,

and identified two major phenomena: changes in birefringence and changes

in scattering (Foust and Rector, 2007).1 Two possible mechanisms have been

proposed to account for these phenomena: (1) The changes are associated with

repolarization of molecules within the membrane due to changes in the

transmembrane potential (Stepnosky et al., 1991), and/or (2) the changes are

due to the movement of water associated with ion diffusion and transport, and

to the consequent volume variations in intra- and extracellular space (Andrew

and MacVicar, 1994).

Indeed, evidence has been presented for both mechanisms, and the most

recent research suggests that changes in birefringence appear to be most closely

associated with membrane phenomena, whereas changes in scattering appear to

be most closely associated with volumetric effects (MacVicar and Hochman,

1991; Momose-Sato et al., 1998; Buchheim et al., 1999; Foust and Rector, 2007).

Light polarization (required for birefringence measures) is lost rapidly in the

head because of the relatively short free paths of photons in living tissue. Thus,

noninvasive measures, as well as measures involving thick tissue preparations,

are more likely to be related to scattering than to birefringence effects.

Optical Changes in the Human Brain

By the early 1990s, instruments capable of detecting changes in optical brain

transparency had been developed sufficiently to be of practical use for non-

invasive applications in humans. Thesemachines weremostly designed to study
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the variations in tissue coloration associated with changes in brain oxygen-

ation (e.g., Jobsis, 1977; E. Gratton et al., 1990; Villringer and Chance, 1997).

These instruments typically use near-infrared (NIR) light, which penetrates

the tissue more deeply than visible light because of the low absorption of he-

moglobin and water, themain absorbers inmost human tissues, at wavelengths

of 690–1000 nm.

For NIR light, the main factor limiting the penetration of photons into the

tissue is scattering. The scatter is so pronounced that, within approximately

5mm from the surface of the head, the movement of photons through tissue

can be described as a random diffusion process (Ishimaru et al., 1978). Fur-

ther, the scattering process makes it practically impossible to use sources and

detectors located on opposite sides of the head to measure brain activity in the

adult human. This makes it difficult or impossible to measure activity in struc-

tures deeper than 3–4 cm from the surface of the head. Critically, sources and

detectors located on the same side of the head, at a distance of a few (e.g., 2–6)

centimeters from each other, can be used to infer optical properties related to

the underlying tissue up to 3 cm deep, as illustrated in Figure 10–1 (see color

insert). When measurements are taken at the scalp, physical separation be-

tween the sources and detectors is critical to derive measures of intracranial

structures, such as the cortex; otherwise, reflection from the surface of the scalp

would dominate the image.

Techniques for Measuring Optical Signals

Some of the instruments used to derive these measurements employ sources

that emit constant light (continuous-wave [CW] methods). In others, the light

sources are modulated at radiofrequencies (frequency-domain [FD] methods).

FD instruments allow investigators to measure not only the amount of light dif-

fusing through a particular area of the brain and reaching the detectors (as inCW

systems), but also the average time taken by photons to move between sources

and detectors (photon delay). Because of the increase in photon path length

induced by the diffusion process, thismay take several nanoseconds and depends

on the source-detector distance. Because intensity and photon delay are influ-

enced differently by absorption and scattering effects, FD methods can provide

simultaneous measures of the concentration of oxy- and deoxyhemoglobin

(E. Gratton et al., 1990) and of brain phenomena related to neuronal activation.

The changes in tissue transparency are relatively small (on the order of 1%),

and little light typically reaches the detectors; therefore, fast optical measures

may have a relatively low signal-to-noise ratio (SNR) compared with other

imaging methods. As such, averaging across trials or subjects is needed to

reveal activity. However, recent advancements based on higher modulation

frequencies (Maclin et al., in press) and frequency and spatial filtering methods

(Wolf et al., 2000; Maclin et al., 2003) allow investigators to study conditions

in which a relatively small number of trials (in some cases, fewer than 20) are

used for the averaging.
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Initial EROS Measurements

Using FD instrumentation, we were the first to report the noninvasive mea-

surement of a fast optical signal in humans (EROS) [Gratton et al., 1995a] using

a visual stimulation paradigm (pattern reversal). In this first study, we showed

that stimulation of different quadrants of the visual field generated responses in

occipital regions, with peak latencies between 50 and 100ms. The surface dis-

tribution reflected the contralateral inverted representation of the visual field in

Figure 10–1 Schematic representation of the methods used to record event-related

optical signal (EROS) data (frequency-domain [FD] method). Top left. The recording

apparatus uses near-infrared light modulated at radiofrequencies (e.g., 110 MHz) to

illuminate locations of the scalp (bottom left). The light propagates through the head in

random fashion. Some of the light reaches detector fibers located a short distance (a few

centimeters) from the sources. The average path followed by photons moving between

sources and detectors can be described as a curved spindle volume (or a ‘‘banana’’) that

reaches the cortex. This volume is the area relevant for the measurement from each

source-detector pair. In a typical study, several source-detector pairs are used (up to

1024). Two types of measures can be taken at the detectors, intensity measures and

delay measures. Intensity measures are variations in the amount of light reaching the

detector as a function of activity. Delay measures are variations in the average time

taken by photons to move between sources and detectors. The latter are used in the

current chapter because they are more sensitive to events occurring inside the skull.

Right. Schematic diagram of the averaging procedures used to derive the EROS. PMT¼
photomultiplier tube. (Reproduced with permission from Fabiani, Gratton & Corballis,

Journal of Biomedical Optics, 1(4), 387–398. Copyright International Society for Optical

Engineering, 1996).
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the underlying primary and secondary visual cortex. This fast optical signal was

characterized by an increase in the delay (on the order of a few picoseconds) of

the photon density wave passing through the occipital cortical regions. The

response was simultaneous with the peak of the source-modeled, scalp-recorded

electrical evoked potential (recorded in the same subjects) and colocalized with

areas of activationmeasured using blood-oxygen level–dependent (BOLD) fMRI

(also recorded in the same subjects) [Gratton et al., 1997b].

We followed up these initial reports with a number of other studies imaging

the visual (Gratton, 1997; Gratton et al., 1998, 2000, 2001, 2006; Gratton and

Fabiani, 2003), auditory (Rinne et al., 1999; Maclin et al., 2003; Fabiani et al.,

2006), somatosensory (Maclin et al., 2004), and motor (Gratton et al., 1995b;

De Soto et al., 2001) cortices. All of these studies showed EROS responses of a

similar nature: increases of photon delay of a few picoseconds, simultaneous

with concurrently recorded evoked potentials, and when measured, colocal-

ized with BOLD fMRI responses. In work conducted over the last 2 years with

FD instrumentation that uses up to 1024 channels and is capable of sampling

nearly the entire cortical surface, the results have further generalized to the

detection of neural activity from frontal and parietal areas during higher-level

cognitive tasks (Agran et al., 2005; Low et al., 2006). Some of this research will

be reviewed later in this chapter.

Fast Optical Signaling Studies from Other Laboratories

During the last 5 years, following up on our original work, several other labo-

ratories have also reported the recording of fast optical signals in humans (e.g.,

Steinbrink et al., 2000; Wolf et al., 2000, 2002, 2003a, b; Franceschini and Boas,

2004; Lebid et al., 2004, 2005; Tse et al, 2006, in press) using visual, auditory,

somatosensory, and motor modalities. Some of these investigators used CW in-

struments, which only afford measures of the intensity of light moving between

sources and detectors (Steinbrink et al., 2000; Franceschini and Boas, 2004;

Lebid et al., 2004, 2005). With this method, the scalp-recorded fast signal is typ-

ically characterized by a reduction in light intensity (1/1000–1/10,000 of the light

normally reaching the detectors).

In two recent studies in which intensity and delay measures were both re-

ported (Maclin et al., 2003; Gratton et al., 2006), we have also found that fast

optical signals measured from the scalp in humans are typically characterized

by the association of increases in photon delay and reductions in intensity. In

contrast to this wealth of positive data, only one laboratory, to our knowledge,

has reported an inability to detect the fast signal using FD methods (Syré et al.,

2003), although the same group reported obtaining such signal with a CW

method (Steinbrink et al., 2000; but see Steinbrink et al., 2005, for a criticism

of this work).

In the 10 years since our original report, fast optical signals have also been

described in live animals. Specifically, David Rector and his collaborators

(1997) first reported the recording of fast optical signals from the hippocampus
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of rats (characterized by a decrement in back-scattering2), and showed that this

response is concurrent with evoked potentials from implanted electrodes. This

study was followed by the demonstration of fast optical responses in other

animal preparations, most recently from the barrel cortex of the rat (Rector

et al., 2005). We have recently shown similar types of responses from the cat

visual cortex (Tanner et al., 2006), using both CW and FD methods.

In addition to these basic results demonstrating the existence and gen-

eralizability of fast optical signals in humans, we have conducted a number of

other studies showing three important aspects of the fast optical signal. (1) In

studies investigating occipital, temporal, and other cortical regions, we have

shown that the signal is graded in amplitude in amanner that is consistent with

what is known about the activation of these areas from electrophysiological

studies of mass activity (e.g., Gratton et al., 2001, 2006). (2) Fast optical signals

are relatively well localized with sufficient spatial sampling, so that, at least in

some cases, areas where the activity can be observed extend only a few milli-

meters (e.g., Gratton et al., 1997b; Gratton and Fabiani, 2003; Low et al., 2006).

(3) Signals from deeper (up to 3 cm from the surface of the scalp) or more

superficial cortical regions can be distinguished by comparing the fast optical

signal measured from source-detector pairs that vary in source-detector dis-

tance (Gratton et al., 2000, 2006).

We have further shown that the amplitude of the fast optical signals (related

to neuronal activity) can predict the amplitude of slow optical responses (re-

lated to hemodynamic phenomena) [Gratton et al., 2001; Fabiani et al., 2005],

and BOLD fMRI responses (Gratton et al., 2005). These findings suggest the

existence of a linear relationship between the amplitude of the neuronal re-

sponse measured with EROS and that of the hemodynamic response measured

with slow optical signals or BOLD fMRI.

Finally, in a series of recent studies, our laboratory and others have em-

ployed fast optical responses to address various issues in cognitive neurosci-

ence, ranging from the localization and timing of attention andmemory effects

in the visual cortex (Gratton, 1997, Gratton et al., 1998; Fabiani et al., 2003)

and auditory cortex (Fabiani et al., 2006; Tse et al., 2006, in press; Sable et al.,

2006), to working memory effects in the frontal cortex (Low et al., 2006), the

time course of preparatory processes (Agran et al., 2005), and whether parallel

activation of multiple motor responses is possible (De Soto et al., 2001). These

data are all consistent with the claim that fast optical signals can be used to

derive images of brain activity combining sub-centimeter spatial resolution

and millisecond-level temporal resolution.

EROS AND EXECUTIVE FUNCTION

During the last decade, it has been shown that EROS can be useful for study-

ing the time course of brain activity associated with cognitive function, in

general, and executive function, in particular. In the remainder of this chapter,

we briefly review different lines of research that are relevant to the issue of
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executive function as it unfolds during processing. In presenting this work, we

follow a simplified view of executive function inspired by seminal cognitive

models proposed by Broadbent (1957), Baddeley and Hitch (1974), Cowan

(1995), and Engle (2002).

According to this view, executive function operates on information held in

sensory buffer mechanisms, in which specific representations are selected for

further processing through selective attention mechanisms. These mechanisms

are, to some extent, based on current models of the contextual conditions, and

their operation results in the coordination of processes to perform particular

actions. Within this general framework, we focus on specific results that can be

taken as examples of what could be achieved with a technology such as EROS,

combining spatial and temporal information.

EROS and Sensory Memory

Theories of workingmemory typically postulate the existence ofmechanisms for

holding information that may occur outside the control of attention (e.g.,

Baddeley andHitch, 1974; Cowan 1995).When needed, this informationmay be

accessed at a later time (within a few hundred milliseconds or a few seconds) for

further processing. Sensory memory mechanisms are typically considered to

have high fidelity, although they are very short-lived, highly sensitive to inter-

ference, or both. Because sensorymemorymay occur outside attentional control

(and perhaps awareness), brain imaging methods, and ERPs in particular, have

been useful for its study, by making it possible to measure aspects of these very

transient processes. The goal of the optical imaging studies reviewed here was to

determine whether EROS could be used to dissociate various ERP components

associated with sensory memory, and to better localize these components.

Components of the ERP Associated with Sensory

Memory and Their Possible Optical Counterparts

A large number of ERP studies have investigated auditory sensory memory by

focusing on a particular component, mismatch negativity (MMN) [see Ritter

et al., 1995, for a review]. This component is elicited by stimuli that differ from

prior stimuli along one or more dimensions, even if the stimuli are not at-

tended to. It has a peak latency of 100–200ms after stimulus presentation, and

it is believed to have its primary generator in secondary auditory cortex, with

an additional generator in frontal cortex (Näätänen, 2000). It is postulated

that the MMN may reflect aspects of preattentive processing of potentially

important information (i.e., information that may need to capture attention)

as it indexes the detection of changes within a steady context, even during sleep

or anesthesia (Näätänen, 2000).

Another early ERP component that has been associated with auditory sensory

memory is the N1, or N100 (Näätänen and Picton, 1987). This is a short-latency

component (peaking approximately 100ms after stimulus onset) whose ampli-

tude is influenced, among other things, by the occurrence of stimuli immedi-
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ately preceding the eliciting stimulus, as well as by attention manipulations. It

differs from the MMN because physical dissimilarity between the eliciting

stimulus and the prior stimuli is not critical for its elicitation.

Both the MMN and the N1 are considered evidence for the existence of

memory buffers that retain stimulus information over time (albeit with dif-

ferent characteristics), even for unattended stimuli. However, in part because

of the low spatial resolution of ERPs, and because these two components over-

lap somewhat in both time and scalp distribution, it is often difficult to con-

fidently attribute the variance observed in a particular study to one or the other.

This limitation may hinder the interpretation of the results. In fact, it is often

unclear whether a particular effect can be uniquely attributed to the N1 or the

MMN because they are considered to underlie different types of sensory mem-

ory buffers (but see Jaaskelainen et al., 2004).

We used EROS to separate these two components (Rinne et al., 1999), and

showed that they are actually generated in slightlydifferent regionsof the superior

temporal gyrus. Inmore recent studies, we showed that EROS can separate N100

effects related to stimulus repetition from MMN effects related to stimulus

deviance—effects that are also dissociated in young and old adults (Fabiani et al.,

2006). Penney and his collaborators (Tse et al., 2006, in press) conducted a series

of studies using EROS to separate possible contributions of superior tem-

poral and inferior frontal areas to the scalp-recorded MMN. These stud-

ies showed that the frontal and temporal components of the MMN were dis-

sociable. Dissociations between these two components of the MMN have also

been reported in studies combining ERPs and fMRI (e.g., Optiz et al., 2002), and

these dissociations are consistent with those observed with EROS.

Visual sensory memory has been investigated much less than auditory sen-

sory memory. However, in a series of studies involving ERPs, we showed that

memory for early visual representations can be studied using a divided-field

paradigm (Gratton et al., 1997a, Gratton, 1998). Corresponding EROS data, in

this case, indicate that memory effects can already be evident at the level of the

first response recorded in medial (probably primary) visual cortex (latency:

approximately 80ms) [Gratton et al., 1998; Fabiani et al., 2003].

In summary, EROS data suggest that auditory and visual sensory mem-

ory buffers may be supported by mechanisms occurring early in the visual and

auditory cortical pathways. Whether these mechanisms are inherent to the

sensory areas investigated, or are, in fact, based on feedback coming from

higher-order areas (such as those involved in executive processes), is a matter

for future investigation. The current data do extend those obtained with ERPs

by providing better separation of individual brain responses and better local-

ization of the cortical areas involved.

EROS and Selective Attention

The concept of selective attention is closely related to that of executive func-

tion, so much so that executive function is sometimes considered as the ability
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to control attention (Engle, 2002). Selective attention can be defined as a dif-

ferential response of the information-processing system to important com-

pared with irrelevant stimuli. A question that has elicited substantial research

relates to the earliest level of the information-processing system at which

selective attention operates (e.g., Johnston and Dark, 1986). In cognitive neu-

roscientific terms, this question can be rephrased as the first area along a sen-

sory pathway, or the first neuronal response (over time) that is influenced

by selective attention. Considerable research on this issue has been carried

out in the case of visual spatial selective attention: The question here is typ-

ically whether the initial response in primary visual cortex is influenced

by attention.

In humans, this question has been investigated primarily with two meth-

ods: ERPs and fMRI. The results obtained with these two methods are partially

contradictory. The fMRI work (e.g., Brefczynski and DeYoe, 1999) has, for the

most part, suggested that activity in primary visual cortex distinguishes be-

tween attended and unattended stimuli. In contrast, ERP evidence collected by

Hillyard and his collaborators (Martinez et al., 1999, 2001) suggested that the

initial response in primary visual cortex is not affected by attention, although

the same group found that subsequent responses in primary visual cortex are.

In fact, Martinez and colleagues concluded that the fMRI differences in pri-

mary visual cortex between attended and unattended stimuli are due to re-

afferent (top-down) activity from other cortical areas rather than to the initial

response related to information coming from the thalamus (lateral geniculate

nucleus). A limitation of this work is that it is in part dependent on a relatively

low-spatial resolution technique (ERP)—although this group reported rather

sophisticated methods, based on source modeling, for distinguishing between

responses from primary visual cortex and responses from other areas (Mar-

tinez et al., 1999, 2001).

Because of its spatiotemporal properties, we used EROS in a visual selective

attention paradigm to test the relative effects of attention on primary and

secondary visual areas (Gratton, 1997). The results of this study supported the

findings of Hillyard’s group: Areas in medial occipital cortex (presumably,

primary visual cortex) showed similar short-latency (80ms) responses for

attended and unattended stimuli, whereas attention effects were only visible at

early latencies in more lateral areas (presumably, secondary visual cortex).

EROS in Studies of Working Memory and Executive Function

As discussed earlier, working memory is a concept that is strongly related

to that of executive function. Further, there is a long tradition of studies of

working memory conducted with brain imaging methods. This work has em-

phasized the role of prefrontal and parietal regions in working memory par-

adigms (e.g., Cohen et al., 1997; Corbetta et al., 1998). In our laboratory, we

have conducted a few studies on working memory based on EROS. We were
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particularly interested in determining whether EROS could be useful in inves-

tigating various aspects of the frontoparietal network (FPN) often associated

with working memory and executive function. Specifically, our question was

whether EROS could further our understanding of the specific function of

these cortical regions, as well as their interactions. Note that the temporal

resolution of EROS should be particularly useful for investigating how these

interactions play out over time. In fact, timing information, coupled with spa-

tial resolution, provides modeling constraints that can be exploited statisti-

cally (e.g., if area X is activated before area Y, then X may influence Y, but not

vice versa) [Rykhlevskaia et al., 2006a]. We have conducted various studies

aimed at determining whether EROS can help provide initial answers to the

following questions:

1. Is there a functional specialization of the activity within the FPN?

Specifically, is there a functional specialization dependent on the type

of material involved and the type of task required?

2. Is there evidence of interactions among different areas? How do these

interactions play out over time? Do they involve coordination of

activity among areas, including reciprocal inhibition phenomena?

Are these interactions mediated by the anatomical connection be-

tween areas?

3. Is there a hierarchy between processes, with some related to general-

purpose activities and others more domain-specific? Do the general-

purpose activities operate earlier than the domain-specific mecha-

nisms, consistent with the idea that the former control the latter?

To address these types of issues with EROS, it is important to first deter-

mine that this method can, in fact, be used to study the time course of activity

in frontal cortical regions, even with a relatively small number of trials (i.e.,

fewer than 50 per condition per subject). As such, we (Low et al., 2006) in-

vestigated the time course of frontal activity during an auditory oddball par-

adigm, in which two classes of stimuli are presented—one rare (occurring

20% of the time, and yielding approximately 50 trials per subject) and one

frequent (Donchin, 1981). In different blocks of trials, these stimuli were at-

tended or unattended. We found that the right middle frontal gyrus was en-

gaged by rare stimuli when they were attended to, but not by unattended

stimuli, approximately 300ms after stimulus presentation. This latency cor-

responds to that of the frontal area P3 (sometimes labeled P3a) [e.g.,

Katayama and Polich, 1998], which can be recorded using ERPs in the same

paradigm and under the same experimental conditions. Activity in the right

middle frontal gyrus has also been recorded in fMRI studies of the oddball

paradigm (e.g., Kirino et al., 2000), although these studies have also often

reported a response in left prefrontal regions. In summary, these data support

the idea that EROS can be effectively used to study activity in the FPN, even

with a limited number of trials.
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EROS and Specialization within the Frontoparietal Network

In a second study, we recorded EROS from frontal regions in a paradigm

commonly employed to study working memory, the n-back task (Leaver et al.,

submitted). This task has been employed extensively in brain imaging re-

search; studies typically reveal activation of the middle and inferior frontal

regions (Buckner and Peterson, 1996; Cabeza et al., 1997; Fletcher, 1997). We

were interested in determining whether EROS could detect this activity and

establish the timing of its occurrence. We were also interested in determining

whether EROS could help characterize the frontal responses, regionally and/or

temporally, as a function of the type of material to be memorized and the

memory load. Therefore, two versions of this task were used, one based on ver-

bal information and one based on spatial information; for each version of the

task, we varied the memory load by contrasting a two-back to a one-back

condition. Finally, we were interested in determining whether individual dif-

ferences in brain connectivity may have an effect on the functional organiza-

tion of working memory and its relationship to behavior. For this reason, we

compared young adults with old adults, because the latter may be expected to

have a lower level of brain connectivity. More importantly, we further com-

pared old adults who had either a large or a small anterior corpus callosum

(CC), the major white matter structure connecting the left and right frontal

lobes. This is an individual difference that could be more directly related to the

brain connections essential to working memory function.

Results indicate that areas in the left middle frontal gyrus were active with a

latency of approximately 250ms for the verbal version of the task, and ho-

mologous right regions were active for the spatial task. Further, regions in the

inferior and middle frontal gyrus of the right hemisphere were activated in

the one-back condition and inhibited in the two-back condition. Conversely,

analogous regions of the left hemisphere were activated in the two-back con-

dition and inhibited in the one-back condition. Both of these left-right lat-

eralizations (verbal versus spatial and two-back versus one-back) were signif-

icantly less pronounced in old adults with small anterior CCs than in those

with large CCs or in young adults.3 The old adults with small CCs also showed

impaired performance, particularly in the most difficult task conditions.

In interpreting these results, we considered that the one- and two-back

conditions differ as follows: The one-back condition requires the use of the

most recently activated representation, whereas the two-back condition re-

quires ignoring this information and instead accessing representations of pre-

viously presented items. Thus, the two-back condition requires the retrieval of

information in the presence of interference. As noted in Chapter 16, the left

inferior frontal gyrus appears to be particularly important for retrieval of in-

formation under these conditions (Jonides et al., 1998; Badre and Wagner,

2002, 2005). Activation of the right inferior frontal gyrus during retrieval of

information in the absence of interference has been instead shown in other

brain imaging studies (for a review, see Nolde et al., 1998). These findings are
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consistent with those of our experiment. Thus, it is possible that the relative

activation of these two areas may be related to which information is relevant

for a particular condition. Perhaps the right hemisphere is less capable of dis-

criminating between information acquired over time than the left hemisphere.

We will come back to this interpretation of the function of these areas later in

this chapter, when we discuss effects observed during task-switching.

In conclusion, the EROS, aging, and structural CC data obtained in the

n-back task point to the importance of brain connectivity in working memory

function. These data indicate that anatomical variations (especially those of

structures connecting the relevant areas) may contribute to changes in both

brain activity and performance. Further, they stress how working memory

function requires the appropriate and timely integration of different cortical

regions.

EROS and Coordination of Activity in Different Brain Regions

Inherent to the concept of executive function is the idea that different brain

regions are coordinated with each other in performing particular cognitive

operations. Within a brain imaging framework, the concept of coordination

between regions is associated with that of functional connectivity. Functional

connectivity is typically defined as the correlation over time of activity in dif-

ferent areas (Friston, 1993a). This concept is distinguished from that of ef-

fective connectivity, which implies causality in the relationship between brain

areas (Friston, 1993b); causality is, of course, muchmore difficult to prove than

correlation. As was highlighted in the previous section, another related concept

is that of anatomical connectivity, which is related to the anatomical connec-

tions between different brain regions.

Within the framework of executive function, functional connectivity may

be considered a dynamic operation that varies according to the context in

which the operation occurs. Further, it can be considered that functional

connectivity evolves over time, and that activity in a particular area is associ-

ated with excitation (or inhibition) of another area with some lag.

This type of relationship can be best demonstrated with a technique pos-

sessing high spatial and temporal resolution. Both are important: If a technique

lacks spatial resolution, it would be impossible to determine whether a corre-

lation between the activity observed at two different locations is real or a con-

sequence of the spatial cross-talk between the measurements; if a technique

lacks temporal resolution, it is impossible to determine the order of activation

of different areas—thus limiting the types of conclusions that can be drawn

from the data. Of course, all brain imaging techniques possess some degree of

both spatial and temporal resolution, allowing for various implementations of

this approach (see, for instance, Friston et al., 1993 a,b).

In a recent study (Rykhlevskaia et al., 2006a), we have provided two exam-

ples demonstrating that EROS can be particularly useful for studying functional

connectivity, specifically, to demonstrate lagged correlations between different

areas. In the first example, we used data from visual cortex to show how EROS
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can be used to study the propagation of activity between different occipital

areas after visual stimulation.

The second example, which is more relevant to the purposes of the current

chapter, was focused on task-switching (i.e., the requirement of updating rules

that are currently relevant for the task and discarding rules that may have been

valid a short time earlier). The goal of this experiment was to demonstrate that

task-switching involves the appropriate coordination of activity of different

cortical regions—a coordination that may be affected by the strength of the

anatomical connections between homologous areas. Here, we measured brain

activity elicited by cues signaling whether upcoming stimuli in a spatial Stroop

task (DeSoto et al., 2001) should be processed according to a verbal or a spatial

dimension. Both young and old adults participated in a study in which EROS

was measured from frontal areas. As in the n-back study described earlier,

structural magnetic resonance images were also collected and used to derive

estimates of the size of the anterior portion of the CC. This provided a mea-

sure of the anatomical connectivity between left and right prefrontal areas in

these subjects.

The analysis focused on the relationship between two homologous regions

of the prefrontal cortex (BA 9), which were activated selectively for the ver-

bal (left hemisphere) and spatial (right hemisphere) cues. These areas closely

corresponded with the spatial and verbal areas observed in the n-back task de-

scribed earlier. Activation in these regions peaked approximately 300ms after

cue onset, andwasmore pronounced during trials requiring a change (switch) in

task rules. We employed a new technique, based on confirmatory factor analysis

(a structural equation modeling technique), for modeling the pattern of cross-

correlations between these two regions accounting for different lags.

The results indicated that each hemisphere tended to be negatively corre-

lated with activity in the opposite hemisphere, with a lag of approximately

200–250ms. We interpreted this negative correlation as evidence for com-

petition (or reciprocal inhibition) between homologous areas in the two hemi-

spheres involved in the selection of the appropriate rules to be used on a par-

ticular trial: When a cue signaled that a verbal rule was to be used, the spatial

rule was inhibited, and vice versa.

Further, the results indicated that this negative correlation was modulated

by the size of the anterior one-third of the CC: It was most evident in subjects

with a large CC. Further, we found that CC size was also inversely related to the

cost of switching between verbal and spatial rules, thus indicating that the an-

atomical connectivity (or lack thereof) had behavioral consequences (Gratton

et al., submitted). The size of the anterior CC was also reduced with age, al-

though CC size was a better predictor of both differences in functional con-

nectivity and behavioral effects than age per se. All of these phenomena held

true when CC size was adjusted by total brain size. In Chapter 4, it is shown

how a higher-level brain region—the anterior prefrontal cortex—interacts

with verbal versus spatial regions to prepare to perform a task. Our data
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suggest a second mechanism for ensuring that the currently relevant task set is

followed, namely, interactions (in the form of reciprocal inhibition) between

the verbal and spatial regions themselves.

The concept that attentional control may be mediated by the reciprocal

inhibition of different attention nodes is present in recent models of attention

(e.g., Miller and Cohen, 2001; see also Herd et al., 2006). These authors also

consider the middle frontal gyrus a critical structure for attentional control.

Note that, by using the spatial versus verbal dimension, we have been able to

physically segregate nodes related to attentional control in different hemi-

spheres. This facilitates the investigation of reciprocal inhibition mechanisms.

Further, this study suggests that attentional control may be impaired through

a reduction of reciprocal inhibition, mediated by changes in anatomical con-

nectivity. However, in the current case, reciprocal inhibition was only evident

through a spatiotemporal cross-correlational analysis, which itself requires a

technique combining spatial and temporal resolution.

In summary, these findings indicate that a combination of structural in-

formation and functional connectivity data obtained with EROS can be par-

ticularly useful for studying the interactions that occur across brain areas when

context conditions require cognitive adjustments—i.e., when executive func-

tion is deployed.

EROS and General Versus Specific Processes

Flexible adaptation to changing task demands is essential for successful be-

havior in a complex environment—and is a critical feature of executive func-

tion. An important question concerns the general organization of the processes

underlying adaptation. One possibility is that these adaptation processes may

be executed through a hierarchical system, involving both general-purpose

mechanisms, related to the control of attention (presumably, related to the

FPN described earlier), as well as more specific mechanisms, dependent on the

particular dimensions that need to be tracked. We may hypothesize that ac-

tivation of the general-purpose areas should precede activation of the more

task-specific areas. Alternatively, adaptation may depend on a distributed pro-

cess, so that a centralized control mechanism is not required. Interaction be-

tween different areas may still be important (e.g., exhibiting reciprocal inhi-

bition, as shown in the previous section), but this interaction may not reflect a

particular hierarchy. Finally, it is possible that the two systemsmay coexist, and

that their engagement depends on task demands, strategic alternatives, and

individual differences. To characterize these two modes of operation, it may be

useful to compare the activation patterns observed when different types of

environmental dimensions need to be tracked.

To investigate the brain regions involved in dynamically switching between

task instructions, we have conducted a series of four additional experiments

using EROS (Low et al., 2006). We used a cueing paradigm in which a pre-

cue provides specific instructions about the rule to be used on a given trial
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(Fig. 10–2). In different experiments, we varied the stimulus dimension to be

attended from trial to trial (auditory versus visual, local versus global, or left

versus right visual field) or the response to be emitted (verbal versus manual).

The EROS data were then sorted, based on whether the current trial contained

the same task demand as the previous trial (no-switch) or a different task

demand (switch).

The data from the pre-cueing paradigm reveal both general and specific

activations associated with task-switching. The term ‘‘general’’ is used to in-

dicate activities that are relatively similar across different modalities and tasks.

The ‘‘specific’’ activities are proper to each task and appear to represent early

activation of brain regions that are involved in upcoming tasks related to the

imperative (response) stimuli. A possible interpretation of these activities is

that setting up appropriate preparatory processes may involve activation of

the same cortical regions that will later be used in the upcoming reaction time

task. This type of activation appears consistent with attention effects reported

in the brain imaging literature (see Kastner et al., 1999; Hopfinger et al., 2000;

see also Corbetta et al., 1991). An important observation is that activity in

these areas typically shows two peaks: one shortly after the cue (within the first

200ms) and one occurring at much longer latencies (typically, approximately

Figure 10–2 Schematic representation of the paradigms used in the task-switching

studies. For all paradigms, the response stimulus (RS) could be responded to according

to different stimulus dimensions (study 1–3) or response dimensions (study 4). The

relevant dimension was determined by a pre-cue presented 2 s before the RS. The pre-

cue was randomized across trials, thus generating conditions in which the same rule was

used on consecutive trials (no-switch conditions) and conditions in which the rule

changed (switch conditions). Each column in the figure refers to a different study; each

row refers to a different event (stimulus or response).
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600ms after the cue). We will come back later to a possible interpretation of

this double peak.

The areas activated in task-general processing appear to be consistent with

those included in the FPN (Corbetta et al., 1995; Cohen et al., 1997), and typ-

ically correlate with executive function. However, the data collected in the

different experiments allow us to describe these activities, their mutual rela-

tionship, and their relationship with subsequent behavior, in greater detail.

A complex picture appears to emerge. A cursory summary of the results (see

Fig. 10–3; see color insert) suggests that general preparatory processes include

activities in roughly three regions and intervals:

1. Early (latency¼ 200 ± 50ms) activity in the lateral occipitotemporal

boundary. This activity is often most evident in the left hemisphere,

but it appears in the right hemisphere for motor tasks. It may be cor-

related across subjects with the subsequent middle frontal gyrus

activity, as discussed later. Currently, we have no evidence that the

activity in this area is predictive of subsequent behavior.

2. Intermediate (latency¼ 350 ± 100ms) activity in the middle frontal

gyrus. This activity is typically positive in the left hemisphere and

Figure 10–3 Statistical parametric maps (Z scores) of the event-related optical signal

(EROS) response elicited by pre-cues during the pre-cueing paradigm computed across

subjects. All maps represent activity related to cues signaling a switch in the rule to be

used for processing the upcoming imperative stimuli, relative to no-switch cues. EROS

allows investigators to compute maps at several multiple latencies from stimulations.

Presented here are latencies that were most representative for each of the three regions

of activation (lateral occipital, prefrontal, and parietal).

Event-Related Optical Signal Data 213



negative in the right hemisphere. Positivity in the right hemisphere

may be evident for no-switch trials. The left hemisphere activity is

well correlated with subsequent activity in more posterior parietal

regions (discussed later). It is also moderately correlated with sub-

sequent behavior: Subjects showing greater activity in the left middle

frontal gyrus also show better overall accuracy and a reduced dif-

ference between error rates on switch compared to no-switch trials,

suggesting that this activity may be correlated with the adoption of

particular strategies. This correlation with subsequent behavior is not

evident for right hemisphere activity.

3. Late (latency¼ 450± 100ms) activity in the inferior parietal lobule (or

regions around the intraparietal sulcus). This activity is bilateral, al-

though, in some cases, it appears most evident in the right hemisphere.

The parietal activity is correlated with subsequent behavior. Specifi-

cally, it appears that the right hemisphere activity is predictive of

overall accuracy,whereas the left hemisphere activity ismore correlated

with a reduction in switch costs (in particular, for reaction time).

These data lend themselves to some theoretical speculations. The presence

of activation in a task-general network (FPN) appears to support to the hi-

erarchical hypotheses of the organization of these processes (rather than to the

distributed hypothesis). However, an important issue to consider is the rel-

ative order of activation of the general and specific processes. The hierarchical

theory would lead to the prediction that the general processes should usually

occur before the specific processes. In fact, the data suggest a different picture:

Activity in the domain-specific regions occurs at two points in time, one

relatively early (i.e., before activation of the FPN) and one relatively late (i.e.,

after activation of the FPN). Whereas the second peak is consistent with the

predictions made by the hierarchical hypothesis, the early peak appears to be

consistent with the distributed hypothesis. It should be noted that, at least in

one study (Gratton et al., submitted), the amplitude of the late peak, but not of

the early one, appears to predict the absence of behavioral switch costs. This

may suggest that the second activation may be more important for prepara-

tory processes than the first one. However, the data provide some support for

the idea that executive control results from the interplay between two modes

of operation: (1) a distributed mode in which activation of domain-specific

elements does not require prior activation of domain-general elements, and

(2) a hierarchical mode in which the domain-general elements are activated

first, followed by activation of the domain-specific elements.

The data also appear informative with respect to the organization of the

FPN, and suggest two basic organizational principles: (1) There is an anterior-

to-posterior organization within this system; prefrontal regions are more in-

volved in working with memory representations (which include representa-

tions of stimuli, the meaning of the cues and tasks), whereas parietal regions

are more involved with the representation of stimulus-response associations.
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This finding is consistent with views about the organization of the FPN dis-

cussed in other chapters of this book (e.g., Chapters 2, 3, 4, 6, and 12). This

view is also consistent with previous accounts based on lesion, single-unit, and

imaging studies (Corbetta et al., 1995; Cohen et al., 1997; Miller and Cohen,

2001). (2) Although homologous regions in the left and right hemisphere may

support relatively analogous information-processing roles, there is a left-to-

right organization, with the left hemisphere more capable of subtle distinc-

tions (and therefore possessing a greater degree of functional resolution) and

the right hemisphere having a coarser level of representation (and therefore

possessing a smaller degree of functional resolution, but being capable of more

rapid processing).

Within the pre-cueing task-switching paradigm, we then assume that the

left prefrontal cortex is particularly involved when a switch is required, whereas

the right prefrontal cortex is inhibited (with respect to the pre-cue baseline)

in this case. The opposite occurs during no-switch trials. The reason for this

is that the no-switch trials require reactivation of recently presented repre-

sentations. No particular temporal-order resolution is required in this case,

because the strongest representation is the one that is used—thus, the right

middle frontal region is perfectly adequate for this process. The left prefrontal

cortex is instead required on switch trials, because a previous representation is

required in this case—whereas the last representation needs to be inhibited.

This finding is consistent with the results obtained with EROS in the n-back

task (Leaver et al., submitted; see Chapter 10), showing activation of the right

middle and inferior frontal gyrus for the one-back condition, and of the left

middle and inferior frontal gyrus for the two-back condition. Note that,

within this view, the left middle frontal gyrus assumes a key role in preparatory

processes, allowing more fine-tuned preparation to occur. This may occur

because this area is capable of better discrimination between task rules and the

temporal order of information than its homologous region in the right hemi-

sphere. This would allow it to operate in the presence of interfering infor-

mation (see Chapter 16; see also Badre and Wagner, 2002, 2005). Left hemi-

sphere activity is therefore more correlated with fine-tuned preparation than

activity in the right hemisphere.

According to this framework, the elicitation of appropriate task repre-

sentations needs to be transformed into specific stimulus-response associa-

tions. For this to occur, activation of parietal regions, which are more directly

related to the instantiation of stimulus-response associations, appears be

important (see Chapters 11 and 16). Again, a left-right difference is noticeable:

Whereas the activation of the right inferior parietal lobule leads to a generic

increase in accuracy (for both switch and no-switch trials), indicating an over-

all change in the criteria set for response activation, the left hemisphere ac-

tivity is more specific to the switch condition only, representing, presumably,

changes that are context-dependent and possess a greater level of tuning.

This framework is, of course, tentative and requires further work, but it may

be used to make predictions about other paradigms. The data and speculations
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described in this section provide examples of how the use of a spatiotemporal

analysis could help to dissect preparatory processes and executive function.

The data also help us to make a few methodological points. First, correla-

tions across subjects between brain activity at various locations as well as with

behavior may prove very useful for increasing our understanding of executive

function and brain function in general. Note that these correlations should not

be interpreted as indicative of causal relations. Rather, they imply that indi-

vidual differences in brain function at a particular location and latency are

associated with individual differences in brain activity at other locations or

latencies as well as behavior. A way to describe these types of relationships is

that they may indicate that processing modes, or strategies varying across

individuals, are associated with both particular patterns of brain activity and

particular patterns of behavior. For instance, subjects who show a large dif-

ference between switch and no-switch trials in right parietal regions may also

show greater accuracy in general. In other words, a particular pattern of brain

activity is typical of subjects who exhibit a particular pattern of behavior.

Second, the data indicate that fast optical imaging can be used to study

these types of individual differences in processing strategies. These types of

correlations are commonly used in other brain imaging studies. However, un-

til recently, this approach had not been successfully applied to fast optical

imaging data. The relatively low SNR afforded by this technique has led some

people to suggest that the fast optical signal could only be used as an aggregate

across subjects. However, the data reported here indicate that this is not the

case. The fact that individual differences in fast optical measures lead to con-

sistent and interpretable effects suggests that these measures can be powerful

tools in the study of brain-behavior relationships.

SUMMARY AND DISCUSSION

We have briefly reviewed EROS as a technology that could be useful in the study

of executive function. An advantage of EROS with respect to the most currently

used brain imaging technologies (ERPs and fMRI) is the combination of sub-

centimeter spatial resolution with millisecond-level temporal resolution. Cur-

rently, its major limitations are its limited penetration (approximately 3 cm

from the surface of the head) and relatively low signal-to-noise ratio.

Why is the combination of spatial and temporal information important in

studying executive function? We have argued here that executive function im-

plies the coordinated and presumably sequential activation and inhibition of

different cortical regions. We have presented some examples of data that we

have recently obtained in different paradigms (in particular, from various

versions of the task-switching pre-cueing paradigm), indicating that executive

function does, in fact, imply the occurrence of an ordered sequence of regional

activations and inhibitions. These findings are consistent with fMRI data dem-

onstrating that several brain areas are activated during these types of tasks and

with data from ERPs showing a sequence of different components that are also
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regularly observed in these tasks. Specifically, we found two types of prepa-

ratory processes: (1) a set of general activities that occur in regular fashion

in different versions of the pre-cueing paradigm, and (2) another set of more

specific activities that depend on the particular nature of the preparatory pro-

cesses involved. The first set includes the commonly observed FPN, whereas

the second includes cortical areas that are likely to be involved in subsequent

processing of the imperative stimulus.

We also reviewed data indicating how a technique combining spatial and

temporal resolution, such as EROS, can provide useful data about the func-

tional connectivity between different areas. Importantly, the temporal reso-

lution of EROS allows us also to study the order of events in the brain (e.g., the

ordering of activity in domain-general and domain-specific regions). This

type of information can be useful for generating causal hypotheses about the

relationship between the activities observed in different areas, and can provide

support for different theories about executive function operation mode. For

instance, our data support the coexistence of a hierarchical and a distributed

mode of operation. Further, some of our data suggest a relationship between

individual differences in functional connectivity and those existing in anatom-

ical connectivity (e.g., in the size of the anterior portion of the CC). Although

the type of analysis presented here was most appropriate for interhemispheric

connectivity, we are currently investigating its extension to intrahemispheric

connectivity. This may involve the use of diffusion tensor imaging, a relatively

recent magnetic resonance imaging technology that permits visualization of

white matter tracts (Rykhlevskaia et al., 2006b).

Of course, as with any other brain imaging method, EROS alone is in-

sufficient to provide a complete picture of the brain processes underlying

executive function. (1) EROS does not provide information about structures

deep in the brain. (2) Causality in the links between different cortical areas,

and even between cortical activity and behavior, can be hypothesized, but not

proven by EROS data alone. Other data, such as information from neuropsy-

chological, pharmacological, or transcranial magnetic stimulation studies,

may provide this type of information. (3) Anatomical information, which

can be very useful in the study of executive function, is not readily available

through EROS, and as such, EROS is best combined with anatomicalMRI data.

In summary, EROS can effectively complement other brain imaging tech-

nologies in the study of executive function.
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NOTES

1. ‘‘Birefringence’’ is a property of material to change the angle of polarization of

polarized incident light; ‘‘scattering’’ refers to a randomization of the direction of

movement of photons due to diffraction and reflection.
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2. ‘‘Back-scattering’’ is the portion of scattered photons that are reflected back by

tissue to a location at or near their source.

3. Anterior corpus callosum size was not correlated with overall brain volume, but

tended to decrease with age.
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Syré F, Obrig H, Steinbrink J, Kohl M, Wenzel R, Villringer A (2003) Are VEP cor-

related fast optical signals detectable in the human adult by non-invasive nearin-

frared spectroscopy (NIRS)? Advances in Experimental Medicine and Biology 530:

421–431.

Tanner K, Beitel E, D’Amico E, Mantulin WW, Gratton E (2006) Effects of vasodilation

on intrinsic optical signals in the mammalian brain: a phantom study. Journal of

Biomedical Optics 11: 064020 (10 pages).

222 Rule Implementation



Tse C-Y, Penney TB (in press) Optical imaging of cortical activity elicited by unat-

tended temporal deviants. Special issue of IEEE EMBMagazine on Optical imaging.

Tse C-Y, Tien K-R, Penney TB (2006) Event-related optical imaging reveals the tem-

poral dynamics of right temporal and frontal cortex activation in pre-attentive

change detection. Neuroimage 29:314–320.

Villringer A, Chance B (1997) Non-invasive optical spectroscopy and imaging of

human brain function. Trends in Neuroscience 20:435–442.

Wolf M, Wolf U, Choi JH, Gupta R, Safonova LP, Paunescu LA, Michalos A, Gratton E

(2002) Functional frequency-domain near-infrared spectroscopy detects fast neu-

ronal signals in the motor cortex. Neuroimage 17:1868–1875.

Wolf M, Wolf U, Choi JH, Gupta R, Safonova LP, Paunescu LA, Michalos A, Gratton E

(2003a) Detection of the fast neuronal signal on the motor cortex using functional

frequency domain near infrared spectroscopy. Advances in Experimental Medicine

and Biology 510:193–197.

Wolf M, Wolf U, Choi JH, Toronov V, Paunescu LA, Michalos A, Gratton E (2003b)

Fast cerebral functional signal in the 100ms range detected in the visual cortex by

frequency-domain near-infrared spectrophotometry. Psychophysiology 40:521–

528.

Wolf U, Wolf M, Toronov V, Michalos A, Paunescu LA, Gratton E (2000) Detecting

cerebral functional slow and fast signals by frequency-domain near-infrared spec-

troscopy using two different sensors. Paper presented at OSA Meeting in Optical

Spectroscopy and Imaging and Photon Migration, Miami, April 2–5, 2000).

Event-Related Optical Signal Data 223



This page intentionally left blank 



III

TASK-SWITCHING



This page intentionally left blank 



11

Task-Switching in Human and

Nonhuman Primates: Understanding

Rule Encoding and Control from

Behavior to Single Neurons

Gijsbert Stoet and Lawrence Snyder

Task-switching paradigms are a favorite choice for studying how humans re-

present and apply rules. These paradigms consist of trials of two different task

contexts, each with its own rules, between which subjects frequently switch.

Measuring the difficulty subjects have when switching between tasks taps into

a fundamental property of executive control, that is, the capacity to respond to

stimuli according to task context.

Although any biological organism can have a fixed response to sensory in-

puts, it is nontrivial to process identical inputs in different ways, depending on

the task context. Task-switching paradigms are designed to study how sub-

jects respond in the face of changing task contexts. In the last decade, more

than 400 studies using this paradigm have been published (for an overview, see

Monsell, 2003). Most of these studies are about human task-switching. How-

ever, unfortunately, there are limits to what we can learn from humans. We can

look at behavior, and at regional brain metabolism, but it is very difficult to

study the individual neuronal level using invasive techniques. In this chapter,

we use rhesus monkeys as a model system to look at executive control at the

neuronal level. A large number of studies have done something similar in the

frontal lobes (e.g., see Chapters 9, 10, 11, and 13). We concentrate on the pa-

rietal lobe, and show that parietal neurons play a critical role in executive con-

trol. The idea that the parietal lobe might play a role in executive control is sur-

prising, but not altogether unanticipated. After all, the posterior parietal cortex

(PPC) is an association area, and thus a likely candidate for integrating differ-

ent cortical processes. A number of brain imaging studies have focused on ex-

ecutive functions in the parietal cortex (e.g., Sohn et al., 2000; Rushworth et al.,

2001; Gurd et al., 2002; Sylvester et al., 2003), and several recent studies in

monkeys demonstrated the integration between top-down and bottom-up in-

formation (e.g., Chafee and Goldman-Rakic, 2000). We hypothesize that the

complex set of general functions necessary for controlling mental functions is
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distributed over a large area of the brain, rather than being limited to just one

region or lobe of the brain.

Before we address any of the questions regarding neural activity, we will first

ask whether monkeys and humans behave similarly in their deployment of ex-

ecutive processes. This is an interesting question because executive control in

a human appears to be quite sophisticated. A rhesus monkey might not have

available the full range of human executive functions and therefore might

performquite differently froma human in a task-switching paradigm. Therefore,

we will first ask whether it is the case that humans have evolved to be particularly

good at processing information in different ways and in rapidly switching their

processing in response to changes in the task context. We will show that this is

not the case; what humans are good at, comparedwithmonkeys, is not switching

between two tasks, but rather, locking on to a single task.

THE TASK-SWITCHING PARADIGM

In a task-switching paradigm, subjects perform interleaved trials of two ormore

different tasks in rapid succession. There are different types of task-switching

paradigms. In uncued task-switching paradigms, subjects know through an

instruction when to perform what task. For example, in the alternating-runs

paradigm of Rogers and Monsell (1995), subjects know that they have to switch

tasks every two trials. A disadvantage of this paradigm is that it is impossible

to determine when subjects start to prepare for an upcoming task switch. This

problem is solved in cued task-switching paradigms, in which each trial begins

with the presentation of a task instruction cue. This cue indicates the rule that

must be applied to the subsequent imperative stimulus. For example, in a switch

paradigm in which the imperative stimulus is a number, one cue might instruct

the subject to determine whether the number is even, whereas another cuemight

instruct the subject to determine whether the number is greater than 5.With ran-

domly interleaved tasks in a cued task-switching paradigm, subjects cannot reli-

ably prepare the upcoming task until the task cue has been presented. If the pur-

pose of an experiment is to measure neural correlates of task preparation or rule

application, it is an advantage to be able to determine exactly when the prepa-

ration process starts.

Finally, a very different type of task-switching paradigm is the Wisconsin

Card Sorting Task (WCST), in which subjects sort cards according to a rule that

is based on either the color or the symbols on the cards. After a fixed number

of consecutive successful trials, the experimenter changes the sorting rule. This

change results in sorting errors, and the subject must use error feedback to

learn the new rule. One measure of executive control in this test is the number

of trials required for a subject to learn a new rule. Perseveration on the old

rule is taken as an indication of executive impairment, and is seen in various

frontal brain syndromes (Sullivan et al., 1993). Although the WCST has been

used for decades to diagnose cognitive impairment, computerized variations

have been used in studying executive control and rule representation in animals
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(Dias et al., 1996; Mansouri and Tanaka, 2002; Rushworth et al., 2002; Everling

and DeSouza, 2005). The WCST has a similar problem to the alternating-runs

paradigm. Because rule switches are unannounced and have to be discovered by

the subjects themselves, the time at which the subject switches from preparing

one task to preparing another task is ambiguous. Thus, although the WCST is

useful for studying how long it takes subjects to discover a change in the task, the

processes that underlie switching to apply a new set of task rules are more

difficult to pin down.

Task-switching paradigms provide two independent measures of task-

switching performance: switch costs and incongruity costs. The subject’s abil-

ity to switch from one task to another is quantified by subtracting the perfor-

mance (e.g., response time) in task-repetition trials from the performance in

task-switching trials. The subject’s ability to ignore distracting, irrelevant in-

formation is assessed by subtracting the performance in trials using a stimu-

lus that instructs the same response on each task (an example of a congruent

stimulus in the aforementioned example task is the digit ‘‘7,’’ which is both

odd and greater than 5) from performance in trials using a stimulus that in-

structs different responses (an incongruent stimulus) [e.g., the digit ‘‘3,’’ which

is odd, but not greater than 5]. To compare monkey and human behavior in

task-switching, we needed to develop a version of the task that could be per-

formed by both species. Instead of using letters and numbers, as is common in

human task-switching experiments, we used shapes or colors, rather than ver-

bal instructions, to cue the two different tasks, and we made the tasks them-

selves concrete (based on simple, observable properties of the stimuli).

Two monkeys (Macaca mulatta) [M1 and M2] and seven human volunteers

(H1–H7) were compared using the same experimental setup. At the beginning

of each trial, subjects were informed by a yellow or blue screen, or by an upright

or inverted triangle, which of two tasks was to be performed. After a short pre-

paratory delay, an imperative stimulus appeared. For half of the subjects, this

stimulus was a square; for the other half of the subjects, this stimulus was a line.

In task A, the subjects had to judge whether the color of the imperative stim-

ulus (the square or the line) was closer to red or to green. In task B, subjects M1

andH1–H4 had to judge whether the inside of the square wasmore or less bright

than the outer border of the square, and subjects M2 and H5–H7 had to judge

whether the line orientation was horizontal or vertical (Fig. 11–1; see color in-

sert). Subjects pressed a left or right response button to indicate their judgment.

Stimuli were presented on a touch-sensitive video screen located just in

front of the subject. Subjects began each trial by holding a home key, and then

responded to the imperative stimulus by moving to touch one of two white

squares positioned at the left and right bottom portions of the screen. Target

color was randomly chosen from a large number of different shades of red and

green (e.g., pink, orange, cyan). For square stimuli (the first half of the sub-

jects), the luminances of the border and inside regions were similarly chosen

from a wide range of possible values. The different combinations of color and

luminance contrasts yielded 104 different target stimuli. For lines (the second
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half of the subjects), orientation was graded, but limited to within 10 degrees

of horizontal or vertical. The large range of color and luminance, or color and

orientation, was chosen to encourage the use of general rules rather than a

memory-based strategy for solving the tasks. A memory-based strategy might,

for example, involve memorizing every possible cue-response pair, along with

its correct response. In this undesirable scenario, animals might perform the

task using associative recall, rather than performing one of two different dis-

crimination tasks. The use of two different stimulus shapes (lines or squares),

two different sets of task cues (triangles or screen color), and two different sec-

ond tasks (orientation or luminance gradient) were all intended to help to es-

tablish the generality of our results.

Animals were first trained on a single task. Once proficient, theywere trained

on a second task. When they learned the second task, they were switched back

to the first task, which had to be relearned. This process of switching contin-

ued, with switches occurring ever more frequently, until the two tasks were

completely and randomly interleaved.

Figure11–1 Experimental paradigmand stimulus response associations.A.Twoexam-

ple trials. The monkey (or human) sits behind a touch-sensitive screen and the hand is

positioned in resting position on the orange home key. Each trial started with a 250-ms

task cue indicating which of two task rules to apply to the subsequent stimulus. The task

was cued by either a color (blue or yellow) or a shape (upright or inverted triangle). After a

190- to 485-ms delay period, the imperative stimulus, a colored, oriented bar, appeared.

Depending on the task rule, either the color or the orientation of the stimulus was

relevant. In the color discrimination task (example trial 1), or task A, red stimuli required

a left button press and green stimuli required a right button press. In the orientation dis-

crimination task (example trial 2), or task B, vertical bars required a left button press and

horizontal bars required a right button press. Liquid rewards followed correct responses

for monkeys. B. Stimulus-response combinations. One of two possible cues was used to

indicate task A or task B. A single set of imperative stimuli was used in both tasks. Con-

gruent stimuli were mapped to the same response button in both tasks, whereas incon-

gruent stimuli were mapped to opposite buttons.
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Each trial started when the subject put its dominant hand on the home key

(Fig. 11–1A). The response buttons appeared immediately and remained on

until the end of the trial. Next, the task cue appeared (250ms), followed by a

blank screen (500–600ms). Then the imperative stimulus appeared and re-

mained on-screen until the subject released the home key. The subject then

had 2000ms to move to within approximately 6 cm of the left or right response

button. The behavioral reaction time (RT) was measured as the interval be-

tween onset of the imperative stimulus and release of the home key. Monkeys

were rewarded for correct responses with a drop of water; humans were not

rewarded. Incorrect trials for both species were followed by a visual error signal

and a 1-s time-out period.

We recorded eye movements in monkeys using the scleral search coil

technique. The data show that monkeys typically kept their eyes at the center

of the screen and made a saccade to the response button shortly before moving

their arm.

For the monkeys and for three of the seven humans, the task cue was pres-

ent for only the first 200ms of the task preparation interval. This was intended

to encourage the subjects to actively process the task cue before receiving the

imperative stimulus. An analysis of the data obtained with variable preparatory

intervals demonstrated that this was, in fact, the case (Stoet and Snyder, 2003).

For the first four humans tested, the task cue remained on-screen throughout

the task preparation interval, making the task slightly easier. In these first four

human subjects, the intertrial interval (ITI) was shorter than that used with the

monkeys and with the final three humans (250ms versus 345ms). The shorter

ITI compensated for the quicker responses to target stimuli in the monkey sub-

jects. See Meiran (1996) for a discussion of the effects of ITIs on human switch

costs. The second set of humans served as a control for the differences in timing

between the animals and the first set of humans. The results were identical, and

we mainly report data from the first set of humans (H1–H4).

COMPARISON OF MONKEY AND HUMAN TASK-SWITCHING

We first compared the behavioral performance of monkeys and humans dur-

ing task-switching. To use monkey task-switching as a model system to study

human cognition processing, it is not necessary that monkeys perform iden-

tically to humans. However, it is crucial to have a good understanding of any

differences that might exist.

We assessed switch costs after monkeys and humans were trained to compar-

able success rates. We analyzed RTs using analysis of variance with the factors

‘‘switch’’ and ‘‘congruency.’’ For this data analysis, we excluded all error trials

and trials that immediately followed an error trial. We analyzed the percentage

of errors (PE) with chi-square tests. When computed across all trials, perfor-

mance was similar for the two species (Fig. 11–2A). Monkeys were generally

faster than humans (mean RT¼ 325ms versus 440ms), although RT in the two
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fastest humans was comparable to that of the slower monkey. On average, hu-

mans were slightlymore accurate thanmonkeys (mean PE¼ 3.9% versus 5.8%).

Despite their similarity in overall RT and error rate, humans and monkeys

show a striking difference in their ability to switch from one task to another.

HumanRTswere significantly slowed in the trial immediately after a task switch

(Fig. 11–2B). Switch costs in response times were large and highly significant

for each of the four human subjects (p< 0.01). Costs ranged from 21 to 49ms

and had a mean value of 35ms. Results were similar in the second set of sub-

jects (costs ranged from 20 to 49ms, with a mean switch cost of 31ms in RT).

In contrast, neither monkey showed a significant switch cost, in either RT

Figure 11–2 Humans show switch costs, but monkeys do not. A.Overall performance

by monkeys (M1 and M2) [cross-hatched bars] and human subjects (H1–H4) [open

bars]. Monkeys showed a faster reaction time (RT) [top], but had similar accuracy,

as measured by percentage of errors (PE) [bottom]. Horizontal lines show species

means. Error bars show standard error of the mean for RT. B. Switch costs in RT (mean

RT on switch trials minusmeanRT in repetition trials, ± standard error of themean) and

PE (PE on switch trials minus PE in repetition trials) in monkeys and humans. Only

humans showed significant switch costs in RT (assessed using analysis of variance,

**p< 0.01, *p< 0.05). Neither humans nor monkeys showed significant costs in PE. This

indicates that monkeys, unlike humans, are able to switch their cognitive focus to a new

task without cost. Human data are taken from the final day of testing. C. Switch costs

appeared in monkeys when short intertrial intervals (ITI) were used (170ms).
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(mean cost¼ 0.2ms) or PE (mean cost¼1%). Monkey 1 had a small, but

significant (p< 0.01), negative switch cost in the original experiments, but we

were unable to reproduce this effect on subsequent testing; therefore, we

believe it to be a false-positive finding.

Switch costs may arise in at least two ways: (1) There may be task inertia,

that is, a lingering representation of the previous task set that inhibits the in-

stallation of a new task set (Allport et al., 1994). (2) The installation of a new

task set, that is, the reconfiguration of neural circuits to perform a new task,

may remain incomplete until a stimulus for that task is actually received. Both

mechanisms are believed to contribute to human switch costs (Allport et al.,

1994; Meiran, 1996). Evidence for the role of task inertia is provided by the de-

crease in human switch costs with increasing preparation time, as if the effect

of the previous task wears off over time (Meiran, 1996). However, even with

long preparation or ITIs (e.g., 1.6 s), human switch costs are not completely

abolished (Meiran, 1996). The persistence of residual switch costs, even after

the representation of the previous task has had ample time to wear off, sug-

gests that the installation of the new task remains incomplete until a new stim-

ulus actually arrives (Rogers and Monsell, 1995; Meiran, 1996).

The absence of residual switch costs in monkeys suggests that, in monkeys,

unlike in humans, neural circuits can be completely reconfigured to perform

a new task before the arrival of the first stimulus. Thus, the second of the two

mechanisms just described for generating switch costs in humans does not

seem to operate in highly trained monkeys. To test whether the first mecha-

nism for switch costs operates in monkeys, that is, whether lingering repre-

sentations of previous tasks might conflict with the installation of a new task,

we compared blocks of trials using short (170ms) versus long (345ms) ITIs.

We found significant switch costs in both monkeys in the short ITI blocks

(11ms and 7ms in RT; 6.6% and 5.5% in PE, all measures different from zero

at p< 0.05) [Fig. 11–2C]. Thus, in the monkey, small switch costs may arise as

a result of a conflict between a lingering representation of a previous task and

the installation of a new task. In contrast to the case in humans, however, this

lingering representation decays very quickly, so that, at an ITI of 345ms, the

effect is no longer present in the monkey.

Task-switching paradigms require not only the ability to switch from one

task to another, but also the ability to focus on the task currently at hand. Part

of focusing on the task at hand is the ability to attend only to those stimulus

features that are relevant, and to ignore those that are irrelevant. Incongruency

costs measure the extent to which a subject fails in this ability. As illustrated in

Figure 11–2, both animals showed clear incongruency costs in RT (9ms and

36ms, both significant at p< 0.01) as well as in PE (5.7% and 9.9%, both

significant at p< 0.01). In contrast, human subjects did not show a signifi-

cant effect in either RT (mean value �4ms) or PE (mean value 3%). Con-

sistent results were found with a shortened ITI in monkeys: Incongruency costs

in both RT (33ms and 28ms) and PE (9.2% and 11.8%) were both highly

significant.
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The higher incongruency costs in monkeys suggest one possible reason that

monkeys, unlike humans, do not show switch costs: They are not as focused

on the relevant features of the task in the first place. There are several other

potential explanations for why the monkeys do not show persistent switch

costs. For example, animals might use an approach that circumvents the need

to change strategies between the two tasks. One way to do this would be to

memorize every possible cue-target response triplet. We intentionally used a

wide range of target stimuli to promote the use of a rule-based rather than

memory-based strategy. However, it is nonetheless conceivable that monkeys

memorized all 208 combinations and employ a memory-based strategy to solve

the task. To distinguish between these two strategies, we used a probe task that

introduced 11 novel stimuli to monkey M2, interspersed with the practiced

target stimuli. The novel stimuli were created using various combinations of a

previously unseen line orientation (20 or 45 degrees from either the horizontal

or vertical axis), a new color (blue-gray), or a new line thickness (1.1 degree).

Combinations of novel features were chosen such that the task-relevant stim-

ulus dimension was unambiguous in the task context, even though some fea-

tures of the novel stimuli were ambiguous (e.g., blue-gray color, 45-degree ori-

entation). For example, a novel stimulus consisting of a 45-degree red line in

the context of task A would instruct the animal to move left. Each novel stim-

ulus was presented only once, after the animal was extremely well practiced on

two tasks using the standard stimuli. If the monkey learned specific cue-target-

response combinations rather than general rules, then it should have performed

at chance levels on the novel stimuli. Instead, performance was correct for 10

of the 11 novel stimuli (90% success rate). This is significantly greater than

chance (chi square [1]¼ 7.4, p< 0.01), indicating that the animal had learned

to apply general rules and was not using a memory-based strategy to solve the

task.

NEURAL ENCODING OF TASK RULES

The task-switching paradigm provides an opportunity to study the neural in-

stantiation of rules, despite the fact that monkeys do not show persistent switch

costs. Behavioral evidence demonstrates that monkeys prepare each task in ad-

vance, processing whichever rule has been cued in advance of seeing the im-

perative stimulus: Monkeys perform faster and more accurately in the task-

switching paradigm when there are longer delays between the task cue and the

imperative stimulus (Stoet and Snyder, 2003). By comparing neural activity

during the preparation periods of two different tasks, we can therefore de-

termine whether and how a particular neuronal population encodes task rules.

The particular advantage of the task-switching paradigm for this purpose is

that, by comparing activity during the preparation period for the two tasks

before the appearance of the imperative stimulus, everything but the rule itself

is completely controlled for. Thus, any differential activity that occurs during

the preparatory period for the two tasks can be unambiguously assigned to
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the processing of the rules themselves. In this section, we apply this method to

investigate neurons in the monkey PPC.

We recorded data from 378 isolated neurons in and around the right in-

traparietal sulcus (IPS) of the right PPC of two animals. We tested for task-

rule selectivity by comparing the final 150 or 250ms of delay-period activity in

trials starting with yellow versus blue task cues (Student’s t-test). Twenty-nine

percent of neurons (n¼111) showed a significant difference in activity, de-

pending on which task was being prepared.

We projected each recording site location onto an anatomical magnetic res-

onance image of the cortex to determine which cortical areas the neurons be-

longed to (see Fig. 11–3; see color insert). Neurons that were selective for one

particular task rule over the other (henceforth called task-positive, or TASKþ,

cells) were located primarily on the lateral bank of the IPS and the adjacent

gyral surface (including areas LIPd, LIPv, 7a, LOP, andDP). Taking into account

that we sampled these areas more densely than more medial areas (i.e., IPS

fundus, medial wall, and area 5), the frequency of task rule-selective neurons was

still more than twice as high in the lateral areas (35%, n¼ 95 of 274) compared

with the medial areas (15%, n¼ 16 of 104, chi-square test, p< 0.001).

Each of the two tasks was equally well represented in the population of re-

corded neurons, and there was no statistically significant clustering of neurons

preferring a single task within a particular area (tested by comparing propor-

tions of neurons of each rule type per area with chi-square tests). Visual in-

spection of Figure 11–3 suggests a clustering of neurons selective for task A

(color task rule) in monkey 2 in areas 7a, DP, LIPd, and LIPv, but this did not

reach statistical significance and was not replicated in monkey 1.

Different spike rates in the two task rule conditions could reflect a differ-

ence in preparation for the upcoming task, but could also reflect a difference

in the sensory features of the two cues. For example, a given neuron might be

sensitive to cue color (i.e., yellow versus blue) rather than to the task rule in-

dicated by the color of the cue. Further, differences in spike rates could com-

bine effects of task rule and cue features. To separate these two effects, we per-

formed an additional experiment to determine whether task rule selectivity

was independent of the sensory features of the cue.

We tested an entirely new set of 192 neurons in the same two monkeys us-

ing either a color cue (yellow or blue) or a shape cue (upright or inverted tri-

angles) to instruct the task rule (Fig. 11–1B). Figure 11–4 shows two examples

of TASKþ neurons in area 7a tested with this design. Four hundred millisec-

onds after cue onset, firing became markedly larger for task B trials compared

with task A trials. This was true whether the task rule was conveyed by a color

cue or by a shape cue. Differences in rule-selective activity developed slowly,

but were maintained throughout the remainder of the delay period. In one of

the two neurons (Fig. 11–4, bottom), this difference persisted for more than

300ms after the imperative stimulus appeared.

We analyzed whether neural responses during the delay period were dif-

ferent in the two task rule conditions. We applied a 2� 2 analysis of variance
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(ANOVA) with the factors ‘‘task rule’’ (task A or task B) and ‘‘task instruction

cue set’’ (colors or shapes) to each neuron’s responses during the late delay

period. The results indicated that 32% of neurons (42 of 132) in the lateral

wall of the IPS and the adjacent gyral surface had a main effect of task rule,

which provides an independent replication of the findings based on one cue

set (35% TASKþ cells). Of these, two-thirds (n¼ 29) showed a main effect

of task rule without an interaction with task instruction cue set (colors ver-

sus shapes). This indicates that most TASKþ neurons reflect the task rule,

Figure 11–3 Map of flattened cortex showing the recording

sites in monkey 2, derived from a magnetic resonance image

that was processed using the software packages Caret and Sur-

eFit (Van Essen et al., 2001) [retrieved in 2004 from http://

brainmap.wustl.edu/caret]. Broad black lines indicate fundi of

sulci. The top of the panel is medial and anterior; the bottom of

the panel is lateral and posterior. Yellow and blue dots indicate

locations of cells that fire preferentially in connection with task

A or task B rules, respectively. Small red dots indicate recording

locations of the remaining cells. Areal boundaries, althoughdrawn

as sharp lines, reflect the maximum likelihood based on a pro-

bability map and are therefore only approximate (Lewis and Van

Essen, 2000).
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independent of the way in which the rule was instructed. Outside of these

regions (i.e., in the IPS fundus, medial wall, and area 5), effects were similar,

albeit weaker: Only 20% of neurons showed a main effect of task rule, and in

more than half of these neurons, there was an interaction between task rule

and task instruction cue set.

To quantify the strength of the encoding of task rules, we examined the

magnitude of the task effect using a receiver operating characteristic (ROC)

analysis (Metz, 1978). This analysis measures how well an ideal observer could

identify which task rule was in effect, based solely on the firing rate from a

single trial. For neurons in the lateral wall of the IPS and the adjacent gyral

surface, the area under the ROC curve was greater than 0.60 or less than 0.40

for 28.5% of neurons. The area under the ROC curve was greater than 0.60 or

less than 0.40 for only 13.5% of neurons in more medial areas. The time course

of the mean ROC area is shown for both sets of areas (Fig. 11–5; see color

insert). Compared with the effect in the medial areas, task effects in the lateral

Figure 11–4 Examples of two task rule–selective cells in area 7a. Thick black and gray

traces represent neuronal responses (mean± 1 standard error of the mean) to color cues

(left) and shape cues (right) instructing task A and task B, respectively. The top panels

show a cell (364 trials) preferring task B. Delay activity was consistently higher for

task B (for this animal, the orientation task trials), irrespective of the task instruction

cue set. The bottom panels show a cell (384 trials) with a main effect of task (preferring

task B) as well as an interaction between task and cue. The interaction is evident in the

larger task-selective response in the bottom right panel. Sp/s, spikes per second.
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areas begin sooner, are stronger, and are sustained well after the presentation

of the imperative stimulus. In contrast, the encoding of task information in

the more medial areas starts later, is weaker, and is prominent only during the

delay interval itself.

To determine how the presentation of the imperative stimulus affects task

selectivity, we compared task selectivity immediately before and after stimu-

lus presentation. Task encoding was very similar among neurons in the lateral

bank of the IPS and adjacent gyral surface: 27% of these neurons showed a

main effect of task rule in the period after the imperative stimulus compared

with 29% in the late delay period. ROC analysis showed a strong correlation

between task selectivity in these two intervals. Thus, these neurons continue to

encode the particular task that is being performed, even after the imperative

stimulus appears. This is exactly what we might expect if these neurons play a

role in processing sensory information from the imperative stimulus in the

context of the particular task at hand.

We have so far demonstrated that many neurons in the PPC reflect infor-

mation about the task, both before and after the appearance of the imperative

stimulus. In the next section, we describe the special role that TASKþ neurons

play in the processing of congruent and incongruent stimuli.

Figure 11–5 The time course of receiver operating characteristic (ROC) values for

significant task cells shows that task-selective activity in the lateral intraparietal sul-

cus (IPS) and adjacent gyral surface (including areas LIPd, LIPv, 7a, LOP, and DP)

[upper trace] starts earlier, reaches a higher value, and is maintained for longer than

task-selective activity in the IPS fundus, medial wall, and area 5 (lower trace).
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ENCODING OF CONGRUENCY

In our task-switching paradigm, incongruent stimuli are ambiguous because

they are associated with different responses, depending on the task context.

From the subject’s perspective, only knowledge about the task can resolve the

response ambiguity of incongruent stimuli. In comparison, congruent stim-

uli are associated with the same response alternative in both tasks. Thus, given

this difference in the relevance of the task context in the congruent and in-

congruent conditions, the processing of congruent and incongruent stimuli is

likely to differ. Imaging studies of human subjects performing task-switching

and other paradigms with incongruent stimuli have concluded that stimulus

incongruity leads to heightened neural activity in the PPC (Bench et al., 1993;

Carter et al., 1995; Taylor et al., 1997; Peterson et al., 1999; Adleman et al., 2002),

as well as in a number of frontal areas (e.g., Schlag-Rey et al., 1997; Olson and

Gettner, 2002; Munoz and Everling, 2004; Nakamura et al., 2005).

In the following analyses, we first address whether neurons in the PPC show

different activity after congruent versus incongruent stimuli. Then we analyze

whether TASKþ and task-negative (TASK�) neurons differ in their responses

to congruent and incongruent stimuli.

The analyses are applied to the same neuronal data as used in the previous

section. For each neuron, we determined whether spike rate reflected stimulus

incongruity in the period 25–225ms after stimulus onset. We calculated the

fraction of neurons that were significantly more active after an incongruent

stimulus compared with a congruent stimulus. We found that this fraction was

not significantly different from chance (3.7%), and was similar to the fraction

of significantly less active neurons (3.9%). At the population level, mean ac-

tivity was exactly the same for incongruent and congruent stimuli (15.7 ± 0.7

spikes per second [sp/s] in both conditions). Similar results were obtained

when we considered other time intervals (i.e., 50–250ms, 100–300ms, and

50–350ms after onset of the imperative stimulus). Altogether, we observed nei-

ther an increase nor a decrease in firing rate after the presentation of an incon-

gruent versus a congruent stimulus, either at the single-neuron level or at the

population level, in the PPC.

Next, we tested for an effect of congruence on neuronal latency. We used a

particular property of neurons in the PPC, that is, spatial tuning, to quantify

neural latency. Neuronal activity in the PPC is often correlated with some spa-

tial aspect of the task, for example, the distance of a stimulus or motor response

from a particular location in space. Spatially tuned neurons are common in

the PPC (Andersen et al., 1985; Colby and Goldberg, 1999; Snyder et al., 2000).

Tuned spatial responses that occur around the time of a motor response may

reflect the generation of a motor command (Mountcastle et al., 1975), or they

may reflect an efference copy of a command that has been generated elsewhere

(von Holst and Mittelstaedt, 1950). If the spatially tuned activity substantially

precedes the motor output, then it may reflect a sustained sensory response
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(Duhamel et al., 1992), a neural correlate of covert attentional processes (Bush-

nell et al., 1981), a neural correlate ofmotor intention (Snyder et al., 1997, 2000),

or a decision variable related to the value of either a particular stimulus or a par-

ticular response (Platt and Glimcher, 1999; Sugrue et al., 2004).

There are a number of different ways in which congruency could affect the

latency of a spatially tuned response component. Consider the interval that

elapses between the first appearance of response-related activity in a partic-

ular brain area, and the time at which a motor response is initiated. It seems

natural to think that this ‘‘neuronal-behavioral response latency’’ should be

unaffected by factors such as congruence. However, other results are possi-

ble. For example, in the face of conflict (e.g., incongruent stimuli), the down-

stream mechanisms may require a higher level of certainty before a response

is initiated, thereby increasing the neuronal-behavioral response latency on

incongruent compared with congruent trials. As another example, when per-

forming a sequence of effortful motor responses in which easy and difficult

trials are mixed together, one might delay responses in easy trials to maintain a

consistent rhythm across all trials. Most generally, neurons that show a con-

sistent temporal relationship between activation and a particular motor re-

sponse across a wide range of conditions are more likely to represent motor

variables. Neurons whose temporal relationship between activation and a par-

ticular motor response depends on task condition aremore likely to represent a

cognitive (decision) variable. We found that parietal neurons that lacked task

information (TASK� cells) fell into the former category, whereas TASKþ cells

fell into the latter category.

To perform this analysis, we considered only the subset of neurons with

significant spatial tuning. We selected these neurons by comparing whether

the spike rate in an interval starting 200ms before home key release and last-

ing until 100ms after home key release was significantly different for trials in

which the animal moved to the right versus the left response button (Student’s

t-test, alpha level of 5%). We found that the firing rates of 62% of neurons

(233 of 378) were significantly different for leftward and rightward responses.

We then determined the latency of neuronal responses in the congruent and

incongruent trials. In Figure 11–6, we show an example neuron with higher

firing for reaches to the left compared with the right (solid versus dashed traces).

In this neuron, the divergence in firing rate occurred 41ms sooner for congru-

ent trials than for incongruent trials (dark gray versus light gray traces). Un-

fortunately, neuronal latency is difficult to measure accurately, because in these

neurons (in contrast to, for example, the response of a V1 neuron to a visual

transient), the change in activity is initially quite slow. As a result, small differ-

ences in instantaneous activity can lead to large differences in measured latency.

In contrast, the rise time to half-maximum activity was well correlated with re-

sponse latency, and was much more robust. For the example neuron, the rise

time to half-maximum activity was 55ms.

Even when using rise time to half-maximum activity, the data from indi-

vidual neurons were often noisy. Therefore, we determined the neural latency
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of the entire population of spatially tuned neurons. For each tuned neuron, we

first performed a millisecond-by-millisecond subtraction of firing rate when

the response was made in the preferred minus the nonpreferred direction. For

example, in Figure 11–6, we subtracted the dashed lines from the correspond-

ing solid lines. The resulting data isolate the directional component of the re-

sponse. We then averaged the data across neurons and smoothed it using a

low-pass filter (�3 dB point of 9Hz). This analysis (Fig. 11–7A) revealed that

modulation resulting from directional preference appeared sooner in con-

gruent trials (dark gray) than in incongruent trials (light gray). There was also

a slight (19%, p> 0.1) reduction in the maximum amplitude of direction-

related activity, which came approximately 350ms after the onset of the im-

perative stimulus.

The neural latencies were 90ms in congruent trials and 113ms in incon-

gruent trials (Fig. 11–7A). The activity is unlikely to reflect an efference copy

of the saccade command or a visual reafference response, because the neuronal

activity precedes the corresponding mean saccadic latencies (202ms and

217ms, respectively) by more than 100ms. The difference between congruent

and incongruent neural response latencies approached, but did not reach,

statistical significance (p< 0.08, Monte Carlo test). Nevertheless, this differ-

ence was highly statistically significant when a more robust measure of timing

was used: Half-maximum activity was achieved 196ms and 224ms after

stimulus onset for congruent and incongruent stimuli, respectively

(p< 0.0003, Monte Carlo test). The latency differences identified by the two

methods were similar (23ms and 28ms), although variability was substantially

less for the latter measurement.

Figure 11–6 Neuron showing delayed spatial response latencies due to stimulus in-

congruity. Average spike rate and standard error are displayed, aligned on the onset of

the imperative stimulus (S) [left], or on the onset of the response (R) [right]. The cell

was spatially responsive, and fired more vigorously when the monkey reached for the

left response button than for the right button. Hence, the preferred direction was to the

left. The latency of this directional specificity occurs when the curves for the preferred

(solid lines) and nonpreferred directions (dashed lines) diverge. Note that the diver-

gence and the half-maximum amplitude occur earlier in the congruent condition (dark

gray) than in the incongruent condition (light gray). Sp/s, spikes per second.
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We used two different alignments. First, we aligned individual trials on the

onset of the imperative stimulus, emphasizing differences in the perceptual

and cognitive components of processing (Fig. 11–7A). Next, we aligned on the

onset of the button release, emphasizing differences in cognitive and motor

components of processing (Fig. 11–7B). Even when aligned on the response

onset, both the divergence time and half-maximum time occurred sooner in

Figure 11–7 The timing of the directional response of the popula-

tion of spatially tuned neurons from both animals. For each cell, the

trials were sorted by the direction of the reach. Responses on null

direction reaches were subtracted from responses on preferred direc-

tion reaches. The data were then averaged across cells and plotted as a

function of time. The vertical lines indicate the onset of directional

tuning and the time to half-maximum activity. A. Data aligned on the

onset of the imperative stimulus (S). The population response to con-

gruent stimuli starts earlier (90ms after stimulus onset) [left solid line]

than the response to incongruent stimuli (113 ms after stimulus

onset) [left dashed line]. The difference in timing is similarly reflected

in the time to half-maximum activity (196ms for congruent stimuli

[right solid line] and 224ms for incongruent stimuli [right dashed

line]). B. Data aligned on the onset of the arm response (R). The

population response to congruent stimuli starts earlier (197ms before

response onset) [left solid line] than the response to incongruent

stimuli (178ms before response onset) [left dashed line]; henceforth,

onset before the alignment point will be indicated by aminus sign. The

difference in timing is similarly reflected in the time to half-maximum

activity (�101ms for congruent stimuli [right solid line] and �83ms

for incongruent stimuli [right dashed line]). Sp/s,spikes per second.
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the congruent compared with the incongruent condition (by 19ms, p< 0.08;

by 18ms, p< 0.001, respectively).

To examine this result further, and to explore the possibility that neurons

that maintain task information may play a different role in stimulus-response

mapping than neurons that do not maintain task information, we analyzed

neurons with and without task information separately (TASKþ and TASK�

neurons).

We repeated the same analysis that we performed on the population of all

spatially tuned neurons on the separate subpopulations of TASKþ and TASK�

neurons. Effects in neurons preferring task A (n¼ 37) and task B (n¼ 40) were

similar, and therefore these two subpopulations of neurons were pooled.

We expected that, in a neuron population representing a motor variable

(including an efference copy signal), the neuronal congruency effect would

match the behavioral congruency effect.We found that this was true for TASK�

cells, but not for TASKþ cells. Incongruent stimuli resulted in a 15-ms slow-

ing of the time to the half-maximum neuronal response in TASK� neurons

(Fig. 11–8A) [215ms versus 230ms] and a 49-ms slowing in TASKþ neurons

(Fig. 11–8C) [164ms versus 213ms]. Although these congruency costs were

statistically significant in both neuronal populations (p< 0.007 and p< 0.0004,

respectively, Monte Carlo test), only the effect in the TASK� cells matched the

behavioral (arm movement) effect (10–16ms).

The marked difference in the timing of TASK� and TASKþ neuronal re-

sponses can be better appreciated when the data are aligned to the time of

the motor response (arm movement). With this alignment (Fig. 11–8B), it can

be seen that TASK� cell activity was time-locked to the armmovement, with the

time to half-maximum response differing by only 5ms in congruent compared

with incongruent trials. In contrast, TASKþ cell activity was independent of the

motor response, with a 32-ms difference in time to half-maximum activity in

congruent compared with incongruent trials (Fig. 11–8D) [p< 0.01, Monte

Carlo test].

Thus, the activity of TASK� cells, but not TASKþ cells, appears to reflect a

motor variable. However, animals moved not only their arms to the response

button, but also their eyes. Might the activity of TASK� cells reflect arm move-

ment responses and the activity of TASKþ cells reflect eye movement responses?

We were able to rule out this intriguing possibility. Eye movements were typi-

cally initiated approximately 150ms before the arm movement. However, these

eye movement responses were time-locked to the arm movement responses.

Relative to the onset of the arm movement, mean saccade latencies differed by

no more than 3ms (black and gray arrows in Figs. 11–8B and 11–8D). There-

fore, the timing of TASKþ neurons cannot be explained by the timing of either

saccades or arm movements.

These results clearly dissociate the activity of TASKþ neurons from both

sensory variables (Fig. 11–8C) and motor variables (Fig. 11–8D). These dis-

sociations indicate that an independently defined subset of parietal neu-

rons ‘‘solves’’ the stimulus-response mapping problem sooner in congruent
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compared with incongruent trials, even when the data are aligned on the

motor response.

In summary, analyses of the effects of congruency suggest that TASKþ

neurons play a substantially different role than TASK� neurons in sensory-to-

motor transformations. TASK� neurons in the PPC appear to reflect motor

variables. TASKþ cells, unlike TASK� cells, are influenced by task context, and

the observation that TASKþ cells respond sodifferently fromTASK� cells under

incongruent compared with congruent conditions (Fig. 11–8B versus 11–8D),

supports the idea that TASKþ cells do not merely reflect sensory or motor

variables, but instead are involved in applying task rules during sensorimotor

processing.

GENERAL DISCUSSION

We studied rule representation and rule-based processing of stimuli in

monkeys using a task-switching paradigm. The animals were able to interleave

Figure 11–8 Onset of neural directional response (preferred minus nonpreferred

direction) as a function of task selectivity and imperative stimulus congruency (spa-

tially tuned neurons only). A. The difference in the time to half-maximum activity for

congruent trials (215ms) [solid vertical line] and incongruent trials (230ms) [dashed

vertical line] is similar to the behavioral response latency difference. B. Same data as in

A, but aligned on the arm response onset. The latency difference between congruent

(�80ms) and incongruent (�75ms) is 5ms. The eyes began to move to the target ap-

proximately 150 ms before the arm began to move. The average saccade response times

are indicated by black (congruent) and gray (incongruent) arrows. C. Similar to A, but

for the task-positive (Taskþ) cells. In contrast to the task-negative (Task�) cells, there is a

large latency difference in the time to half-maximumactivity between congruent (164ms)

and incongruent trials (213ms). D, Similar to B, but for the TASKþ cells. The latency

difference between congruent (�123ms) and incongruent (�91ms) trial is 32ms. S, stim-

ulus; R, response; sp/s, spikes per second.
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two tasks quite well, with speed and accuracy comparable to those of hu-

man subjects. Surprisingly, however, the monkeys did not show switch costs,

which are a hallmark of human performance in these types of paradigms. We

went on to record data from neurons in the PPC to study the neural mech-

anisms underlying task-switching and rule representation in the monkey. Our

most important findings from these recordings are that parietal neurons en-

code information about abstract task rules, and play a role in disambiguating

response-ambiguous stimuli.

Comparison of Human and Monkey Behavior

Overall, task-switching performance is similar in monkeys and humans, al-

thoughmonkeys are somewhat faster than humans (Fig. 11–2). We do not take

the faster RTs in monkeys versus humans as evidence of superior behavioral

performance. For example, physical differences in the conduction pathways of

the smaller brain (Ringo and Doty, 1994) or mechanical factors in the mus-

culature could partially explain the differences in speed.

Monkeys show no difficulty in switching their attention from one task to

another (little or no residual switch costs) [Fig. 11–2]. However, their ability

to focus on the task at hand is comparatively poor: Their performance is sig-

nificantly affected by irrelevant stimulus features (high incongruency costs).

The opposite is true for humans, who have difficulty switching, but little dif-

ficulty maintaining attention on the appropriate stimulus features.

We considered the possibility that monkeys, unlike humans, memorized all

separate cue-target-response combinations, and then used a memory-based

strategy. The use of a memory-based strategy might explain the absence of

switch costs, because in this case, the animals would not actually be switching

between two different rules. Two pieces of evidence refute this idea: (1) We

found small switch costs when ITIs were very short, suggesting that monkeys

treat the two tasks differently. (2) An animal successfully responded to 11 com-

pletely novel stimuli, which would not be possible if it used a memory-based

strategy.

It is also possible that the varying amounts of practice might explain the

difference in human and monkey switch costs. The humans in our study per-

formed only 3000 trials, whereas monkeys performed tens or hundreds of thou-

sands of trials. However, a recent study from our laboratory demonstrates that

switch costs are retained in humans after more than 30,000 practice trials (Stoet

and Snyder, in press).

The existence of persistent switch costs and lower incongruency costs in

humans compared with monkeys could be two manifestations of a single pro-

cess. Humans appear to be able to ‘‘lock in’’ a particular task, thereby mini-

mizing incongruency costs, but paying the price of having to take time to

‘‘unlock’’ the mapping when the task switches. We experience this ‘‘unlocking’’

as a persistent switch cost. In comparison, monkeys cannot lock in a particular

task and therefore are distracted by irrelevant stimulus dimensions, resulting
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in incongruency costs. However, because they do not lock in a task in the same

way a human does, they do not experience persistent switch costs.

Both humans and monkeys show nonpersistent switch costs, that is, costs

that appear only with short preparation times. Nonpersistent switch costs may

therefore reflect an independent process by which both humans and monkeys

instantiate a particular stimulus-response mapping. This independent pro-

cess supports the ability to switch between tasks rapidly, but neither protects

against task incongruency nor incurs persistent switch costs.

A general theory of task-switching should offer an explanation for species-

specific effects. It seems unlikely that humans suffer from an undesirable cost

in task-switching that monkeys completely avoid. We hypothesize that human

switch costs reflect an evolutionarily advantageous cognitive mechanism that

helps to maintain focused attention on a particular task for long periods.

Of course, as in many comparative studies, we cannot rule out the possi-

bility that our results were influenced by some minor difference in procedures.

For example, animals, but not humans, were rewarded with drops of water for

each correct response. As another example, only the humans were provided

with a verbal description of the task (although one human was intentionally

left to work out the task in the same way that the animals did, and her perfor-

mance was similar to those of the other humans).

The finding that monkeys do not show persistent switch costs is interesting,

but also somewhat disappointing, because this absence means that monkeys

cannot be used to investigate the neural basis of persistent switch costs in hu-

mans. However, there are many aspects of task-switching that humans and

monkeys share, and for these processes, monkeys make excellent models. In

particular, the macaque monkey is a good model for the ability to switch be-

tween tasks (because monkeys, like humans, can learn to switch between tasks

quite well); a good model for the ability to prepare tasks in advance; a good

model for task incongruency; a good model for nonpersistent switch costs;

and a good model for looking at task representations.

Representation and Application of Rules

in the Monkey Posterior Cortex

We have presented evidence that a subset of neurons (TASKþ) in the PPC,

concentrated in the lateral bank of the IPS and on the adjacent angular gyrus,

responds selectively to cues for different task rules.

The encoding of information about task rules is often called ‘‘cognitive set.’’

We propose that true cognitive set signals should exist completely indepen-

dent of sensory signals. This definition distinguishes true cognitive set signals,

such as those reported in the prefrontal and premotor cortices (Konishi et al.,

2002; Nakahara et al., 2002; Wallis and Miller, 2003) from signals that reflect

sensory information, but are modulated by nonsensory variables (e.g., spatial

attention or other task contingencies) [Britten et al., 1996; Treue andMaunsell,
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1996; Snyder et al., 1997; Colby and Goldberg, 1999; Bisley and Goldberg,

2003].

Until recently, it appeared that task-related signals in the parietal cortex

fell into the latter category and not the former, encoding task-relevant sensory

information, not abstract signals related to task preparation (Assad, 2003).

The current results from the parietal cortex, in contrast, clearly demonstrate

the encoding of task-rule information in advance of receiving stimulus in-

formation. The task-switching paradigm separates out the presentation of the

instruction of which rule is to be used from the presentation of the stimulus to

which that rule is to be applied. This separation is extremely useful, allowing

us not only to identify those cells involved in task coding (TASKþ cells), but

also to study sensorimotor processing in these cells.

To study the effect of task-rule information on stimulus processing, we

compared trials using congruent stimuli (stimuli that require the same response

in the two tasks) with trials using incongruent stimuli (stimuli that require dif-

ferent responses in the two tasks).

This comparison allows for a simple test of neural responses to incongru-

ency, and has been explored in human imaging studies. Brain imaging studies

of the human PPC reveal an increased blood-oxygen level–dependent signal

after incongruent stimuli (Bench et al., 1993; Carter et al., 1995; Taylor et al.,

1997; Peterson et al., 1999; Adleman et al., 2002). We did not observe increased

neural activity in our population of recorded neurons. There are many reasons

why the results from functional magnetic resonance imaging (fMRI) and neu-

rophysiology experiments might differ. First, the human studies used a lin-

guistic task (Stroop task), whereas our study used a nonverbal task. It is pos-

sible, for example, that the involvement of the parietal cortex in conflict

depends on the type of task (e.g., verbal versus nonverbal). Second, the PPC

may be used differently in humans and monkeys. Given that the human PPC is

larger and more developed in humans, it is likely that the human PPC ful-

fills many functions not available to monkeys. Finally, unit recording and

fMRI results may not be directly comparable. For example, Logothetis et al.

(2001) simultaneously recorded blood-oxygen level–dependent signals and

microelectrode recordings, and concluded that fMRI reflects input and intra-

cortical processing rather than spiking output.

We found a surprising result when comparing the neuronal response during

congruent and incongruent trials. Because incongruent stimuli are associated

with longer behavioral RTs than congruent stimuli, it was not surprising to

find that incongruent stimuli were also associated with longer neuronal laten-

cies. In TASK� cells, incongruity had similar effects on behavioral and neu-

ronal latency differences (15ms and 10 to 16ms, respectively). This can be seen

graphically by the fact that, when aligned on response onset, the neuronal re-

sponses of TASK� cells are indistinguishable (Fig. 11–8B). In contrast, TASKþ

cells showed a neuronal effect of incongruity that was much larger than the

behavioral effect (49ms versus 10 to 16ms, respectively): TASKþ cell responses
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do not overlap one another when aligned on the time of the motor response

(Fig. 11–8D). Furthermore, by comparing the upper and lower halves of Figure

11–8, it can be appreciated that TASKþ cells encode the animal’s upcom-

ing choice of where to move sooner than TASK� cells, especially in congruent

trials.

These results have important implications. The finding that TASKþ neu-

rons encode the animal’s choice of where to move substantially sooner than

TASK� neurons supports the idea that TASKþ neurons play an important role

in the task-switching paradigm, and that this role is distinct from that played

by TASK� neurons (Stoet and Snyder, 2004). TASKþ cells are likely to help map

sensory stimuli onto motor responses, given a particular task context, whereas

TASK� cells represent theoutcomeof themapping.Our results dissociateTASKþ

cell responses from both sensory inputs and motor outputs. This suggests that

TASKþ cells play an intermediate role, helping to map sensory stimuli onto

motor responses. In contrast, TASK� cell responses are well correlated with the

motor response. This suggests that TASK� cells represent the outcome of the

sensory-to-motor mapping. This interpretation is consistent with the idea that

TASK� cells carry either a motor command signal (Mountcastle et al., 1975) or

an efference copy signal (von Holst and Mittelstaedt, 1950).

Furthermore, by isolating the responses of TASKþ and TASK� cell pop-

ulations, we are able to see that monkeys do not always respond as soon as

parietal neurons encode a decision. Based on the neuronal recording, we would

have expected that responses in the congruent trials would be approximately

50ms faster than in incongruent trials, but that is not what we observed. In-

stead, button presses in difficult (congruent) trials are delayed relative to but-

ton presses in easy (congruent) trials. What could explain the finding that

TASKþ cells encode the correct response in congruent trials nearly 50ms

sooner than in incongruent trials, and yet the behavioral cost of stimulus

incongruity is only 10 to 16ms? Put differently, why don’t monkeys respond

still faster to congruent stimuli, given that their parietal cortices encode the

correct response so quickly? The parietal cortex may not be the only brain area

that performs this sensory-to-motor computation. It is possible that parallel

pathways are involved, with different latencies in the different pathways in

congruent and incongruent trials. In the absence of conflict (congruent trials),

TASKþ cells in the parietal cortex may compute an answer first. However, in the

presence of conflict (incongruent trials), it may be that another area (e.g., the

frontal cortex) computes a response more quickly than the parietal cortex. As a

result, behavioral RTs would be determined by TASKþ cell latencies in con-

gruent trials, but not in incongruent trials.

The Role of Language

The implications of this study go beyond understanding task-specific pro-

cessing in simple cognitive tasks. Rule representation and rule-dependent

stimulus processing is a hallmark of human cognition, and characterizing the

248 Task-Switching



neural underpinnings of a nonverbal task-switching paradigm may help us to

approach the more complex context-dependent processing that occurs in

human cognition. Like the incongruent stimuli of the current study, particular

words and phrases have multiple possible meanings that are disambiguated

by context. For example, the meaning of a linguistic expression depends on the

meaning of the words that immediately precede or follow it (Gerrig and

Murphy, 1992; Strohner and Stoet, 1999). It is intriguing to try to identify the

origins of human language skills in the abilities of present-day nonhuman

primates (Gardner and Gardner, 1969; Premack, 1971; Ujhelyi, 1996), and to

determine whether these origins might involve the PPC and its role in context-

specific processing (Gurd et al., 2002). This is a very important question, albeit

far from being answered. A more fundamental question is whether human lan-

guage skills can help us to understand basic differences in understanding hu-

man and animal rule-guided behavior.

Humans can learn a new rule in seconds, simply by following verbal in-

structions, and this constitutes a fascinating and fundamental difference be-

tween humans and monkeys. Arguably, it is the nature of language that makes

efficient representation and quick communication possible, and language is

unique in doing so. Any attempt to communicate a rule other than with words

either would not be as efficient or would involve some of the symbolic char-

acteristics unique to language. Therefore, it is not too far-fetched to assume

that language is a key component in understanding the differences between

human and animal rule-based behavior and cognition. Unfortunately, very lit-

tle is known about the role of language in explaining differences between hu-

man and animal rule use. We would like to mention three of the most impor-

tant questions that must be answered to improve our understanding of this

issue.

First, there is the question of how the process of acquisition of verbal and

nonverbal rules differs in humans. It is possible, for example, that humans pro-

cess nonverbal rules by first conceptualizing them in a verbal format. Given

that humans are able to act on rules before they are able to express them ver-

bally, however, this seems unlikely (Bechara et al., 1997). Conversely, verbal

rules might first be converted into a nonverbal currency before they can actu-

ally be applied in a task. Finally, verbal and nonverbal rules may be handled in

completely different ways in the human.

Closely related to the issue of rule acquisition and application is the issue of

rule representation. Does language play a role in rule representation only as a

tool during the acquisition of the rule, or is language an essential component

of the representation itself? It is possible that representations of rules differ

depending on how they are acquired; one can imagine that identical rules,

conveyed directly through language or learned through some nonverbal mech-

anism (e.g., trial-and-error, imitation), might be represented in different parts

of the brain.

Finally, does the lack of verbal language skills in monkeys imply that they

represent rules differently? The answer may depend on the particular rule—on
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its complexity, for example—or on its amenity to being expressed by language.

The null hypothesis is that simple rules are represented and implemented

similarly in the two species. However, introspection suggests that language

is incredibly important to human cognition, whereas monkeys show no evi-

dence of any similar abilities. Furthermore, human cortices are functionally

lateralized, and this lateralization appears to be related, at least in part, to

verbal abilities. This suggests that verbal abilities have had a large effect on our

cortical architecture. It is intriguing to consider that human language abilities

may relate to the ability, which monkeys lack, to lock in to a particular task.

We believe that monkeys provide an essential model system, if not for

directly understanding human cognition, then at least for developing the tools

and hypotheses needed to approach the issue in humans. We believe that the

current findings demonstrate that task-switching paradigms provide an ex-

cellent entry point for this work.
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12

Neural Mechanisms of Cognitive

Control in Cued Task-Switching:

Rules, Representations,

and Preparation

Hannes Ruge and Todd S. Braver

A hallmark of human cognition is its flexibility. We are able to pursue multiple

goals or tasks simultaneously, but can also prioritize these in accord with both

our internal states and the continually changing nature of the external envi-

ronment. Moreover, we are able to switch rapidly from one primary task to

another, which can have a dramatic effect on the way in which we interact with

the environment, even when that environment remains constant (Norman and

Shallice, 1986; Miller and Cohen, 2001). This ability suggests that task-related

information must be actively represented in a way that can bias perception and

action.

The task-switching paradigm has become one of the most widely used tools

for studying cognitive flexibility and the nature of task-related representations

(Monsell, 2003). Typically, experiments are set up in such a way that partic-

ipants are exposed to multivalent target stimuli that imply multiple behavioral

opportunities (e.g., a letter-digit target pair affording either vowel-consonant

or odd-even classification). However, only a single option is to be selected at a

given moment, depending on which task is currently set to a higher priority.

Task priority is typically specified by the experimenter, either through a pre-

experimentally defined sequence (e.g., AABB . . .) or through an explicit task

cue that varies randomly from trial to trial. Thus, in the sense that appropriate

behavior is made conditional on (experimentally defined) changing task pri-

orities, task-switching implies a form of high-level, rule-guided control. Rule-

guided control provides a means of selecting relevant perceptual dimensions

and response parameters based on signals relating to task priority. Moreover,

such control is critical for preventing behavior from being erratically driven in

a bottom-up fashion by the most salient, but not necessarily most appropriate,

stimulus affordances.

In this chapter, we specifically focus on the cognitive and neural mecha-

nisms that subserve the different types of preparatory task control that can be
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engaged in such multitasking situations. Numerous previous studies have

sought to specify the preparatory mechanisms involved when a specific task

can be prioritized in preparation for processing task-ambiguous target stimuli

(for a review, see Monsell, 2003), often based on explicit task cues indicating

the currently relevant task (e.g., Sudevan and Taylor, 1987; Meiran, 1996; Brass

and von Cramon, 2002). Surprisingly little (if anything) is known about the

reverse preparatory condition, in which it is possible to consider the multiple

behavioral opportunities afforded by task-ambiguous target stimuli before a

final task decision can be made based on an unambiguous task cue (for excep-

tions in the behavioral literature, see Shaffer, 1965, 1966; Gotler and Meiran,

2003). To close this gap in the literature, we have recently begun to systemati-

cally compare the mechanisms of preparatory control involved in these two

situations in a series of behavioral and brain imaging studies.

As described later, this seemingly straightforward comparison of two pre-

paratory conditions (that we term ‘‘advance-cue’’ versus ‘‘advance-target’’) dur-

ing multitasking has proven highly informative, but also reveals a number of

tricky theoretical issues regarding the nature of the underlying functional and

neural architecture of task control. Specifically, we examine three key issues

in this chapter. (1) We examine whether cue-based task prioritization should

be conceptualized as a distinct function in terms of both cognitive architec-

ture and brain localization, or if not, what kind of alternative theoretical views

are possible. (2) We argue that a comprehensive account of task control must

consider the distinction between attentional control mechanisms guiding ac-

tion selection based on perceptual stimulus representations versus intentional

control mechanisms guiding action selection based on action goal representa-

tions. (3) We discuss the possibility that top-down control might not be lim-

ited to the biasing of action selection processes, but that certain phenomena can

be better explained by assuming an additional control point at the interface

between action selection and concrete motor planning—especially when be-

havior relies on novel and arbitrary task rules. Finally, we begin an attempt to

determine the extent to which the two preparatory mechanisms can be consid-

ered ‘‘voluntary.’’

Our theoretical views of these issues draw heavily on the results of behav-

ioral and imaging studies of task-switching that we have recently conducted

(Ruge and Braver, in preparation; Ruge et al., submitted). We describe these

findings briefly, and discuss their theoretical implications in relation to a broad

range of other empirical and conceptual approaches. In particular, we hope to

convey a novel perspective on task-switching phenomena that we believe opens

up important new future directions for research and understanding.

SELECTIVE REVIEW OF THE TASK-SWITCHING LITERATURE

Before we turn to the theoretical issues mentioned earlier, we set the stage by

briefly summarizing one of the most frequently discussed issues in the extant

task-switching literature. As the label ‘‘task-switching’’ suggests, most studies
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have been interested in the processes that enable task priority changes from

one trial to the next (Monsell, 2003; Wager et al., 2004). One key assumption,

probably inspired by early neuropsychological observations of so-called ‘‘per-

severative behavior’’ (Milner, 1963; Stuss and Benson, 1984), is that there is a

default tendency to repeat the previously performed task, and that this ten-

dency has to be overcome if a different task must be implemented. Indeed,

behavioral task-switching studies have consistently shown that task-switch

trials are more demanding than task-repeat trials, as indicated by behavioral

switch costs (i.e., performance differences between the two types of trials).

However, the theoretical interpretation of this observation remains a focus of

heated debate.

One account suggests that, after a task priority change, implementation of

the new task can occur only after an active reconfiguration of relevant pro-

cessing routines, akin to a mental ‘‘gear shift’’ (Meiran, 1996; Monsell, 2003).

If this were true, the implementation of a new task should benefit from ad-

ditional time for preparatory ‘‘task set’’ reconfiguration, resulting in a reduc-

tion of switch costs. Many studies have used the cued task-switching proce-

dure, in which a random task cue indicates which of (typically) two alternative

tasks to prioritize in each trial. This procedure allows for a well-controlled

examination of task preparation effects, by presenting the cue at various time

intervals before a task-ambiguous target stimulus. Typically, switch costs are

reduced when the preparatory (cue-target) interval is longer. This finding is

consistent with the idea that task set reconfiguration can be at least partially

completed before target stimuli are presented (Rogers and Monsell, 1995;

Meiran, 1996).

In contrast, this finding is often believed to be less compatible with an

alternative explanation of switch costs, here referred to as the ‘‘competition-

resolution account’’ (e.g., Allport and Wylie, 2000). According to this view, a

new task set is not established during the preparatory interval. Rather, the new

task set is believed to emerge during the course of task implementation (i.e.,

during target processing) as the result of the successful resolution of com-

peting processing tendencies associated with: (1) the current task cue, and (2)

the current stimulus affordances, which are biased toward the more recently

performed task (this bias facilitates performance in repeat trials, but interferes

with performance in switch trials). However, a number of authors have recently

pointed out that the preparation-related reduction of switch costs is, in fact,

equally consistent with the competition-resolution account as it is with the re-

configuration account. Under the competition-resolution account, a prior task

cue confers a temporal advantage to the processing tendencies associated with

the cue, which provides protection against the activation of misleading process-

ing tendencies triggered by subsequently presented targets (Goschke, 2000; Gil-

bert and Shallice, 2002; Yeung and Monsell, 2003).

A potentially more conclusive approach for distinguishing between these

two theoretical accounts is to isolate and selectively analyze neural activity oc-

curring during the preparation interval (Ruge et al., 2005; Badre and Wagner,
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2006). According to the reconfiguration account, preparatory activation should

be increased in switch trials compared with repeat trials, reflecting the addi-

tional effort to reconfigure the task set. In contrast, the competition-resolution

account would predict equal preparatory activation levels for switch and repeat

trials, because target-induced competition is absent at this point. The pattern of

results across studies and methods is, however, rather inconsistent. In support

of the competition-resolution account, event-related functional magnetic reso-

nance imaging (fMRI) studies of cued task-switching usually do not report re-

liable preparatory activation differences between switch and repeat trials. More-

over, when the cue-target interval is short (which should produce stronger

target-induced interference, according to the competition-resolution account),

blood-oxygen level–dependent (BOLD) activation is typically increased for

switch trials versus repeat trials (Dove et al., 2000; Brass and von Cramon, 2004;

Ruge et al., 2005; Badre and Wagner, 2006). In contrast, and in support of

the task set reconfiguration account, event-related electroencephalogram (EEG)

studies do consistently report preparatory activation differences between switch

and repeat trials (Rushworth et al., 2002; Kieffaber and Hetrick, 2005; Nichol-

son et al., 2005). These discrepancies between the types of methods have not yet

been resolved, and may require more systematic comparison of fMRI and EEG

studies.

In particular, four key issues still need to be addressed: (1) Theremay be sys-

tematic procedural differences in the studies conducted across the two meth-

ods (e.g., different lengths of the cue-target interval or the response-cue inter-

val). (2) The fMRI and EEG studies may be picking up on different aspects

of neural activation (e.g., synchronous or oscillatory effects between brain re-

gions that affect EEG more than fMRI). (3) Event-related potential activation

may be more strongly dominated by repetition priming effects that occur at

the time of the cue. Such repetition effects are typically confounded with task-

switch effects (see Logan and Bundesen, 2004), and might originate and prop-

agate from brain regions typically ignored in fMRI studies of executive con-

trol, such as occipital cortex. (4) An fMRI study may be less sensitive when

effects occur in a temporally variable manner. For example, Braver et al. (2003)

showed that, in a subset of trials presumably associated with the highest degree

of task preparation (because reaction times were the fastest), a switch-related

enhancement of preparatory BOLD activation was, in fact, observed in poste-

rior parietal cortex. The reason might be that only in these trials were pre-

paratory processes implemented quickly and reliably during the preparation

interval.

NEW PERSPECTIVES

In this chapter, our goal is to step back from this debate and examine a number

of alternative approaches and conceptualizations that might be important for

characterizing cue-based and target-based processes in task-switching. First,

regarding cue-based processes, we start from the assumption that performance
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during multitasking conditions requires determination of the current task pri-

ority before task implementation, regardless of whether a new task needs to be

implemented in a given trial, and whether task switches involve task set recon-

figuration processes (see Rubinstein et al., 2001). In other words, presentation

of a task cue provides a clear signal regarding which task has highest priority,

regardless of whether that task also had high priority in a previous trial. Thus,

instead of focusing on the potential functional differences between switch and

repeat trials, our aim is to scrutinize in more detail the nature of cue-based

task prioritization as a common feature of both trial types. Second, we adopt

a perspective on target-based processes that goes beyond the dichotomy be-

tween cue-based top-down control (i.e., strictly facilitative) and target-induced

bottom-up processes (i.e., primarily interfering). Instead, we characterize target-

based preparatory processes in terms of their potentially active role in gener-

ating task-related opportunities implied by the current stimulus affordances.

Figure 12–1 depicts the experimental setup we used and the methodological is-

sues one faces when preparatory BOLD activation is to be isolated.

Task Prioritization

How can we operationalize the functional characteristics of task prioritiza-

tion? One approach is to ask under what circumstances prioritization is nec-

essary. Prioritization is obviously required in situations in which stimuli afford

multiple tasks (multivalent stimuli). One straightforward experimental ma-

nipulation, therefore, is to compare multivalent stimuli with univalent stim-

uli, which afford only a single task and thus do not require task prioritization

(Rubin and Meiran, 2005; Rubin et al., submitted). Similarly, one could com-

pare mixed-task blocks with single-task blocks, again, assuming that task pri-

oritization becomes unnecessary when the same single task is implemented

over and over again (Braver et al., 2003; Rubin and Meiran, 2005; Rubin et al.,

submitted).

However, one potential caveat to both approaches is that, even in appar-

ently unambiguous situations, participants might still need to prioritize, be-

cause even with only one available task, there is always the possibility of not

carrying it out (except in the case of highly automatized behaviors that tend

to be initiated in an obligatory and ballistic fashion). Indeed, a study by Rubin

et al. (submitted) showed that, although prefrontal and parietal areas exhibited

enhanced event-related activation for mixed-task block trials as well as for mul-

tivalent target stimuli, the same areas were still substantially activated above

baseline for single-task block trials and for univalent stimuli. However, results

obtained by Braver et al. (2003) suggest that mixed-task blocks and single-task

blocks might not differ so much in terms of the transient processes engaged on

a trial-by-trial basis, but that task-mixing is accompanied by a specific sustained

processing mode maintained across an entire experimental block.

Alternatively, instead of studying the circumstances under which task pri-

oritization is necessary, one can manipulate the conditions under which it is
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possible. Generally speaking, priority information needs to be available, and in

the cued task-switching paradigm, it is the task cue that is supposed to con-

vey it.1 In contrast—and this constitutes the key experimental innovation we

introduced—advance task-ambiguous target stimuli demand a priority deci-

sion, but do not (by definition) provide the kind of priority information from

which task selection could occur. Thus, we hypothesized that brain areas in-

volved in task prioritization should be activated by advance task cues, but not

by advance-target stimuli (Fig. 12–2).

Figure 12–1 The basic task design that was used in our own studies presented in this

chapter (A and B). The analysis of functional magnetic resonance imaging data col-

lected in such S1-S2 designs needs to take into account temporal overlap between event-

related blood-oxygen level–dependent (BOLD) responses associated with consecutive

S1 and S2 events appearing in a fixed order (C andD). A. Participants were made famil-

iar pre-experimentally with the task rules for letter classification and digit classification.

In each trial, a task cue (e.g., letter) indicated which task to implement in the presence of

a task-ambiguous target stimulus (e.g., ‘‘N 3’’). B. The order of the cue and target pre-

sentation was varied across two blocked conditions, either cue-target or target-cue. The

main goal was to compare preparatory BOLD activation associated with advance cues

versus advance targets. C. Unlike brain electrical event-related responses, which directly

reflect the time course of neural activity associated with consecutive events, the BOLD

response reflects a hemodynamically filtered measure of the underlying neural activity

that causes massive signal overlap. D. To reconstruct the BOLD components associated

with S1 and S2 events occurring within a single trial, we used a deconvolution technique

based on the insertion of partial S1-only trials (Ollinger et al., 2001; Serences, 2004).
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Hierarchical Model

In fact, such a prediction is very much in line with rather traditional, but still

popular and highly intuitive, hierarchical models of executive control that

postulate that regions within lateral prefrontal cortex (PFC): (1) represent task

demands or task goals in a relatively abstract form, and (2) sit at the top of

a task-processing hierarchy by providing the top-down information needed

to resolve competing processing tendencies developing in parallel on lower

Figure 12–2 Hypotheses regarding the involvement of a putative task prioritization

mechanism localized within posterior lateral prefrontal cortex. A. Presentation of ad-

vance task cues is supposed to enable task prioritization based on a prefrontal repre-

sentation of abstract task demands that can bias lower-level action selection processes

so that they will operate preferentially on target input that matches the currently task-

relevant perceptual dimension. B. According to our initial hypothesis, target stimuli

would not engage the prioritization mechanism because they are, by definition, task-

ambiguous and thus do not convey information that would significantly affect a pri-

ority decision.
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hierarchy levels in other parts of the brain, such as posterior parietal cortex

(e.g., Norman and Shallice, 1986; Cohen et al., 1990). A number of previous

studies have been conducted in an effort to isolate cue-related preparatory

activation, but these studies did not include a direct comparison with target-

based preparation. In such studies, one frontal cortex region in particular has

beenmost consistently identified in paradigms with advance task cues, namely,

the posterior part of inferior frontal sulcus (Brass and von Cramon, 2002;

Bunge et al., 2003; Sakai and Passingham, 2003; Ruge et al., 2005). The same

region, sometimes referred to as ‘‘inferior frontal junction’’ (IFJ) [Derrfuss

et al., 2005], also exhibits elevated activation under high task-interference con-

ditions, suggesting that its functional role is not restricted to cue-based task

preparation per se. More generally, it appears to process task information in

such a way as to exert top-down task control when required. See Figure 12–3

(see color insert) for the results of a recent meta-analysis (Koechlin et al., 2003;

Derrfuss et al., 2005; Ruge et al., 2005).

Although these observations are consistent with a cue-specific task prior-

itization function of IFJ, it remains to be answered whether advance task cues

are necessary or merely sufficient to engage the presumed high-level task rep-

resentations. If lateral PFC areas, such as IFJ, were also activated by advance

targets, thus demonstrating that advance task cues are not a necessary condi-

tion, the standard hierarchical model would be called into question. Indeed,

when we conducted the direct comparison of cue-related and target-related pre-

paratory activation (Ruge et al., submitted), we found results that called into

question the original interpretation that IFJ implements a cue-specific task pri-

oritization mechanism. Specifically, we found that neither IFJ nor any other

Figure 12–3 Meta-analysis conducted by Derrfuss et al. (2005), demonstrating the

involvement of inferior frontal junction across different studies that commonly shared

a strong demand for top-down task control.
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brain region was selectively activated for advance cues. Instead, all regions that

were activated by advance cues (including IFJ) were equally or even more

strongly activated for advance-target stimuli (Fig. 12–4; see color insert). This

surprising result seems to prompt a reconceptualization of the standard hier-

archical account of task prioritization. Next, we provide two possible explana-

tions that attempt such a reconceptualization.

Nonhierarchical Model I: Cumulative Prioritization

A good starting point is the computational model by Gilbert and Shallice

(2002) depicted in Figure 12–5. One important difference between this model

and related previous computational models (e.g., Cohen et al., 1990) is that

task-ambiguous target stimulus input can fully activate the processing path-

ways for both tasks (word-reading and color-naming) in parallel up to the level

of abstract task demands. In this sense, the model can be considered nonhier-

archical,2 and it seems to be suited to accommodate our brain activation

results.

According to such an interpretation, abstract task demands (assumed to be

represented within IFJ) are activated directly and equally well by both cues and

Figure 12–4 Two different patterns of preparatory brain activation associated with ad-

vance task cues, advance-target stimuli, or both. Remarkably, neither IFJ nor any other

region was selectively (or evenmore strongly) activated for advance task cues. Conversely,

a number of areas, such as mid-dorsolateral prefrontal cortex, were selectively activated

by advance targets. mid-DLPFC, mid-dorsolateral prefrontal cortex; IFJ, inferior frontal

junction.
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targets, with cue-associated task information being relayed via the task de-

mand layer in exactly the same fashion as target information. From this per-

spective, there is no true functional difference between a situation in which

multiple task demands are activated in parallel by multivalent targets and a

situation in which a single task demand is activated by an unambiguous task

cue. Accordingly, task prioritization is not a distinct functional (and neuro-

anatomical) entity specifically associated with task cues, but instead, it emerges

cumulatively, with the representation of task demands settling into a unique

and stable state as soon as sufficient evidence has been accumulated for a sin-

gle task. This happens immediately after an advance task cue, but it requires

additional information when the representation of task demands remains in

an undecided state after advance multivalent targets. Thus, according to this

alternative ‘‘cumulative prioritization’’ account, task control is a continuously

evolving process, with no privileged route of access to task demand represen-

tations.

Interpreted in this way, our imaging results can also potentially arbitrate

a debate within the behavioral task-switching literature concerning the pro-

cessing level at which stimulus-induced task competition occurs (Hübner

et al., 2004). Although there is now ample evidence that target stimuli are not

merely passive objects of top-down cue-based control biasing (e.g., Allport and

Figure 12–5 Computational task-switching model by Gilbert and Shallice (2002), in a

modified graphical representation. The novel contribution of this model is that target

stimulus input is allowed to activate abstract task demand units (word-reading and color-

naming), thereby activating its own task-related processing pathways.
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Wylie, 2000;Waszak et al., 2003; Yeung andMonsell, 2003), it has been unclear

whether targets activate task-related processing pathways at the level of ab-

stract task demands (presumably represented within lateral PFC), or instead,

at the lower level of specific stimulus-response (S-R) associations (presumably

represented within posterior parietal cortex). Under the assumption that IFJ

represents abstract task demands, our results clearly favor the former inter-

pretation.

Nonhierarchical Model II: Compound

Cue-Target-Response Mappings

The cumulative prioritization model is a nonhierarchical account of task con-

trol, in the sense that it abandons the idea of a cue-specific task prioritization

module. However, it still assumes a control hierarchy in the sense that higher-

order abstract task demands are used to modulate the activation strength of

lower-order representations: the actual S-R mapping rules. Alternatively, it

is possible to entirely abandon the idea that a representation of abstract task

demands is involved in task control. Instead, IFJ could directly code the actual

task rules by integrating task cues and target categories into compound S-R

mappings using conjunctions, such as, ‘‘if the cue indicates letter AND the

target is a vowel, then press the right button OR if the cue indicates letter AND

the target is a consonant, then press the left button.’’ From this perspective,

IFJ is activated by both advance cues and advance targets because they both

provide information that can be used to partially instantiate the same com-

pound mapping rule. This view of IFJ-mediated task control is reminiscent of

Logan and Bundesen’s (2003, 2004) account of cue-repetition effects, which

led them to the conclusion that ‘‘. . . the explicit task cuing procedure is not a

viable method for investigating executive control.’’ (Logan and Bundesen,

2004, p. 839). An alternative, and in our view, more adequate conceptualiza-

tion would be that the employment of compound mapping rules in cued task-

switching genuinely constitutes an ‘‘executive control’’ function. The reason-

ing is that the tasks are typically novel and only weakly practiced. Therefore,

compound S-R mappings may have to be computed in an online, possibly

verbally coded fashion (Goschke, 2000), within working memory. Maintaining

compound S-R mappings in working memory (when necessary) might be crit-

ical because the components of the conjunction might be presented in a tem-

porally separated fashion and thereby might require a mechanism capable of

cross-temporal integration to complete the conjunction. Indeed, these con-

junctive working memory representations may be the instantiation of what is

meant by the term ‘‘rule-like’’ when describing the mechanisms of task control

(Bunge, 2004).

Target-Specific Preparatory Processes

Regardless of which of these models one prefers, they share one common fea-

ture. In these models, control over action selection is assumed to be exerted
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via ‘‘attentional’’ mechanisms that guide the transformation from perceptual

stimulus representations into response options according to pre-experimentally

instructed S-R mapping rules. Furthermore, both cue-based and target-based

preparatory mechanisms are presumed to share this attentional (i.e., S-R) path-

way. Yet, we would like to suggest that this model, as intuitive as it may be, is not

complete. Instead, we argue that a more comprehensive account of target-based

preparatory control must take into consideration two additional levels of pro-

cessing.

First, a viable model must incorporate an intentional control path, where

behavioral options are selected in accordance with potentially obtainable ac-

tion goals suggested by the current state of the environment (Meiran, 2000b;

Waszak et al., 2005). Importantly, we make a clear distinction between ‘‘in-

tention,’’ referring to the encoding of action goals (i.e., the anticipated action

effects), and ‘‘volition,’’ referring to the actual commitment to implement a

planned action based on cost-benefit considerations.

Second, such a model needs to take into account the fact that the generation

of future behavioral options based on abstract mapping rules (S-R or goal-

response associations)—hereafter referred to as ‘‘action selection’’—is not iden-

tical to the planning of concrete motor responses based thereon. We will argue

that the interface between abstract action selection and concrete motor planning

is controlled by an additional rule type related to the consideration of subjec-

tive cost-benefit tradeoffs.

Intentional Control of Action Selection

Within the task-switching context, Meiran (2000a, b) was the first to propose

that concrete target stimuli might not only activate action selection processes

based on perceptual stimulus representations, but also trigger additional ac-

tion selection processes based on representations of action goals, which are

themselves supposed to be independent of cue-based control biases. This con-

clusion was derived from the observation that cue-based preparation reduces

subsequent target-induced competition on a perceptual level, but fails when

competition among action goals is present.

Additional support for these conclusions comes from brain imaging stud-

ies. One study compared task-switching conditions in which the competing

tasks comprised overlapping goal-response associations (referred to as ‘‘re-

sponse meanings’’ in that study) against a control condition in which there

was no overlap. The overlap condition was associated with increased activity in

mid-dorsolateral PFC (mid-DLPFC), suggesting that thismight be the prefrontal

region that contributes to intention-based conflict resolution (Brass et al., 2003).

Yet another task-switching study that specifically focused on cue-based prepa-

ration did not observe activity in mid-DLPFC (Ruge et al., 2005). This pattern of

results suggests that intentional control is only weakly (if at all) engaged during

cue-based preparation, again supporting the earlier performance-based con-

clusions.
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To summarize the findings so far, there is evidence that intentional pro-

cesses are associated with concrete target stimuli (but not task cues), and that

specifically, mid-DLPFC is implicated in intentional control. Still missing in

this picture is evidence showing that target-based intentional processes can be

engaged in preparation. If this were true, we would expect preparatory acti-

vation in mid-DLPFC after advance-target stimuli. Our recent study (Ruge

et al., submitted) replicated the absence of mid-DLPFC activity during the

preparatory period for the advance-cue condition. At the same time, we found,

as hypothesized, that preparation after advance targets was associated with ro-

bust activity in this brain area. Moreover, as shown in Figure 12–4, the com-

parison of cue-related and target-related preparatory activation reveals that

the distinct neuronal signatures of attentional control (preparatory activation

for both advance cues and advance targets) versus intentional control (pre-

paratory activation selectively for advance targets) are not limited to IFJ and

mid-DLPFC, respectively. Rather, the same two activation patterns are found

in a number of other brain regions (parietal cortex along IPS, dorsal premotor

cortex, and medial frontal cortex), thereby forming two widely distributed,

but segregated control networks.

Although the empirical results, both behavioral and imaging, do quite con-

vincingly converge onto a dual-path (attention-intention) model, it still seems

important to discuss the somewhat unusual notion that intentional control

can be externally triggered by target stimuli. In fact, a popular view in the lit-

erature is that intentional control becomes relevant specifically when action

selection is not fully determined by the current stimulus input, but instead

needs to be based on internally generated future action goals (e.g., Frith et al.,

1991; Jahanshahi and Dirnberger, 1999).3 Yet, from a general theoretical stand-

point, we do not see any good reason why intentional processes should not also

be triggered externally (i.e., activated by the appearance of stimuli that are as-

sociated with particular action goals). For instance, to give a real-world example,

the fasten-your-seat-belt alarm ringing in your car suggests the action goal of

silencing it (by fastening your seat belt).4

Based on the notion that intention is associated with the ‘‘internal’’ gen-

eration of action goals, many studies of intentional control have used free se-

lection tasks. The respective brain imaging studies have typically identified

mid-DPLFC as one key brain region (besides medial frontal cortex) involved

in the internal intention generation process (e.g., Frith et al., 1991; Jahanshahi

and Dirnberger, 1999). Mid-DLPFC is exactly the region we reported to be in-

volved in externally triggered target-based intentional control. This suggests

that this brain region might be engaged during both internally guided and

externally guided intention. Indeed, a recent fMRI study conducted by Lau

et al. (2004) directly compared the two situations and found that mid-DLPFC

is engaged, regardless of whether action selection is externally or internally

guided. In contrast, it was medial frontal cortex that seemed to be specifically

associated with internal action selection.
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The perspective of externally guided intention becomes particularly clear

in the light of the ‘‘mirror neuron’’ literature (Rizzolatti and Craighero, 2004;

Arbib, 2005). The central notion of this work is that there exists a special class

of neurons that codes actions according to their anticipated observable effects

(i.e., action goals) [see also Hommel et al., 2001]. This interpretation is based

on the intriguing finding that such neurons are active not only when an action

is about to be performed, but also when the same action is observed being per-

formed by another individual (i.e., when the effects of another person’s actions

are perceived). This data pattern demonstrates that intention (i.e., activation

of action goals) can easily be triggered externally by adequate stimulus input.

Brain imaging studies seeking to identify the human equivalent of the monkey

mirror neuron system have revealed a set of brain areas that overlap remark-

ably well with the brain regions we have found to be selectively engaged during

target-based preparation, including the anterior part of intraparietal sulcus,

and Broca’s area (BA 44), which is supposed to be the human homolog of the

monkey’s mirror neuron area F5 within ventral premotor cortex (e.g., Buccino

et al., 2001; Grezes et al., 2003; Manthey et al., 2003; Hamilton and Grafton,

2006; for a review, see Rizzolatti and Craighero, 2004). Mid-DLPFC does not

seem to be as consistently implicated in human activation studies. However,

cortical connectivity studies in monkeys suggest that mid-DLPFC has a strong

projection to the anterior intra-parietal sulcus (aIPS), and also, to a lesser

degree, with ventral premotor area F5 (Rizzolatti and Luppino, 2001).

Action Selection Versus Motor Planning

So far, our discussion of target-based preparation has dealt with the distinction

between attentional and intentional action selection processes that generate

response options based on either abstract S-R rules or abstract goal-response

rules, respectively. In this section, we argue that the examination of target-

based preparation is also useful for elucidating the putative role of mechanisms

that regulate the transfer from an ‘‘action selection’’ stage into a final ‘‘motor

planning’’ stage. The conceptual distinction between these two processing lev-

els becomes especially useful in task situations for which motoric response

codes are not automatically activated via associative shortcuts that are either

pre-experimentally overlearned (e.g.,word-reading in theStroop task)orother-

wise predisposed, for instance, by their spatial compatibility (e.g., Simon task).

When, instead, novel and relatively unpracticed tasks are involved, we postu-

late that the transfer from action selection into motor planning processes is

under a more flexible control regime.

The idea is that action selection processes first generate abstract behavioral

options that may or may not be translated into concrete motor plans. Such

flexibility in motor planning is of particular relevance in the context of mul-

tivalent advance-target stimuli that can present in one of two opposing types.

On one hand, advance targets can be congruent (i.e., different tasks require the

same response; for example, the target ‘‘A 7,’’ if both vowels and odd digits
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require a left-button response). In this case, it would be of great use to engage

in advance motor planning to prepare a single motor response, which could

then be executed right away, as soon as the subsequent cue gives the ‘‘go’’

signal. On the other hand, for incongruent advance targets (i.e., different tasks

require different responses, such as ‘‘A 8’’ in the example discussed earlier),

such advance motor planning would have costs as well as benefits because the

preparation of motor plans would lead to competition between mutually in-

compatible responses that could create interference before and during response

execution. Thus, in contrast to congruent trials, for incongruent trials, the cost

of the extra effort required for preparation of motor responses may outweigh

the potential benefits to be gained in response time (Fig. 12–6).

The presence of such a cost-benefit tradeoff related to motor planning

makes it clear that different preparation strategies are possible. It is therefore

of interest to determine how actual participants decide to optimize the in-

terface between action selection and motor planning. A first strategy would

be always to defer the start of motor planning until the cue is presented to

effectively prevent interference in case of incongruent targets, yet, at the cost of

Figure 12–6 Model assumptions about the involvement of strategic control at the

interface between action selection and motor planning processes. The core assumption

is that this interface is regulated by the subjective evaluation of expected utility (im-

plemented by medial frontal cortex) associated with preparation based on congruent

versus incongruent advance-target stimuli.
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suboptimal preparedness in case of congruent targets. A second strategy would

be always to start motor planning right away after advance-target presentation,

to be optimally prepared in case of congruent targets, yet, at the cost of risking

motor interference in case of incongruent targets. Of course, a third, mixture

strategy is also possible, in which the decision to engage in preparatory motor

planning occurs flexibly on a trial-by-trial basis, depending on whether the

current target is recognized as congruent or incongruent.

We examined this issue in our recent study of advance-target preparation

(Ruge et al., submitted). We found evidence that different individuals seemed

to adopt different strategies (Fig. 12–7). This interpretation is most strikingly

evidenced by the observation that one group of participants (‘‘congruency-

sensitive’’) exhibited a large speeding up in reaction time for advance con-

gruent targets compared with incongruent targets. Yet, in the other group of

participants (‘‘congruency-insensitive’’), performance in congruent and in-

congruent targets was almost identical, in terms of reaction time. We also ex-

amined brain activation patterns as a function of this behavioral group dif-

ference, and observed a complex pattern (Fig. 12–7). We found that group

differences in preparatory brain activity were observed in all advance-target

trials, not just congruent ones. This suggests that participants were not adopt-

ing the mixture strategy of engaging in preparatory motor planning on a trial-

by-trial basis, depending on whether the current target is congruent (engage)

or incongruent (do not engage). Instead, we observed that the congruency-

sensitive group had increased preparatory activity in medial frontal regions

(along with other regions) compared with the congruency-insensitive group,

even in incongruent trials.

These results suggest that participants in the congruency-sensitive group

adopted a global strategy (i.e., maintained across all individual trials) to gen-

erally engage in advance motor planning, irrespective of the status of congru-

ency. This interpretation was also supported by the observation that, during the

final response planning and execution phase after the cue, brain activation in the

congruency-sensitive groupwas reduced for congruent targets and increased for

incongruent targets in posterior parietal cortex and dorsal premotor cortex—

notably, in the caudal part that has been postulated to represent more con-

crete motor codes, as opposed to the more abstract, ‘‘cognitive’’ representation

ofmotor plans represented in the rostral portion (Picard and Strick, 2001). This

activity pattern is exactly what would be expected of the congruency-sensitive

participants if they: (1) benefited in congruent trials from an already prepared

single motor response ready for execution (less planning effort, reduced acti-

vation), and (2) faced a disadvantage in incongruent trials because of the con-

currently prepared competing motor response (more effort to eliminate erro-

neous response tendencies, enhanced activation).

To conclude, these results tentatively suggest that the interface between

action selection and motor planning processes is under voluntary control—

for two reasons: (1) Motor planning seems to be an optional strategy adopted

by only a subset of participants, instead of being the inevitable result of
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automatic priming processes taking place in each and every participant. (2)

This presumed strategy difference was accompanied by selective medial frontal

cortex activation for the congruency-sensitive group. As noted earlier, medial

frontal cortex is a brain region that has long been associated with the initiation

and perpetuation of voluntary motor behavior (Barris and Schuman, 1953;

Paus, 2001; Rushworth et al., 2004). In the next and final section, we elaborate on

the idea that only some components of task preparation might be volitional.

Figure 12–7 A. Comparison of behavioral performance (response times)

for congruent and incongruent advance targets. A distributional analysis of

congruency effects suggested a subdivision into two groups of subjects, ei-

ther showing a strong speed-up for advance congruent targets or showing

no difference between congruent and incongruent advance targets. B. Three

different patterns of brain activation that followed the group difference,

defined according to the presence or absence of a behavioral congruency ef-

fect. co, congruent; ic, incongruent.
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Voluntary Control?

A putative hallmark of executive control is its presumed voluntary nature. Al-

though volition is certainly the most fascinating aspect of higher-order brain

function, it is also an enigmatic and elusive one. As we have mentioned earlier,

in the context of free selection tasks, we draw a clear conceptual line between

intention and volition. On one hand, the notion of intention is used to refer to

the activation of action goals (i.e., anticipated action effects) and action selec-

tion processes based thereon (e.g., Hommel et al., 2001). On the other hand,

the notion of volition is used to refer to the actual initiation and perpetuation

of behavior based on the assessment of expected subjective outcome or utility

in terms of cost-benefit tradeoffs (e.g., Rushworth et al., 2004). Thus, we dis-

tinguish between anticipated action effects and action outcomes. We use the

term ‘‘effect’’ to refer to an expected perceptual or conceptual state produced

by an action, and the term ‘‘outcome’’ to refer to the subjective value (in terms

of reward components) associated with that expected state. Thus, volitional

processes may be more directly motivational (i.e., ‘‘hot’’), whereas intentional

processes are more coldly cognitive.

Maybe the most intuitive observable property of voluntary control is its op-

tional engagement. Based on this criterion, we suggested in the preceding sec-

tion that target-based preparation involves a volitional component operating at

the interface between action selection and motor planning processes. However,

a potential weakness of this conclusion is that it relies on a post hoc interpre-

tation of naturally occurring interindividual differences. It would therefore be

desirable to employ procedures that enable tighter experimental control over vo-

litional processes. A number of reasonable experimental approaches have been

suggested in the context of cue-based preparation, two of which we discuss in

more detail below.

Measuring Volition I: Optional Engagement of Preparatory Processes

The first experimental approach to measuring volition is based on the pre-

sumption that participants are, in principle, free not to use the task cue.5 In this

case, they would exhibit ‘‘utilization behavior’’ (Lhermitte, 1983; Shallice et al.,

1989) driven by the currently most salient stimulus affordances. DeJong (2000)

followed this line of reasoning to explain the often limited effectiveness of cue-

based preparation by postulating that participants would occasionally fail

to initiate cue-based preparation. Based on a distributional analysis of within-

subject response times, DeJong demonstrated that participants are optimally

prepared in a subset of trials (i.e., show no switch costs), but completely un-

prepared (i.e., show switch costs equivalent to having no preparation time) in

another subset of trials. The all-or-none character of task preparation sug-

gests that it is optional, and therefore under voluntary engagement. If, instead,

preparation was achieved via automatic cue-based priming processes, the de-

gree of preparedness (measured via the amount of residual switch cost) should

have followed a unimodal distribution across trials.
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Measuring Volition II: Conscious Accessibility of Preparatory Processing

The second experimental approach to measuring volition was pursued by

Meiran et al. (2002), who allowed participants to have full control over their

level of preparedness by self-determining how long to process an advance cue.

Thus, preparation time was self-paced, and target stimuli appeared on the

screen only after a readiness response was given. The rationale for this proce-

dure was the assumption that voluntary control operates in a conscious mode.

Participants should therefore be able to estimate their own state of prepared-

ness. Based on this assumption, one can make inferences based on the rela-

tionship between preparation time and target response time. To derive precise

predictions for this relationship, we need to apply somewhat complex rea-

soning. First of all, in a perfect world, self-pacing would allow each participant

to be optimally prepared in every trial, resulting in zero variability of the ac-

tual state of preparedness, which would also imply a zero correlation between

preparation time and response time.

Assuming a more realistic model, subjective estimates of the true state of

preparedness should be subject to both interindividual and intraindividual

variability. Interindividually, different participants might systematically adopt

different criteria for when they feel sufficiently well prepared. This implies

that more liberal (i.e., impulsive) participants would indicate their readiness

sooner, leaving them less well prepared. Conversely, more conservative par-

ticipants would indicate their readiness later, which leaves them better pre-

pared. Thus, a negative correlation between average preparation time and

average response time would be expected (i.e., participants with slower average

readiness response times would tend to have a more conservative criterion and

thus better preparedness, which would lead them to have to faster average re-

sponse times).

Similarly, as a source of intraindividual variability, participants would be

assumed to exhibit a certain estimation error around their subjective criterion,

which implies that, in some trials, they underestimate their preparedness (thus

indicating their readiness later than necessary, thereby being better prepared),

whereas in other trials, they overestimate it (thus indicating their readiness too

early, thereby being less well prepared). In effect, as for the correlation across

participants, a negative relationship between trial-by-trial preparation times and

response times would be expected (e.g., slower preparation times within indi-

viduals would occur in trials with better preparedness than at criterion, which

should lead to faster response times).

Surprisingly, and in direct contradiction to the conclusions derived from

DeJong’s distributional analysis, Meiran et al. (2002) did not find the pre-

dicted negative relationship between preparation time and response time

(even though there was substantial inter- and intraindividual variability).6

Thus, they arrived at the conclusion that the internal state of preparedness is

not consciously accessible; therefore, participants are unable to come up with

a reasonable estimate.
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Voluntary Control during Cue-Based and Target-Based Preparation

We recently attempted to replicate and extend the results ofMeiran et al. (2002)

by comparing preparation time effects in advance-cue as well as advance-target

conditions (Ruge and Braver, in preparation). In the advance-cue condition,

we also did not find negative correlations between preparation time and re-

sponse time. However, in the advance-target condition, we observed strong

negative correlations both inter- and intraindividually (Fig. 12–8).

Our results, therefore, suggest that target-based preparation is consciously

accessible, whereas cue-based preparation may not be. Thus, if conscious ac-

cessibility is taken as a criterion for the engagement of voluntary control,

target-based preparation would meet this criterion. This conclusion is also

in line with our earlier interpretation of interindividual differences regarding

congruency-related effects in performance and brain activation. In that study,

even under standard conditions of a fixed-duration preparatory interval,

we attributed the effects of individual differences to the optional character of

voluntarily initiated motor planning processes during target-based prepara-

tion (discussed earlier). A second finding from the self-paced study is also im-

portant in supporting the brain imaging results. We found that the negative

correlation between preparation time and response time was present in both

congruent and incongruent target trials. This confirms our earlier conclusion

that the initiation of motor planning processes is the result of a global strategy

applied in all trials, rather than a mixture strategy applied only after deter-

mining whether a target stimulus is congruent or incongruent. Nevertheless,

the shallower slope of the regression line in the incongruent condition sup-

ports the hypothesis that preparation was somewhat less effective in this con-

dition, presumably due to induced response competition effects induced by

motor planning.

Two Modes of Voluntary Control

The results described earlier, obtained across a variety of studies, can be sum-

marized as follows. If voluntary control is defined by its optional engagement,

then both cue-based and target-based preparation should be classified as vol-

untary. In contrast, under the assumption that voluntarily controlled pro-

cesses are consciously accessible, our recent self-pacing results suggest that

cue-based preparation should not be categorized as voluntary. To explain this

discrepancy, we tentatively suggest a distinction between two modes of vol-

untary control: a ‘‘semiautomatic’’ mode, employed during cue-based prep-

aration, and a ‘‘fully controlled’’ mode, employed during target-based prep-

aration. Which of these two modes is active in a given situation depends on

whether participants are merely consciously aware of the initiation of pre-

paratory processes (as might occur for advance cues) or whether they are also

consciously monitoring the unfolding of preparatory information processing

after its initial activation (as might occur for advance targets). Accordingly, we
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suggest that self-paced preparation time can provide a reasonable measure of

voluntary processes only in the fully controlled mode.

Fully Controlled Mode during Target-Based Preparation

How can we explain why only target-based preparation (more specifically,

the advance motor planning component), but not cue-based preparation, is

Figure 12–8 Relationship between self-paced preparation time and response times

(across subjects). For the advance-cue condition, there was no noticeable relationship—

either when the advance cue implied a task switch (Spearman rho¼�0.08) or when it

implied a task repetition (Spearman rho¼�0.09). For the advance-target condition,

instead, there was a strong negative relationship (longer preparation times, faster re-

sponse times) for both advance congruent targets (Spearman rho¼�071, p< 0.002)

and advance incongruent targets (Spearman rho¼�0.67, p< 0.004).
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consciously monitored under the proposed regime of fully engaged voluntary

control? A possible answer to this question is that target-based motor planning

is only a small step shy of actual response execution and is therefore associ-

ated with a high risk of erroneous behavior. In contrast, cue-based prepa-

ratory processes are relatively far removed from the final execution of motor

responses (at least in the way in which these cue-based processes have been

operationalized in the laboratory).

Such reasoning naturally relates to theoretical concepts developed in the con-

text of error processing and performance monitoring that point to the central

role played by medial frontal cortex (Ridderinkhof et al., 2004). Not surpris-

ingly, this is the same region whose activation pattern we found to be reflective

of whether a given participant was engaging in target-based preparatory motor

planning (discussed earlier). The specific contribution of medial frontal cortex

in the context of target-based preparation seems to be to compute and repres-

ent the expected outcome or utility in terms of benefits (speeding response time)

and costs (extra effort, potential response competition in incongruent trials),

when engaging in concrete preparatory motor planning. Depending on subjec-

tive evaluation criteria, which we postulate to be computed in medial frontal

cortex, an individual may ormay not feel motivated to engage in advance motor

planning.

Semiautomatic Control Mode during Cue-Based Preparation

What is the reasoning behind the notion of semiautomatic voluntary control

operating during cue-based preparation? The rationale is that the preparatory

benefit associated with advance task cues may rely on processes that subcon-

sciously operate on task-related representations. Yet, whether such processes

can unfold may depend on the status of a voluntarily controlled initiating

signal. Thus, in the self-paced situation, participants would be able to con-

sciously indicate whether they started active preparation, but they would be

unable to give a reasonable estimate of the progress they make during the un-

folding of this process. As such, preparation in the cue-based condition should

be considered semiautomatic, because only the initiation, and not the unfold-

ing and duration, of preparatory processes is under voluntary control.

A computational model that we designed recently helps to clarify the role

of a voluntary gating signal in cue-based task preparation (Reynolds et al.,

2006). In this modeling study, the success of cue-based preparation relies on an

optional all-or-none (dopaminergic) gating signal that controls whether task

information conveyed by advance cues would gain access to a PFC-based rep-

resentation of abstract task demands. Importantly, the gating signal need only

occur briefly, as long as it coincides with the presentation of the cue. This

gating signal then initiates the encoding and activation of cue-related task in-

formation into PFC. As a consequence of this activation, the current task de-

mand representation settles into a self-maintained stable activity pattern that

persists across time. Thus, it could be that only the initial gating mechanism

operates consciously, whereas the actual preparation of the subsequent task
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might rely on the subconscious maintenance of a PFC representation. This

PFC representation may, in turn, also subconsciously bias task-appropriate

S-R transformation processes in posterior cortical regions (e.g., posterior pa-

rietal cortex).7

CONCLUSIONS

In our recent studies, the comparison of cue-based and target-based prepa-

ratory conditions have proven highly potent in generating a wealth of inter-

esting, and often unexpected, empirical phenomena and novel theoretical in-

sights. Consequently, the conceptualization of rule-based control evolved and

expanded throughout this chapter, often leading to questions about what seemed

intuitive from the standard perspective of cue-based (preparatory) task control.

We started from a highly intuitive, strictly hierarchical model that assumes

that high-level task prioritization rules are employed to disambiguate action

selection processes that occur at a lower level of the task hierarchy, and that are

activated by task-ambiguous target stimuli. One of the key assumptions of

such a model is that task prioritization rules (represented within lateral PFC)

would become engaged to fulfill their function of task disambiguation only

under conditions in which unambiguous task decisions are possible (i.e., af-

ter advance task cues, but not after advance-target stimuli). The failure to find

brain regions (particularly IFJ area) exhibiting cue-specific preparatory acti-

vation does not confirm this initial hypothesis, and prompts a re-evaluation

of the nature of PFC representations underlying task control. Two fundamen-

tally different models seem possible, one of which retains a notion of semi-

hierarchical task rules, whereas the other implies a nonhierarchical represen-

tational scheme. In particular, a critical question regarding the function of

IFJ is whether this region exerts ‘‘attentional’’ control based on representations

of either (1) abstract templates of task-relevant stimulus dimensions employed

to activate and configure lower-level S-R transformation processes or (2) com-

pound S-R mapping rules composed of conjunctions between stimulus cate-

gories and task cues. Further research will be needed to adjudicate between these

two possibilities (see Ruge et al., submitted, for a more detailed argument in fa-

vor of the compound mapping account).

Beyond shedding some new light on the functional characteristics of brain

areas commonly found to be involved in cue-based attentional control, the use

and comparison of the advance-target condition also demonstrated the rele-

vance of preparatory processes occurring via an additional ‘‘intentional’’ con-

trol path originating from dorsolateral PFC regions specifically engaged when

action selection can be based on concrete action goals. Similar to the discussion

about the representational code underlying attentional control, it remains

unclear whether intentional control is based on representations of (1) abstract

templates of task-relevant action goals employed for activating and config-

uring lower-level goal-response transformation processes or (2) the actual

goal-response mapping rules.
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Finally, we started to explore the question of whether there is a meaningful

distinction between different forms of preparation in terms of the extent to

which they involve strategic or voluntary control. Although, once again, seem-

ingly counterintuitive, our results and those of others suggest that it is not cue-

based preparation, but instead, target-based preparation that is more domi-

nantly guided by volitional strategy. More specifically, it seems that subjective

estimates of cost-benefit tradeoffs represent another type of rule that guides

the task preparation process. These representations appear to be housed within

medial frontal cortex, and help to determine whether concrete motor plan-

ning processes will be engaged during preparation. A future challenge will

be to design experiments that more systematically manipulate and dissoci-

ate the factors that determine subjective cost-benefit tradeoffs, along with the

attentional and intentional control processes that enable effective task prep-

aration.
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NOTES

1. Task prioritization can also be based on subjective task preferences (e.g., Forst-

mann et al., 2006) or memorized task sequences, as is the case in the alternating-runs

paradigm (e.g., Rogers and Monsell, 1995).

2. Despite its nonhierarchical nature, the model seems to contain a ‘‘hidden’’ hi-

erarchy (which is not explicitly modeled) by assuming that cue-associated task infor-

mation is mediated via a privileged route that provides ‘‘top-down control input’’ into

lower-level task demand units to disambiguate competing activation there. Again, the

lack of cue-selective prefrontal activation in our study argues against such a concep-

tualization.

3. In contrast to the distinction we made earlier, in this context, the terms ‘‘in-

tention’’ and ‘‘volition’’ are typically used synonymously.

4. In many experimental settings, it is difficult to determine whether an observable

motor response was planned under the influence of attentional control (stimulus-

response associations), intentional control (goal-response associations), or both. For

instance, both the stimulus-response rule ‘‘if the alarm rings, fasten your seat belt’’ and

the goal-response rule ‘‘to silence the alarm [the goal], fasten your seat belt’’ do imply

the same response on hearing the alarm. Thus, just from observing the overt response

(fastening the seat belt), it is not possible to infer the type of rule it was based on.

5. A conceptually different approach was pursued by Forstmann et al. (2006), who

allowed subjects to freely choose which task to implement next.

6. Instead, readiness response time and target response time were positively cor-

related. According to Meiran et al. (2002), this somewhat paradoxical pattern suggests

that readiness response time, rather than reflecting an estimate of the internal state of

preparedness, merely reflects random fluctuations of the currently adopted speed-

accuracy criterion. This criterion then ‘‘spills over’’ into the subsequent period of target

processing, thus implicating that a relatively fast (slow) readiness response is likely to

be followed also by a relatively fast (slow) target response.

7. Although such an interpretation might seem unintuitive for prefrontal cortex

functioning, it would not be the first example of prefrontal cortex operating in an un-
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consciousmode. For instance, it has been demonstrated that mid-dorsolateral prefrontal

cortex can acquire novel action selection rules without subjects being able to report these

rules (Berns et al., 1997).
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13

Dopaminergic and Serotonergic

Modulation of Two Distinct Forms

of Flexible Cognitive Control:

Attentional Set-Shifting

and Reversal Learning

Angela C. Roberts

The ability to shift an attentional set and the ability to reverse a stimulus-

reward association are two examples of cognitive flexibility that have been

shown to depend on the prefrontal cortex (PFC) in a number of different ani-

mal species, including humans, monkeys, and rodents (Milner, 1963; Jones

and Mishkin, 1972; Owen et al., 1991; Dias et al., 1996a, b; Birrell and Brown,

2000; McAlonan and Brown, 2003). These abilities are dependent on distinct

regions of the PFC because lesions of the orbitofrontal cortex (OFC) disrupt

reversal learning, but not attentional set-shifting (Dias et al., 1996b, 1997;

McAlonan and Brown, 2003), and lesions of the lateral PFC in humans and

monkeys (and of the medial PFC in rats) impair attentional set-shifting, but

not reversal learning (Owen et al., 1991; Dias et al., 1996a, b; Birrell and Brown,

2000; McAlonan and Brown, 2003). These abilities have also been shown to

be differentially sensitive to manipulations of dopamine and serotonin (5-

hydroxytryptamine) [5-HT] within the PFC. As a consequence, they have be-

gun to provide us with considerable insight into the critical role of these

widespread neurochemical systems in cognitive control processes. This chapter

will consider attentional set-shifting and reversal learning, with respect to the

different types of control processes that contribute to them and the distinct

neural networks that underlie them, and review the role of dopamine and

serotonin in their regulation.
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COGNITIVE PROCESSES AND NEURONAL NETWORKS

UNDERLYING BEHAVIORAL FLEXIBILITY

Attentional Set-Shifting

Behavioral Considerations

An important aspect of complex behavior is the ability to develop an ‘‘atten-

tional set.’’ We learn to attend to the sensory features and motor responses that

are relevant to performing a task and ignore the features and responses that are

irrelevant. When certain features and responses retain their relevance across

tasks, then an ‘‘attentional set’’ may develop that biases our perception and

responses and increases our speed of learning new tasks as long as those features

and responses remain relevant. Such an ‘‘attentional set’’ is an example of an

abstract rule. However, flexible behavior depends on being able to shift rapidly

between different attentional sets or abstract rules, as demands dictate. Tradi-

tionally, attentional set-shifting ability was measured in humans in the clinic

using the Wisconsin Card Sort Test (WCST). This required subjects to learn to

sort apackacardsaccording toaparticulardimension, (e.g., color, shape,ornum-

ber), based on feedback from the experimenter. Subsequently, the subject had

to shift from sorting the cards according to one dimension (e.g., shapes), to sort-

ing them according to another (e.g., color) [Nelson, 1976].

More recent studies developed a visual discrimination task that not only

provided a componential analysis of attentional set-shifting ability, but also

enabled this ability to be tested in both humans and other animals using the

same task. It is based on intradimensional and extradimensional transfer tests

(Slamecka, 1968) used to investigate selective attention in humans (Eimas,

1966) and other animals (Shepp and Schrier, 1969; Durlach and Mackintosh,

1986). The test comprises a series of visual discriminations, each involving a

pair of two-dimensional compound stimuli (e.g., white lines superimposed

over blue shapes) presented to a subject on a touch-sensitive computer screen.

The subjects have to learn that one of the exemplars from a specific dimension

is associated with reward (e.g., a specific white line) [Roberts et al., 1988]. On

any one trial, a particular shape exemplar may be paired with one or the other

of the line exemplars, and may be presented on the left or right side of the

screen. By presenting novel compound stimuli for each discrimination that

vary along the same two perceptual dimensions, it is possible to measure two

aspects of cognitive control. (1) We can measure the ability to acquire and

maintain an attentional set, such that behavioral control is transferred from

one pair of exemplars to another within the same perceptual dimension (e.g.,

from one pair of blue shapes to another) [intradimensional shift] (IDS). (2)

We can measure the ability to shift an attentional set from one perceptual

dimension to another (e.g., from a pair of blue shapes to a pair of white lines)

[extradimensional shift] (EDS).
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This test differs from other task-switching paradigms (e.g., see Chapter 11) in

that its emphasis is on learning. Thus, the subject has to learn which of an array

of stimuli in the environment is relevant to the task, acquire a higher-order rule

or response strategy that facilitates successful performance across the series of

discriminations, and subsequently, at the EDS stage of the test, learn to aban-

don one response strategy in favor of a new strategy. In contrast, in other task-

switchingparadigms, the learningcomponent isminimized. Subjects are required

to switch between the use of one or the other of two previously acquired higher-

order rules to perform a discrimination task, with the appropriate rule to be used

being cued in advance of the trial (e.g., Rogers et al., 1998; Stoet and Snyder,

2003). In addition, in many such paradigms, reconfiguration of stimulus-

response mappings is also required at the time of the switch from one higher-

order rule to another, thus confounding these two processes.

Neuronal Networks Underlying Attentional Set-Shifting

A recent functional magnetic resonance imaging (fMRI) study (Hampshire

and Owen, 2006) sought to fractionate the specific components of attentional

set-shifting using a task design that the authors argued overcame some of the

confounding factors that were present in earlier human imaging studies of set-

shifting (Konishi et al., 1998b; Rogers et al., 2000; Nagahama et al., 2001). The

compound stimuli presented to subjects were composed of two dimensions—

buildings and faces—superimposed on one another, and subjects learned to

select an exemplar from one or the other of these dimensions across a series of

discriminations. By comparing neural activity between different switching

conditions, it was revealed that the ventrolateral PFC was differentially acti-

vated when attention was switched between stimulus dimensions. This finding

was consistent with some of the earlier imaging studies (Nagahama et al.,

2001). It is also consistent with the selective deficit in switching attention

between abstract dimensions in NewWorld monkeys with lesions of the lateral

PFC (Dias et al., 1996b). These lesions include an area reported to be com-

parable to ventrolateral area 12/47 in rhesus monkeys and humans (Burman

et al., 2006). In rats, an impaired ability to switch attentional sets is associated

with lesions of the medial PFC (Birrell and Brown, 2000). This region shares

similar anatomical patterns of connectivity with the medial PFC in primates

(Ongur and Price, 2000), but has also been proposed to share some functional

homology with dorsolateral regions of the primate PFC (Brown and Bowman,

2002; Uylings et al., 2003). Now, given its proposed role in set-shifting, it would

also appear to share some homology with the primate ventrolateral PFC. How-

ever, until the contribution of the primate medial PFC to set-shifting is inves-

tigated, the true extent of any homology between the rat medial PFC and the

primate ventrolateral PFC remains unclear.

Interestingly, the ability of the ventrolateral PFC to contribute to atten-

tional set-shifting does not appear to depend on its interaction with the under-

lying striatum. In an earlier positron emission tomography study (Rogers et al.,
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2000), activations in the PFC related to attentional set-shifting were not accom-

panied by corresponding activations in the striatum, even though other types of

response shifting in that same study (i.e., reversal learning) did induce striatal

activation. A more recent study designed specifically to address this issue also

found no striatal activation when switching between abstract rules (Cools et al.,

2004), a finding supported by the intact rule-shifting performance of patients

with striatal damage (Cools et al 2006). However, it should be noted that the

damage in this study was restricted to the putamen, sparing the head of the

caudate.

The ventrolateral PFC, besides being activated during shifting of higher-

order attentional sets, is also activated in a variety of other, relatively simple

paradigms, including go/no-go (Konishi et al., 1998a, 1999) and discrimina-

tion reversal tasks (Cools et al., 2002)—tasks that all have in common the re-

configuration of stimulus-response mappings. Consequently, it has been argued

by a number of authors that the ventrolateral PFC region in humans may have a

general adaptive function, being involvedwhenever behavioral change is required

(Aron et al., 2004; Cools et al., 2004). However, an alternative explanation lies in

the finding that this region has also been implicated in the development and

maintenance of an attentional set, and not just in set-shifting.

In many theories of cognitive control, the mechanisms by which currently

relevant representations are maintained must act in concert with those in-

volved in updating such representations in response to newly relevant infor-

mation (Braver and Cohen, 2000; Botvinick et al., 2001). If the representations

are too stable and fully protected from irrelevant distractors, then newly rel-

evant information may be ignored, resulting in cognitive inflexibility. In con-

trast, if salient cues are able to enter the network too easily, then currently

relevant representations do not become stable, resulting in distractibility. Ev-

idence from electrophysiological and lesion studies have emphasized a role for

the ventrolateral PFC in the attentional selection of behaviorally relevant

stimuli (Sakagami and Niki, 1994; Rushworth et al., 2005) and behaviorally

relevant dimensions of stimuli (Corbetta et al., 1991; Brass and von Cramon,

2004). In addition, the ventrolateral PFC has been implicated in the learning

of abstract rules, including delayed matching and nonmatching-to-sample.

Although electrophysiological studies have identified such rule-learning ac-

tivity in dorsolateral, ventrolateral, and orbitofrontal regions (Wallis et al.,

2001a), findings from lesion studies have directly implicated the ventrolateral

region in the process by which such rules guide response selection (Kowalska

et al., 1991;Malkova et al., 2000;Wallis et al., 2001b). Indeed, activations in this

region during selective attention to behaviorally relevant dimensions coincide

with enhanced activations in the region of the posterior sensory cortex in-

volved in the processing of the particular sensory dimension being attended to

(Corbetta et al., 1991). Because it appears that the specific sensory regions

processing the incoming information do not appear to be involved in rule-

learning per se (see Chapters 2 and 18), this enhanced activation in the pos-

terior sensory regions probably reflects enhanced processing of the specific
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exemplars within a dimension. Thus, the ventrolateral PFC appears to be in-

volved in the learning and maintenance of higher-order rules. If so, another

explanation for why this region is activated in functional neuroimaging stud-

ies using simple tasks of go/no-go and discrimination reversal is that such

studies have required subjects to perform multiple discriminations, very likely

resulting in the development of higher-order rules or sets to perform the tasks

(e.g., ‘‘if it’s not this stimulus, it’s the other’’).

Summary

An important component of flexible behavior is the ability to switch be-

tween attentional sets. Findings from multiple studies and methodologies

have implicated the PFC in mediating this ability, particularly the ventrolat-

eral region. However, flexible behavior requires flexibility at multiple levels of

behavioral control, not just at the level of higher-order rules or sets. One task

that has been used to study lower-level flexibility is the discrimination reversal

task. This task requires subjects—having learned to respond to one of two

particular objects or stimuli to gain reward—to switch to responding to the

other, previously unrewarded, or incorrect, stimulus. Unlike attentional set-

shifting, in which the switch occurs between higher-order rules or strategies,

the switch in reversal learning is at the level of responses to concrete stimuli.

The next section considers the neuronal networks that are believed to underlie

this capacity.

Discrimination Reversal

Prefrontal Mechanisms Underlying Reversal Learning

At the heart of all discrimination reversal tasks is the requirement to inhibit

responding to a previously rewarded stimulus. However, beyond this core re-

quirement, there is considerable variation in how the task is administered.

This, in turn, may have quite profound effects on the precise psychological

mechanisms underlying the task and thus the regions of the brain contributing

to its performance. This is particularly the case with respect to spatial reversal

tasks, in which the cues that subjects are using to guide responses are often

ambiguous, being either egocentric-based or allocentric-based. If the cue is ego-

centric-based, then the underlying associative processing may be biased to-

ward action-outcome associations that depend on distinct neural circuitry to

that of cue-outcome associations. For example, in rats, the former are dis-

rupted bymedial prefrontal lesions (Balleine andDickinson, 1998), whereas the

latter are disrupted by orbitofrontal lesions (Gallagher et al., 1999). It should

be noted, however, that the neural circuitry specifically involved in link-

ing allocentric cues with outcome has not been investigated. For purposes of

clarity, this chapter will focus on the reversal of specific sensory discrimina-

tions involving either visual or olfactory cues.

Consistent across all species tested, including humans, monkeys and rats, is

the importance of the OFC in switching responses between one of two cues in
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a sensory discrimination task (Butter, 1969; Iversen and Mishkin, 1970; Rolls

et al., 1994; Dias et al., 1996b; Schoenbaum et al., 2002; Chudasama and

Robbins, 2003; Fellows and Farah, 2003; Kringelbach and Rolls, 2003; McA-

lonan and Brown, 2003; Hornak et al., 2004; Izquierdo et al., 2004). Also

consistent with this is the activation of orbitofrontal regions in fMRI stud-

ies of reversal learning in humans, regardless of whether the reward is juice

(O’Doherty et al., 2003), happy faces (Kringelbach and Rolls, 2003), money

(O’Doherty et al., 2001), or a ‘‘correct’’ feedback signal (Hampshire and

Owen, 2006). This is also regardless of whether the reversal task is presented in

isolation (Kringelbach and Rolls, 2003; O’Doherty et al., 2003) or is embedded

in an attentional set-shifting task (Hampshire and Owen, 2006).

Despite this considerable agreement across both human and animal stud-

ies, certain inconsistencies in the literature should be highlighted. First, different

studies report that OFC lesions either disrupt reversal learning over repeated

reversals or disrupt performance on only the first one or two reversals (Dias et al.,

1997; Schoenbaum et al., 2002; McAlonan and Brown, 2003; Izquierdo et al.,

2004). There are no consistent differences between these studies that could easily

explain the differential effects. Second, fMRI studies in humans show activations

in the lateral, but not medial, regions of the OFC that are specifically related to

thereversaloftheresponse.Incontrast,neuropsychologicalstudiesinrhesusmon-

keys show that object reversal learning is profoundly disrupted after ablations of

themedial regions of theOFC that spare themore lateral regions (Izquierdo et al.,

2004). One explanation may lie in the finding that the same medial region of

the OFC that impairs reversal learning is also involved in representing object-

outcome associations (Izquierdo et al., 2004; but see recent findings by Kazama

and Bachevalier, 2006), and also perhaps object-object associations thatmay also

be relevant to some reversal tasks (see Roberts, 2006, for a discussion of the

different associations that may underlie discrimination learning in monkeys).

Thus, activation in more medial regions of the OFC may not be identified in an

imaging study that is attempting to identify regions specifically involved in the

process of response switching per se. Instead, the involvement of themedial OFC

in reversal learningmay be related to its ability to representmultiple associations

involving the same visual stimulus. Certainly, such a function would be expected

to be an important contributor to reversal learning. This is because, after a re-

versal, the association between the stimulus and reward is not extinguished, but

instead, that particular stimulus acquires a secondmeaning (i.e., no reward) that

becomes available along with the first meaning (i.e., reward) [for a review of

evidence that the original association remains intact, see Rescorla et al., 2001;

Delamater et al., 2004). Consistent with the hypothesis that the OFC represents

multiple associations is the finding by Schoenbaum and colleagues that, during

the reversal of an odor discrimination, neurons in the rat OFC that were se-

lectively activated by the presence of the previously rewarded stimulus do not

reverse their activity. Instead, their selectivity disappears and a different popu-

lation of neurons acquires activity in response to the previously unrewarded

stimulus (Schoenbaum et al., 1998, 1999).
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In contrast to the proposed role for the medial OFC in reversal learning, the

activation within the lateral OFC that is seen in human imaging studies—and

is specifically related to the switch in response away from the previously

rewarded stimulus—is more likely to be related to the change in behavior

itself, to the detection of a change in the contingencies, or to this region’s in-

volvement in processing negative feedback (for further discussion of this issue,

see O’Doherty et al., 2003; Kringelbach and Rolls, 2004; Frank and Claus, 2006;

Roberts, 2006). That this region is involved in reversal learning is supported

by early studies in rhesus monkeys that reported marked deficits in reversal

learning after ablations of the inferior convexity region (including the lateral

OFC), although the deficit was shorter-lived than that seen after ablations of

the medial OFC (Iversen and Mishkin, 1970).

Subcortical Mechanisms Underlying Reversal Learning

Which other neural structures interact with the OFC in the control of dis-

crimination reversals remains unclear. Original studies by Divac and colleagues

using radiofrequency lesions implicated the ventromedial caudate nucleus in

rhesus monkeys in the learning of object discrimination reversals (Divac et al.,

1967). This was reported to be consistent with the known projections of the

OFC into this ventromedial region. However, due to the incidental damage to

fibers of passage that can accompany radiofrequency lesions, a recent study has

been undertaken in marmosets to reassess the role of the primate striatum in

visual discrimination reversal learning. The results confirm that a lesion of the

striatal regions in themarmoset that receive innervation from theOFC, includ-

ing themedial caudate nucleus and nucleus accumbens, produce amarked def-

icit in reversal learning (Clarke et al., 2006a). This deficit is comparable to that

seen in rats when performing a reversal of an odor discrimination after lesions

of the ventromedial striatum (Ferry et al., 2000). The nucleus accumbens has

also been implicated in visual discrimination reversal learning in humans

(Cools et al., 2007). However, its specific contribution is unclear because the

only deficits in reversal learning associated with a lesion of the nucleus ac-

cumbens in rats or monkeys have been spatial in nature, and in the rat, the

deficit was not confined to the reversal stage (Annett et al., 1989; Stern and

Passingham, 1995). Lesions of the nucleus accumbens on the reversal of either

a visual (Stern and Passingham, 1995) or an odor (Schoenbaum and Setlow,

2003) discrimination were without effect, although in the latter, effects on re-

sponse latency support the role of the nucleus accumbens in incentive learning.

Thus, the reversal deficits in marmosets with striatal lesions are more likely due

to cell loss in the medial caudate nucleus.

Another region to have been implicated in discrimination reversal learning

is the amygdala, based on ablation studies in rhesus monkeys that demon-

strated marked impairments across a series of object discrimination reversals

(Jones and Mishkin, 1972). Apparently consistent with this were the findings

from Schoenbaum and colleagues that, after a unilateral lesion of the OFC,

neurons in the ipsilateral amygdala lost the ability to rapidly reverse the
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activity related to the conditioned stimulus- that accompanied the reversal of

an odor discrimination (Saddoris et al., 2005). Moreover, excitotoxic lesions

of the amygdala were shown to impair the first reversal, but not subsequent

reversals, of the odor discrimination task (Schoenbaum et al., 2003). In con-

trast, excitotoxic lesions of the amygdala in rhesus monkeys (Izquierdo and

Murray, 2007; Izquierdo et al., 2003) and marmosets (Clarke et al., 2006a) are

without affect on discrimination reversal learning.

One likely explanation for these discrepant results may lie in differences

between studies in the nature of the underlying associations in discrimination

reversal learning. Although the amygdala is important in associating sensory

cues with the incentive value of reward, such associations are not the only as-

sociations to be formed when an animal learns to select one of two objects to

obtain food reward. Alternative associations include those between the object

and the sensory properties of the food reward, as distinct from its incen-

tive properties (Gaffan and Harrison, 1987; Baxter et al., 2000; Roberts, 2006).

It has been proposed that these stimulus-stimulus associations may depend on

adjacent structures within the temporal lobes, such as the perirhinal cortex

(Murray and Richmond, 2001), and it may be this region that the OFC in-

teracts with in the performance of the types of visual discrimination reversals

used in studies with rhesus monkeys (Izquierdo et al., 2004). Moreover, there

is also evidence that the hippocampusmay contribute to such learning (Murray

et al., 1998). In contrast, where initial learning of the discrimination is de-

pendent on the amygdala, the OFC may well interact with the amygdala in the

execution of a reversal of that discrimination. For example, in Pavlovian

conditioning, when an animal learns that one of two visual cues is associated

with food reward, conditioned orienting to that cue (Hatfield et al., 1996) and

accompanying increases in blood pressure and heart rate (Braesicke et al., 2005)

are dependent on an intact amygdala. An excitotoxic lesion of the OFC in mar-

mosets impairs the reversal of both the conditioned orienting and the con-

ditioned autonomic responses after reversal of the reward contingencies in an

appetitive Pavlovian discrimination task (Reekie et al., 2006). Thus, it is likely

that reversal learning in this context will depend, at some level, on interac-

tions between the OFC and the amygdala. What remains to be determined is

whether the medial caudate nucleus, as opposed to the nucleus accumbens, is

also involved in this type of Pavlovian reversal learning task because the nu-

cleus accumbens has been implicated in the expression of some Pavlovian

conditioned responses (Cardinal et al., 2002).

Summary

To summarize, behavioral flexibility is controlled at multiple levels. The dif-

ferent levels appear to be controlled by very different neuronal networks. At-

tentional set-shifting appears to be under the control of the PFC, especially the

ventrolateral region, but the contribution from the striatum appears to be

minimal. This is consistent with neurophysiological studies also emphasizing

the PFC over the striatum in high-level control (see Chapters 2, 14, and 18).
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The PFC also contributes to the low-level control required by discrimination

reversals, but in this case, the contribution is from the orbitofrontal region. In

addition, subcortical structures, such as the striatum and amygdala, also

contribute to the process. The next section reviews the neuropharmacological

modulation of these processes.

NEUROPHARMACOLOGICAL CONTRIBUTIONS

TO BEHAVIORAL FLEXIBILITY

Neuromodulation of Attentional Set-Shifting

Selective Contributions of Prefrontal Dopamine

to the Acquisition and Shifting of Attentional Sets

Recognition that dopamine plays a central role in cognition is reflected in the

prominence that dopamine is given in the many neurocomputational models

seeking to identify the specific processing within and between the PFC and

basal ganglia that underlies cognitive flexibility (Servan-Schreiber et al., 1998a,

b; Braver and Cohen, 1999, 2000; Cohen et al., 2002; Frank, 2005; Frank and

Claus, 2006). This prominence stems from the landmark study of Brozoski

and colleagues (Brozoski et al., 1979) demonstrating that 6-hydroxydopamine

(6-OHDA)-induced dopamine lesions of the dorsolateral PFC in rhesus mon-

keys markedly impaired performance on a spatial delayed response task. This

deficit was almost as profound as that seen after ablation of the PFC itself.

Further work revealed the selective contribution of dopamine D1 receptors to

spatial delayed response performance (Sawaguchi and Goldman-Rakic, 1991)

and also identified a critical role for dopamine in regulating the level of per-

sistent firing of prefrontal neurons that are engaged specifically during the de-

lay period of such tasks (Sawaguchi et al., 1990). However, only more recently

have the effects of dopamine on prefrontal functions, other than those related

specifically to spatial working memory, been investigated, and it is these that

will be the focus of this discussion.

As discussed earlier, the ability to switch attentional sets was known to

depend on an intact PFC (Milner, 1963). In addition, this ability was impaired

in a number of patient groups in which dysregulation of cortical dopamine was

implicated, including Parkinson’s disease (Taylor et al., 1986; Canavan et al.,

1989; Downes et al., 1989) and progressive supranuclear palsy (Pillon et al.,

1986; Robbins et al., 1994). Thus, the contribution of prefrontal dopamine to

attentional set-shifting was investigated (Roberts et al., 1994). Marmosets were

trained to perform a series of visual discriminations in which, for any one

individual, the exemplars from one particular perceptual dimension were

consistently associated with reward. Having acquired this rule before surgery,

marmosets with 6-OHDA-induced depletions of prefrontal dopamine (and

to a lesser extent, norepinephrine) performed equivalently to control ani-

mals on a series of discriminations requiring intradimensional shifts. How-

ever, on learning a new discrimination requiring a shift of attentional set

Neurotransmitter Modulation of Flexible Control 291



*

0

2

4

18

6

8

10

12

14

16

Control 6-OHDA PFC lesion 

Set acquisition

0

2

4

6

8

10

12

14

16

18

20

IDS EDS

*

Set shifting

p = 0.02
p < 0.01

IDS1 IDS5
0

2

4

6

8

10

*

Distractibility

A B CED Shift ID Shift Distractor Probe

0

2

4

14

16

18

12

8

10

6

Set acquisition
IDS1 IDS5

0

2

4

6

8

10

12

14

16

18

20

IDS EDS
Set shifting

0

1

2

3

4

5

*

Distractibility

6-OHDA Caudate lesion

D E F

G H I

p < 0.05

p < 0.01

bl probe

Figure 13–1 The effects of 6-hydroxydopamine (6-OHDA) lesions of

the prefrontal cortex (PFC) and caudate nucleus on the acquisition and

shifting of attentional sets. An example of a discrimination requiring a

shift of attentional set (i.e., extradimensional shift [EDS]), from shapes

to lines, is depicted in A. Bottom. A visual discrimination in which a line

exemplar is associated with reward and exemplars from the shape di-

mension that had been relevant previously (top) are irrelevant. The mean

number of errors to meet the criteria for these two types of discrimi-

nation (i.e., intradimensional shift [IDS] and EDS) in animals with

6-OHDA lesions of the PFC and caudate nucleus is shown in D (Roberts



(i.e., extradimensional shift), the animals with lesions made fewer errors

than control animals (see Fig. 13–1A and D). Thus, unlike patients with

Parkinson’s disease, marmosets with depleted dopamine levels were actually

better at shifting an attentional set.

This unexpected enhancement in shifting an attentional set was later at-

tributed to a deficit in acquiring an attentional set because a subsequent study

revealed that 6-OHDA lesions of the PFC, made before any training, disrupted

the acquisition of a series of discriminations requiring intradimensional shifts

(Crofts et al., 2001) [see Fig 13–1 B and E]. Based on these findings, it was hy-

pothesized that dopamine contributed to the process of attentional selection,

and in the absence of prefrontal dopamine, animals were less able to attend to

the relevant stimuli and more likely to attend to irrelevant stimuli. In other

words, because the animals were not ‘‘tuned in’’ to the relevant features of the

task in the first place, they subsequently found it easier to shift attention away

from those features.

In support of this hypothesis, marmosets with 6-OHDA lesions were shown

to be more susceptible to distraction than control animals (Crofts et al., 2001).

Having learned to select an exemplar from the relevant dimension of a

compound discrimination, the marmosets with 6-OHDA lesions were im-

paired at continuing to select this exemplar if the exemplars from the irrele-

vant dimension were replaced with novel exemplars (see Fig 13–1C and F).

et al., 1994) and G (Crofts et al., 2001), respectively. The expected increase in errors on

the EDS, compared with the preceding IDS, seen in control animals and animals with

6-OHDA lesions of the caudate nucleus, is not seen in animals with 6-OHDA lesions of

the PFC. The latter show a decrease in errors on the EDS. Examples of discriminations

in which the same dimension remains relevant are shown in B, and the errors to cri-

terion on the first and last discriminations, of a series of five, are shown for 6-OHDA

lesions of the PFC and caudate nucleus in E and H, respectively (Crofts et al., 2001).

The expected decrease in errors from the first to the last discrimination, reflecting

acquisition of an attentional set, is not shown by animals with 6-OHDA lesions of the

PFC, in contrast to control animals. To measure distractibility, novel exemplars from

the irrelevant dimension are introduced into a discrimination that has been learned to a

criterion level of performance, as depicted in C. The effects of 6-OHDA lesions of the

PFC and caudate nucleus on this distractor test are shown in F and I, respectively

(Crofts et al., 2001). Distractibility is reduced by 6-OHDA lesions of the caudate

nucleus and enhanced by 6-OHDA lesions of the PFC. For comparison purposes, all

data have been square root–transformed. However, where statistical significance be-

tween groups is indicated, this is based on the statistical analysis performed on the

original data set described in full in the original publications. Control groups all

received sham-operated control procedures. Black lettering indicates that shapes were

the relevant dimension, and white lettering indicates that lines were the relevant di-

mension. bl, baseline performance at criterion; probe, performance on the day of the

distractor probe; þ, stimulus associated with reward; �, stimulus not associated with

reward.

3
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These findings provide empirical support for the computational models of

prefrontal function proposed by Cohen and Durstewitz (Cohen and Servan-

Schreiber, 1993; Braver and Cohen, 2000; Durstewitz et al., 2000). Theirmodels

suggest that dopamine plays a role in stabilizing representations within the

PFC, as well as gating relevant and irrelevant information into the PFC—

effects hypothesized to depend on tonic and phasic dopamine, respectively.

Without dopamine in the PFC, the marmosets had difficulty gating the rel-

evant and irrelevant features of the task and thus had difficulty ignoring

changes to the irrelevant features.

Because 6-OHDA lesions of the PFC disrupted the ability to develop an

attentional set, it was difficult to determine any involvement of dopamine in

switching attentional sets in the same preparation. However, an improvement

in attentional set-shifting, without any apparent effect on the acquisition of

the attentional set, has been shown to occur after peripheral administration of

tolcapone, an inhibitor to catechol-O-methyltransferase, an enzyme involved

in catecholamine metabolism (Tunbridge et al., 2004). Inhibition of this en-

zyme resulted in marked elevations in stimulated dopamine release, but not in

norepinephrine release, within the medial PFC of rats, thereby implicating

prefrontal dopamine in set-shifting. More direct support for a role of dopa-

mine in set-shifting has come from a series of studies investigating the be-

havioral effects of selective dopamine receptor agonists and antagonists infused

directly into the rat medial PFC. Antagonists to both the D1 and D2 receptors

have been shown to impair the ability of rats in a maze to shift from using

a place to a visual cue strategy (or vice versa), whereas agonists to those

same receptors were without effect (Ragozzino, 2002; Floresco et al., 2006). In

contrast, an antagonist of the D4 receptor improved, whereas a D4 agonist

impaired set-shifting ability. As discussed by Floresco and Magyar (2006),

these effects may be understood in terms of the cooperative interaction be-

tween D1 and D2 receptor actions on the cellular activity of PFC neurons.

Thus, the role of D2 receptors in increasing the excitability of PFC pyramidal

neurons by decreasing inhibition, and thereby gating incoming information,

may facilitate the ability of prefrontal networks to disengage from previously

relevant cues and be activated by novel cues. These effects may be comple-

mented by the role of D1 receptors in maintaining persistent levels of activity

in prefrontal networks, acting to stabilize those representations that are cur-

rently task-relevant. For a review of the cellular actions of dopamine in the

PFC, see Seamans and Yang (2004).

The factors that determine whether the effects seen after dopamine ma-

nipulations are primarily ones of distractibility, as seen in the attentional set-

shifting studies in marmosets, or specifically in task set-shifting, as occurs after

selective manipulations of D1 and D2 receptors in the medial PFC of rats, are

unclear. Overall levels of dopaminergic tone may be a contributory factor

because these will differ substantially between studies in which 6-OHDA has

induced permanent reductions in prefrontal dopamine and those in which

selective receptors have been temporarily inactivated. Certainly, the finding of

294 Task-Switching



enhanced distractibility in marmosets with 6-OHDA PFC lesions is consistent

with the proposal of Seamans and Yang (2004) that overall hypofunction of the

prefrontal dopamine system would cause persistent activity states to be un-

stable to distractors. However, another contributory factor may be differences

in the susceptibility to disruption of the acquisition and switching stages in

different tasks. Thus, if competing stimuli are within the same sensory system

(e.g., vision), as in the marmoset studies, then it is likely that there is consid-

erably more interference, and thus more distraction at the acquisition stage,

than if the stimuli are from distinct sensory systems (and thus more spatially

separated), as in the rat studies. This may explain why the acquisition stages

are more sensitive to disruption after dopamine manipulations in the mar-

moset studies than in the rat studies. In contrast, the opposite may be the case

at the shift stage, when a switch in attention between sensory dimensions may

be considerablymore demanding than a switchwithin the same sensory dimen-

sion, and thus more vulnerable to dopamine manipulations. (This hypothesis

is based on the assumption that the more spatially separate stimuli are, the less

likely they are to interfere with one another, which is an advantage when one

set of stimuli need to be ignored, as during an IDS, but is a disadvantage when

the ‘‘ignored’’ stimuli subsequently require attention, as in an EDS). An ad-

ditional factor that may contribute to the differences seen in set-shifting and

set acquisition after prefrontal dopamine manipulations in rats and monkeys

is the level of response conflict. This is greater in the rat studies because the

same stimuli are present at the time of the switch. Thus, rats are not only

required to switch at the level of attentional sets but also have to inhibit re-

sponding to a previously rewarded stimulus, similar to that in reversal learn-

ing, thereby confounding these two distinct processes.

Acquisition and Shifting of Attentional Sets

Are Insensitive to Serotonin Manipulations

In contrast to dopamine, there is little evidence to support a role for prefrontal

serotonin in attentional set-shifting, although, as discussed later, serotonin

does contribute to reversal learning. Reductions of central serotonergic func-

tion inhumans, as a consequenceof dietary tryptophandepletion, haveno effect

on the ability of subjects to acquire or shift attentional sets (Park et al., 1994;

Talbot et al., 2006), even when the attentional demands are increased by asking

subjects to learndiscriminationscomposedofthree, rather thantwo,dimensions

(Rogers et al., 1999b). More specifically, when serotonin depletions restricted

to the PFC have been induced in marmosets using 5,7, dihydroxytryptamine

(5,7-DHT), they have had no effect on the ability of marmosets to shift an

attentional set (see Fig. 13–2A and C), despite disrupting other aspects of pre-

frontal function (Clarke et al., 2004, 2005) [see Figs. 13–2B and D and 13–3C].

Subchronic administration of two selective 5-HT6 receptor antagonists in rats

has been shown recently to improve attentional set-shifting performance

(Hatcher et al., 2005). However, it is unlikely that these drug effects were very

selective to set-shifting per se, because the drug-treated rats also showed an
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Figure 13–2 The effects of 5,7, dihydroxytryptamine (5,7-DHT) lesions of the pre-

frontal cortex (PFC) on the shifting of attentional sets and on distraction (Clarke et al.,

2005). An example of a discrimination requiring a shift of attentional set (i.e.,

intradimensional shift [IDS] and extradimensional shift [EDS]), from shapes to lines, is

depicted in A and is equivalent to that depicted and described in Figure 13–1A. The

mean number of errors to meet the criteria on each of these two types of discrimination

(i.e., IDS and EDS), in animals with 5,7-DHT lesions of the PFC is shown in C. A

comparable increase in errors on the EDS, compared with the preceding IDS, is seen in

control animals and animals with 5,7-DHT lesions of the PFC. Introduction of novel

exemplars from the irrelevant dimension into a discrimination that has been learned to

a criterion level of performance is depicted in B. Distractibility is increased by 5,7-DHT

lesions of the PFC (D) although this increase does not appear to be as great as that seen

for 6-hydroxydopamine lesions of the PFC (see Fig. 13–1F). For comparison purposes,

the data have been square root transformed. However, where statistical significance

between groups is indicated, this is based on the statistical analysis performed on the

original data set described in full in the original publications. Control groups all

received sham-operated control procedures. Black lettering indicates that shapes were

the relevant dimension, and white lettering indicates that lines were the relevant di-

mension. þ, stimulus was associated with reward; �, stimuli were not associated with

reward.
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overall improvement in performance across the task involving simple and

compound discriminations, reversals, and intradimensional shifts. Indeed, these

generalized improvements in task performance are consistent with a role for

5-HT6 antagonists in cognitive enhancement, an effect that may be due to

alterations in the transmission of several transmitters, including acetylcholine

(Mitchell and Neumaier, 2005). Such a lack of effect of serotonin manipulations

on set-shiftingmay explain why atypical antipsychotics, such as clozapine, which

have a strong affinity for 5-HT2a and 5-HT1a receptors (Ichikawa et al., 2001),

have inconsistent effects on set-shifting deficits in patients with schizophrenia

(Goldberg et al., 1993; Hagger et al., 1993; Lee et al., 1994).

Caudate Dopamine Loss Has No Effect on Attentional Set-Shifting

Ability, But Induces a Form of Stimulus-Bound Behavior

In contrast to the effects of 6-OHDA lesions of the PFC on attentional selection

and set-shifting ability, 6-OHDA lesions of the caudate nucleus are without

effect on either the ability to shift an attentional set (Fig. 13–1G) or the ability

to develop an attentional set (Crofts et al., 2001) [see Fig. 13–1H]. The same

lesion, however, did disrupt spatial delayed response performance (Collins

et al., 2000). This suggests that dopamine, at the level of the caudate nucleus, is

not involved in higher-order rule-learning, at least that measured by this

particular set-shifting task. It is consistent with the finding that set-shifting

performance in patients with Parkinson’s disease on the same task as that used

in marmosets is also insensitive to whether the patients are on or off their

dopamine medication (Cools et al., 2001; Lewis et al., 2005). The only behavior

that distinguished the monkeys with 6-OHDA caudate lesions from both con-

trol animals and monkeys with 6-OHDA frontal lesions was their insensitivity

to distraction when novel exemplars from the irrelevant dimension were in-

troduced. Instead of being more distracted than control subjects, as was the

case for marmosets with 6-OHDA frontal lesions, they were less distracted (see

Fig 13–1I ). However, because their attentional selection and set-shifting per-

formance was equivalent to that of control subjects, any differences at the

distractor stage were unlikely to have been due to changes at the level of

dimensional selection. Instead, their responses, which appeared to be under

greater control by the currently rewarded exemplar than that of the control

group, could be described as ‘‘stimulus-bound.’’ This implicates dopamine

at the level of the striatum in certain aspects of cognitive flexibility, primarily at

the level of concrete stimuli rather than at the level of higher-order abstract

rules.

However, one study that has implicated striatal dopamine in attentional set-

shifting is one in which unilateral activation of D2 receptors in the nucleus

accumbens, in combination with inactivation of the contralateral medial PFC,

disrupted the ability of rats to switch from using a visual cue to using an

egocentric cue in a maze (Goto and Grace, 2005). It was hypothesized that this

impairment was a direct result of an imbalance between limbic and cortical

drive in favor of limbic input, because the activation of D2 receptors has been
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shown to suppress medial PFC input, whereas activation of D1 receptors facil-

itates hippocampal input (Goto and Grace, 2005). Although these effects of do-

pamine on changing the balance between limbic and prefrontal inputs certainly

support a role for striatal dopamine in switching, whether this is at the level of

attentional sets is less certain. As described earlier, this particular switching task

confounds attentional set-shifting with response inhibition at the level of con-

crete stimuli. See Chapter 14 for further discussion of these issues.

Neuromodulation of Discrimination Reversal

Prefrontal Serotonin, But Not Prefrontal

Dopamine, Facilitates Reversal Learning

There is considerable evidence that both dopamine and serotonin are impli-

cated in discrimination reversal learning. Drugs that target the dopamine sys-

tem have been shown to affect reversal performance in humans (Mehta et al.,

2001), rats, and monkeys (Ridley et al., 1981; Mason et al., 1992; Smith et al.,

1999; Jentsch et al., 2002). In addition, reversal learning is impaired in patients

with PD who are on, but not off, dopaminergic medication, an effect that has

been proposed to reflect supraoptimal dosing of the ventral PFC-striatal cir-

cuitry involved in reversal learning (Swainson et al., 2000; Cools et al., 2001).

Similarly, manipulations of the serotonin system also affect reversal learn-

ing. Thus, dietary tryptophan depletion in humans, which reduces serotonin

availability in the brain, impairs visual discrimination reversal learning (Park

Figure 13–3 The effects of 6-hydroxydopamine (6-OHDA) lesions of the prefrontal

cortex (PFC) and the caudate nucleus and 5,7–dihydroxytryptamine (5,7-DHT) lesions

of the PFC on visual discrimination reversal learning. The reversal of a compound

discrimination is depicted in A, and the effects of 6-OHDA lesions and 5,7-DHT

lesions of the PFC and 6-OHDA lesions of the caudate nucleus are shown in B (Roberts

et al., 1994), C (Clarke et al., 2005), and D (Collins et al., 2000), respectively. Only 5,7-

DHT lesions of the PFC increase the mean number of errors to meet the criterion. The

neurochemical specificity of the deficit is shown in F (Clarke et al., 2006b), in which

5,7-DHT, but not 6-OHDA infusions into the orbitofrontal cortex (OFC) are seen to

impair performance of a series of reversals of a simple pattern discrimination (R1–R4)

depicted in E. The deficit in reversal learning after 5,7-DHT lesions of the PFC is

dependent on the presence of the previously rewarded stimulus, as shown in H (Clarke

et al., 2006b). In contrast, reversal performance is intact if the previously rewarded

stimulus is replaced by a novel stimulus, as shown in I. The two types of reversal test

depicted in G are named ‘‘perseverative’’ and ‘‘learned avoidance,’’ respectively. As in

Figure 13–1, the open bars in each graph represent performance of the sham-operated

control groups. For comparison purposes, all data have been square root–transformed.

However, where statistical significance between groups is indicated, this is based on the

statistical analysis performed on the original data set described in full in the original

publications. In the example given, the white lettering indicates that lines were the

relevant dimension. þ, stimulus was associated with reward; �, stimulus was not as-

sociated with reward.

3
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et al., 1994; Rogers et al., 1999a). Peripheral administration of the 5-HT3

receptor antagonist ondansetron also improves visual discrimination reversal

performance, although it also improves retention of the previously learned vi-

sual discrimination (Domeney et al., 1991). However, the neuroanatomical

substrates of these dopaminergic and serotoninergic effects remain unknown.

Previously, the same studies that investigated the effects of 6-OHDA lesions of

the PFC in marmosets on attentional set-shifting also investigated their effects

on visual discrimination reversal learning and found no effect (Roberts et al.,

1994) [see Fig. 13–3B]. However, the level of dopamine depletion across the

PFC was not uniform. Dopamine depletion was greater in the lateral PFC than

in the OFC, but recall that the OFC was determined to be the PFC region

crucial for mediating reversal learning. Thus, dopamine may not have been

depleted sufficiently to disrupt reversal learning in those studies. Therefore, the

effects of large depletions of dopamine within the OFC were investigated in a

serial reversal task, and consistent with previous findings, the lesion did not

affect reversal learning (Clarke et al., 2006b) [see Fig. 13–3F]. Thus, the dis-

ruption of reversal learning that has been reported to follow manipulations of

the dopamine system is unlikely to be due to effects at the level of the PFC.

Instead, as discussed later, these dopaminergic effects may be at other neural

sites involved in reversal learning.

In contrast to the lack of effect of prefrontal dopamine depletions on re-

versal learning, there is a profound effect of prefrontal serotonin depletions.

Large depletions of serotonin throughout the PFC (Fig. 13–3C), as well asmore

restricted lesions targeting the OFC (Fig. 13–3F), have resulted in marked

perseverative behavior such that the marmosets with lesions display prolonged

responding to the previously rewarded stimulus after a reversal of the reward

contingencies (Clarke et al., 2004, 2005, 2006b). Moreover, this impairment

has been present, regardless of whether animals have been performing a series

of reversals of a simple visual discrimination (Clarke et al., 2004) or reversing

a compound discrimination immediately after a shift of attentional set (Clarke

et al., 2005). However, the deficit is abolished if the previously correct stimulus

is no longer present at the time of the reversal and the subject has to choose

instead between a novel stimulus and the previously unrewarded, but now

rewarded, stimulus (Clarke et al., 2006b) [see Fig. 13–3I]. Intact performance

on this version of reversal learning rules out any explanation of the reversal

deficit in terms of a failure to respond to the previously unrewarded stimulus

(learned avoidance). Instead, it supports the hypothesis that a failure to cease

responding to the previously rewarded stimulus underlies the reversal deficit.

Consistent with this, the reversal deficit is still present if the previously un-

rewarded stimulus is replaced with a novel stimulus and the subject must

inhibit responding to the previously rewarded stimulus and choose instead the

novel stimulus (see Fig. 13–3H ).

Disruption of a number of mechanisms may be responsible for such ap-

parently stimulus-bound behavior. A failure in error detection is one possi-

bility, and the finding that the processing of negative feedback within the PFC
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is modulated by serotonin depletion in humans (induced by a low trypto-

phan diet) is consistent with such an account (Evers et al., 2005). However, the

region most commonly activated by negative feedback is the dorsomedial

PFC, and although it was activation in this region that was modulated by

serotonin depletion in humans, this region was not depleted of serotonin in

marmosets. Alternatively, an altered responsiveness to punishment or aver-

siveness may have contributed to the failure to inhibit a prepotent response.

The lateral OFC is activated by aversive events, and serotonin has been im-

plicated in the processing of aversive signals. For example, serotonin-

enhancing drugs attenuate the aversive effects of brain stimulation in animals

(Graeff et al., 1986; Smith and Kennedy, 2003), and serotonin has been ex-

tensively implicated in depression in humans (Deakin, 1991), depression being

associated with an oversensitivity to negative feedback (Elliott et al., 1997;

Murphy et al., 2003) and perceived failure (Beats et al., 1996). However, se-

rotonin has also been implicated in the inhibitory control of behavior (Sou-

brie, 1986; Evenden, 1999), and a deficit in response inhibition could be an

alternative explanation for the reversal deficit. Thus, reductions in central se-

rotonin are associated with impulsive pathology (Coccaro et al., 1989; Le-

Marquand et al., 1998, 1999; Cherek and Lane, 2000), and serotonergic drugs

decrease the hyperactivity of the lateral OFC associated with the perseverative

symptoms of obsessive-compulsive disorder (Saxena et al., 1998, 1999).

To summarize, in addition to their dependence on different prefrontal re-

gions (discussed earlier), attentional set-shifting and discrimination reversal

are modulated by different neurochemical systems. Prefrontal dopaminergic

manipulations affect attentional set-shifting, but not discrimination reversal,

whereas the opposite pattern is observed for prefrontal serotonergic manip-

ulations.However, there isonediscrepantfinding that stillneeds tobeaddressed.

Why do dopamine manipulations that do not specifically target the PFC affect

reversal learning?

Dopaminergic Modulation of Reversal Learning

at the Level of the Striatum and the Amygdala

Besides the OFC, other structures involved in reversal learning include the

ventral striatum, and under some circumstances, the amygdala. Because cen-

tral dopamine manipulations affect reversal learning, but via mechanisms that

are not dependent on the actions of dopamine in the OFC, then a likely site of

action for these effects is the ventral striatum. Consistent with this proposal

are the results from a recent functional neuroimaging study in which dopa-

minergic medication modulated activity in the ventral striatum, but not in the

PFC, during reversal learning in patients with PD (Cools et al., 2007). How-

ever, whether this modulation is at the level of the caudate nucleus or the

nucleus accumbens is unclear (discussed earlier). Moreover, direct evidence

for a role of striatal dopamine in reversal learning is limited. Thus, deficits in

spatial reversal learning have been reported in rats with 6-OHDA lesions of the

nucleus accumbens, but as with excitotoxic lesions of this region, the deficit is
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not specific to reversal learning (Taghzouti et al., 1985; Reading and Dunnett,

1991). Moreover, in marmosets, 6-OHDA lesions of the caudate nucleus that

left dopamine in the nucleus accumbens relatively intact had no effect on

reversal of a visual compound discrimination (Collins et al., 2000). Thus, al-

though the effects of striatal dopamine on altering the balance between limbic

and medial PFC inputs are certainly suggestive of a role in switching (and as

described earlier, dopaminemanipulations do affect response switching) [Goto

and Grace, 2005], the specific behavioral contexts in which striatal dopamine

plays such a role remain poorly specified. An important question to be ad-

dressed is how the balance of those striatal inputs from regions involved in

discrimination reversal learning, including the OFC, amygdala, and sensory-

related cortices, is modulated by dopamine.

Even more poorly specified are the effects, if any, of dopaminergic regula-

tion of reversal learning at the level of the amygdala. Various aspects of reward

processing have been shown to be affected by dopaminergic manipulation of

the amygdala in rats (Phillips andHitchcott, 1998; Di Ciano and Everitt, 2004).

In humans, the level of amygdala activity in response to negative emotional

stimuli is dependent on specific polymorphisms in the catechol-O-methyl-

transferase gene (Smolka et al., 2005), which may affect both dopamine and

noradrenaline levels. Moreover, as in the striatum, dopamine has been shown to

play a role in altering the balance of inputs into the amygdala from the medial

PFC and sensory-related regions. Thus, inputs from the medial PFC that inhibit

amygdala output are suppressed by high levels of dopamine that, in turn, en-

hance sensory-related input (Grace and Rosenkranz, 2002). However, as in the

striatum, the role of orbitofrontal inputs into the amygdala, and anymodulation

by dopamine, are unknown. Thus, any dopaminergic modulation of reversal

learning at the level of the amygdala remains to be determined.

CONCLUSION AND FUTURE DIRECTIONS

In summary, it can be seen that the ability to shift attentional sets and reverse

visual discriminations is dependent on distinct neural circuitry. Attentional

set-shifting involves switching between higher-order rules, and this ability in

humans and monkeys is critically dependent on the ventrolateral PFC. The

ventrolateral PFC has also been implicated in the learning of higher-order

rules, but the nature of the processing within this region that underlies these

two functions is poorly understood. A slower rate of learning and a capacity to

hold information online, not just within a trial, but between trials, are two

aspects of prefrontal processing that, it has been suggested, support abstract

rule-learning (see Chapter 18). The ability of the PFC to bias processing in

posterior processing regions may also be a critical factor in both the learning

of, and switching between, such rules. Whatever the specific processes, at least

some of them are dependent on dopaminergic modulation. This chapter

has reported the effects of prefrontal dopamine manipulations on the acqui-

sition of an attentional set as well as on the shifting of an attentional set, effects
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that may be explained in terms of a role for distinct dopaminergic receptors

in the PFC in the stabilization of representations and the gating of incoming

information. An imbalance in these two proposed functions can lead to either

distractibility or rigidity. Distractibility can cause an impairment in the acqui-

sition of an attentional set, but an apparent improvement when required to shift

attentional sets. Rigidity can cause an impairment in shifting attentional sets.

Other structures involved in attentional set-shifting remain to be determined.

However, there appears to be convergent evidence that the striatum and its

dopaminergic input are not involved in such higher-order rule-learning (dis-

cussed earlier; also see Chapters 2, 14, and 18). Only when set-shifting also

involves response conflict does the striatum appear to be implicated.

Discrimination reversal learning, which does involve response conflict,

depends on both the prefrontal cortex and the striatum, specifically, the OFC

and the ventromedial sector of the striatum. Unlike attentional set-shifting,

dopamine does not modulate reversal learning at the level of the prefrontal

cortex. Instead, reversal learning is highly dependent on serotonin at the level

of the OFC. Serotonin is critical, specifically, for cognitive processes that

underlie the inhibition of a previously rewarded, but currently unrewarded,

response. However, dopamine is implicated in reversal learning, and available

evidence would suggest that at least some of its effects are at the level of the

striatum. This is consistent with the findings that manipulations of dopamine

via its different receptor subtypes can alter the effectiveness with which pre-

frontal inputs engage striatal processing and control response switching.

Dopamine may also play a role in reversal learning at the level of the amyg-

dala, because here, too, dopamine modulates the efficacy of prefrontal inputs,

inputs that have been shown to suppress spontaneous and sensory-driven

amygdala activity. However, any effects in the amygdala would be dependent

on the reversal involving the suppression of amygdala-dependent affective re-

sponses, such as the conditioned behavioral and autonomic arousal that accom-

panies the presentation of a conditioned stimulus in an appetitive Pavlovian

discrimination task. However, not all discrimination tasks depend on such

associations for their successful performance, and so any involvement of the

amygdala in reversal learning will depend on the type of discrimination task

employed. Moreover, whether dopamine in the amygdala contributes to re-

versal learning remains to be determined, but if it does, then how such effects

may interact with those of dopamine in the striatum becomes an important

question to address. Indeed, future research needs to determine not only how

the actions of neuromodulators, including dopamine and serotonin, com-

plement or oppose one anotherwithin local circuits (e.g., the striatum), but also

how their actions complement one another at different levels of a functional

network, such as that underlying reversal learning, which may include the

prefrontal cortex, striatum, and amygdala.
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14

Dopaminergic Modulation

of Flexible Cognitive Control:

The Role of the Striatum

Roshan Cools

The mesocorticolimbic dopamine system is known to play an important role

in cognitive control processing. The effects of dopaminergic drugs on cog-

nitive control are most commonly believed to be mediated by the prefrontal

cortex (PFC), and a large body of evidence supports a role for prefrontal do-

pamine in the active maintenance of rule-relevant representations. In this chap-

ter, I review studies that highlight a complementary role for the striatum in a

different aspect of cognitive control. It is argued that the striatum mediates the

dopaminergic modulation of flexible (as opposed to stable) control of relevant

representations.Moreover, the role of the striatum is proposed to be restricted to

the flexible control of concrete stimulus-response associations, and not to ex-

tend to the control of abstract rule representations.

INTRODUCTION

The ability to adapt to our constantly changing environment requires the

maintenance of currently relevant representations in the face of irrelevant

information. Such active maintenance is believed to facilitate goal-directed

behavior by biasing processing in favor of task-relevant pathways, and is most

commonly associated with the PFC (Miller and Cohen, 2001). The importance

of the PFC for active maintenance was demonstrated by Jacobsen (1936), who

revealed an impairment in monkeys with frontal lobe lesions on the now clas-

sic delayed response task. It was later shown that the deficit was alleviated by

turning off the light in the testing room, suggesting that the frontal lobes are

important for resisting visual distraction (Malmo, 1942). Online active main-

tenance has been associated with persistent neural activity in the PFC during

cue-probe intervals in both humans and nonhuman primates (Fuster, 1989;

Curtis and D’Esposito, 2003; Passingham and Sakai, 2004).

Active maintenance is critically dependent on dopamine (DA) in the PFC,

as first demonstrated in 1979 by a landmark study by Brozoski and colleagues.

These researchers found that DA and noradrenaline (NA) depletion in the
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PFC of monkeys caused an impairment on the delayed response task that

was almost as great as that seen after ablations of the PFC (Brozoski et al.,

1979). Further research has revealed that injection of DA D1 receptor antag-

onists into the PFC dose-dependently impairs performance on the delayed

response task (Sawaguchi and Goldman-Rakic, 1991). In addition, ionto-

phoresis of DA and DA D1 antagonists alters the persistent firing of PFC

neurons engaged specifically during the delay of the task (Sawaguchi et al.,

1990). In monkeys, DA depletion in the PFC impairs the ability to maintain

currently relevant information, not only in the context of a delayed response

task, but also in the context of compound discrimination learning, suggesting a

general role for prefrontal DA in the active protection of currently relevant

information against distraction (Crofts et al., 2001; see also Chapter 13). This

hypothesis concurs with theoretical models suggesting that enhanced DA (in

particular, enhanced action at DA D1 receptors) increases the stability of

PFC representations by increasing the resistance to susceptibility from dis-

tractors (Durstewitz et al., 2000). The necessity of DA for active mainte-

nance in young human volunteers is substantiated by reports of beneficial

and detrimental effects on delayed response tasks of DA-enhancing and DA-

reducing drugs, respectively (e.g., Luciana et al., 1992).

High-level cognitive tasks require more than the ability to actively maintain

relevant representations. Overly stable representations may lead behavior or

thoughts to become overly focused, rigid, and perseverative. Mechanisms for the

active maintenance of relevant representations (i.e., cognitive stability) must act

in concert with mechanisms for the flexible updating of those representations in

response to newly relevant information (i.e., cognitive flexibility) (Frank et al.,

2001; Chapter 13). Cognitive flexibility may involve a system that releases sta-

bility, thereby allowing new learning from unexpected outcomes, and selective

updating of currently relevant representations in the PFC in response to reward-

predictive or otherwise salient cues. What might that system be?

Here, I will review four convergent lines of evidence from functional neu-

roimaging and neuropsychological studies that suggest that optimal levels of

DA in the striatum are critical for at least certain forms of cognitive flexibil-

ity (compare with Floresco et al., 2006). (1) Neuropsychological studies have

revealed that dopaminergic medication in patients with Parkinson’s disease

(PD), characterized primarily by DA depletion in the striatum, alters cognitive

flexibility. (2) Functional neuroimaging studies with these patients have re-

vealed that this modulation of cognitive flexibility is accompanied by changes

at the level of the striatum and not in the PFC. (3) Pharmacological neuro-

imaging studies with healthy volunteers have revealed that dopaminergic drug

administration to healthy people changes activity in the striatum, but not in the

PFC, during tasks requiring cognitive flexibility. (4) Work with patients with

focal brain lesions indicates that the striatum is not only involved, but also

necessary for cognitive flexibility. Together, these data highlight the impor-

tance of DA in the striatum for at least some forms of cognitive flexibility.

The conclusion that DA in the striatum is important for cognitive flexibility
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will facilitate the reevaluation of current theories of basal ganglia function, and

has implications for understanding the role of DA in the cognitive profile

of PD.

COGNITIVE INFLEXIBILITY IN PARKINSON’S

DISEASE IS DOPAMINE-DEPENDENT

One approach to addressing the role of DA in human cognition is by investi-

gating disorders that implicate the DA system. One such disorder is PD, which

is a progressive neurodegenerative disorder characterized by motor symptoms,

such as tremor, rigidity, and bradykinesia. The core pathology underlying PD is

the degeneration of the DA cells in the midbrain, leading to severe depletion of

DA in the striatum. There is a spatiotemporal progression of DA depletion,

such that in the early stages of the disease, DA levels are most severely depleted

in the dorsal striatum (dorsolateral putamen and dorsal caudate nucleus), but

relatively preserved in the ventral striatum (nucleus accumbens and ventral

parts of the caudate nucleus and putamen) [Kish et al., 1988] (see Fig. 14–1).

The degeneration of the ventral tegmental area, with consequent DA depletion

in the PFC, is also less severe (Agid et al., 1993). The motor symptoms can be

alleviated by replenishment of striatal DA through the oral administration of the

DA precursor levodopa (l-3,4-dihydroxyphenylalanine) [l-dopa] or synthetic

DA receptor agonists.

In addition to exhibiting motor symptoms, nondemented and nonde-

pressed patients with PD also exhibit subtle cognitive problems, even in the

earliest stages of the disease. These cognitive difficulties resemble, but are not

identical to, those observed in patients with frontal lobe damage (e.g., Owen
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Figure 14–1 Schematic diagram of the imbalance of dopamine in the striatum in mild

Parkinson’s disease (PD).
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et al., 1993). Particularly striking is the patients’ inability to adapt flexibly to

changes in task demands (e.g., Bowen et al., 1975; Cools et al., 1984; Owen

et al., 1992). For example, patients have been observed to make an increased

number of perseverative and nonperseverative errors on the Wisconsin Card

Sorting Test (WCST), which requires the sorting of multidimensional stim-

uli according to different stimulus dimensions (i.e., color, shape, or number)

[Grant and Berg, 1948; Bowen et al., 1975]. A cognitive switching deficit may

also account, at least in part, for other cognitive deficits observed on learning

and working memory tasks (e.g., Shohamy et al., 2004).

One major problem with a large number of studies reporting cognitive

switching deficits in PD is that adequate performance on the switch paradigms

that are typically used (e.g., WCST or the intradimensional-extradimensional

set-shifting task) [ID/ED task] (Downes et al., 1989) requires not only cognitive

switching but also other abilities. For example, the WCST critically requires

working memory and concept formation in addition to cognitive switching.

These working memory and learning demands were minimized in a series of

studies using the task-switching paradigm (Hayes et al., 1998; Rogers et al.,

2000; Cools et al., 2001a, b, 2003). In the task-switching paradigm, the acqui-

sition of task sets is well learned beforehand, and switches are externally cued.

The paradigm requires participants to switch continuously between two tasks,

A and B (e.g., letter-naming and number-naming), and the sequence of trials

(e.g., AABBAA, and so on) enables the measurement of switching against a

baseline of nonswitching. The critical measure—the switch cost—is calculated

by subtracting performance levels on nonswitch trials from that on switch

trials.

Using such a paradigm, we and others have found that patients with mild

PD exhibited significantly enhanced switch costs, comparedwithmatched con-

trol participants (Hayes et al., 1998; Cools et al., 2001a). The deficit was

specific to ‘‘crosstalk’’ conditions, in which stimuli primed both the relevant

and the irrelevant task (e.g., ‘‘4 G’ ’’) and thus loaded highly on selection

mechanisms. The deficit did not extend to no-crosstalk conditions, where

stimuli primed only the relevant task (e.g., ‘‘4 #’’).

To test more directly the hypothesis that the cognitive switching deficit in

PD is dependent on DA, a series of task-switching studies has been conducted

with the controlled medication withdrawal procedure. In these studies, pa-

tients abstained from their dopaminergic medication for approximately 18

hours before assessment (Hayes et al., 1998; Cools et al., 2001b, 2003; Shook

et al., 2005). This work has consistently revealed a significantly greater task-

switching deficit in patients who were off their dopaminergic medication rel-

ative to both control subjects and patients who had taken their dopaminergic

medication as usual. The consistently observed beneficial effect of dopami-

nergic medication on task-switching in PD suggests that the task-switching

deficit is due to a lack of DA in severely depleted brain regions, such as the

dorsal striatum and connected structures, which are replenished with DA by

dopaminergic medication.
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EFFECTS OF DOPAMINERGIC MEDICATION

ARE TASK-DEPENDENT

The relationship between cognitive flexibility and dopaminergic medication

in PD is complex; contrasting effects of medication have been observed as a

function of task demands, indicating that cognitive flexibility is a multicom-

ponential construct. Although task-switching is remedied by dopaminergic

medication, other forms of cognitive flexibility are unaffected by medication

doses. In fact, certain forms of cognitive flexibility are impaired rather than

remedied by medication. For example, unlike task-switching, WCST-like ex-

tradimensional set-shifting, as measured with the ID/ED set-shifting task, was

shown to be insensitive to dopaminergic medication. Two medication with-

drawal studies have revealed that extradimensional set-shifting does not depend

on whether patients with PD are on or off their medication (Cools et al., 2001b;

Lewis et al., 2005). By contrast, the same medication impaired feedback-based

reversal learning (Cools et al., 2001b). Why would the same medication in

the same patients improve one task of cognitive flexibility, while impairing

another?1

To answer the question of why opposite effects of dopaminergic medica-

tion are seen on some tasks, we have turned to studies with experimental

animals, which have revealed that a complex ‘‘inverted U-shaped’’ relationship

exists between cognitive performance and DA, whereby excessive as well as

insufficient DA levels impair cognitive performance (Arnsten, 1998). For ex-

ample, using microdialysis in rats, Phillips et al. (2004) have shown that a DA

D1 receptor agonist improved poor performance on a difficult task that was

accompanied by low in vivo DA levels. Conversely, the same DA D1 receptor

agonist impaired good performance on an easy task that was accompanied by

high levels of DA.

The Medication Overdose Hypothesis

As noted earlier, PD is characterized by a spatiotemporal progression of DA

depletion, so that, in the early stages of the disease, the depletion is most severe

in the dorsal striatum, whereas DA levels in the ventral striatum are relatively

intact (Kish et al., 1988). Based on this evidence and previous suggestions

by Gotham et al. (1988), it was proposed that medication doses necessary to

remedy functioning associatedwith the severely depleted dorsal striatumwould

detrimentally overdose functioning of the relatively intact ventral striatum

(Swainson et al., 2000; Cools et al., 2001b). In other words, we hypothesized

that the contrasting effects of medication reflected differential baseline

DA levels in the neural circuitry underlying the distinct tasks of cognitive

flexibility.

Evidence supporting this hypothesis came from a study by Swainson and

colleagues (Mehta et al., 2001), who showed that, relative to never-medicated

patients, medicated patients showed impaired probabilistic reversal learn-

ing, which has been associated with the relatively intact ventral striatum and
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ventral PFC (Divac et al., 1967; Dias et al., 1996; Cools et al., 2002a; Fellows and

Farah, 2003). In this task, participants are presented with two visual patterns.

Choices of one stimulus are rewarded on 80% of trials, and choices of the

other stimulus are rewarded on 20% of trials. After 40 trials of an initial

acquisition stage, the probabilistic contingencies are reversed, and participants

have to shift their responses according to these changes in reward values. The

deficits in reversal learning correlated significantly with the medication (re-

ceptor agonist) dose, such that greater doses were associated with greater im-

pairments in reversal learning. One potential caveat of this study was that

the medicated patients were clinically more severely affected than the never-

medicated patients. Therefore, the impairment could have been due to in-

creased disease severity rather than to medication ‘‘overdose.’’ However, ad-

ditional support for the ‘‘overdose’’ hypothesis was obtained from studies

employing controlled medication withdrawal procedures, in which patients

were well matched in terms of disease severity.

In these studies, patients with mild PD were tested on different cognitive

tasks, associated with distinct ventral and dorsal frontostriatal circuitry (Cools

et al., 2001b, 2003). As predicted, medication withdrawal had contrasting ef-

fects on these tasks. On one hand, as described earlier, dopaminergic medi-

cation improved performance on the task-switching paradigm, which is known

to involve the lateral PFC and posterior parietal cortex (Meyer et al., 1998;

Dove et al., 2000; Sohn et al., 2000; Brass et al., 2003), both strongly connected

to the severely depleted dorsal striatum. The beneficial effect of medication on

task-switching was hypothesized to result from a remediation of DA levels in

the severely depleted dorsal striatum. Conversely, the same medication im-

paired performance on the probabilistic reversal learning paradigm, which

implicates the ventral striatum and connected cortical structures, such as the

ventral and medial PFC. Thus, relative to patients off medication, patients on

medication exhibited impaired reversal learning, although they performed

better on the task-switching paradigm. This detrimental effect of dopaminer-

gic medication was presumed to reflect ‘‘overdosing’’ of DA levels in relatively

intact brain regions, such as the ventral striatum.

A second withdrawal study revealed that dopaminergic medication in-

duced abnormally fast (impulsive) responses when participants placed bets in

a gambling task; This task has also been shown to activate ventral frontos-

triatal circuitry (Rogers et al., 1999). Accordingly, the abnormal performance

after medication may reflect a similar ‘‘over-dosing’’ of DA levels in the rel-

atively intact ventral striatum. In addition, this second withdrawal study rep-

licated our earlier observation that the same medication alleviated the task-

switching deficit (Cools et al., 2003). These medication-induced deficits on

the reversal learning and gambling tasks may well underlie the more severe

decision-making abnormalities observed in a small sample of patients with PD.

Indeed, in some patients, dopaminergic medication may contribute to the

development of pathological gambling and compulsive drug intake (Seedat

et al., 2000; Dodd et al., 2005; Evans et al., 2006). Together, the results suggest
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that dopaminergic medication can improve or impair cognitive flexibility as

a function of task demands. Differences in basal DA levels in dissociable (dorsal

versus ventral) neural circuitries may account for the contrasting effects of DA.

Medication Effects in Parkinson’s Disease

Depend on Outcome Valence

Subsequent work has revealed that the effects of dopaminergic medication on

reversal learning in PD depend on the motivational valence of the unexpected

outcomes that signal the need to change behavior. Frank et al. (2004) have

shown, using a probabilistic learning task, that patients off medication exhibit

enhanced learning from negative feedback and display a persistent bias in

favor of ‘‘no-go’’ learning. Conversely, patients onmedication exhibit enhanced

‘‘go’’ learning from positive feedback.2

To test whether these contrasting effects on learning extend to the domain

of cognitive flexibility, we investigated the role of DA in reversal learning as a

function of motivational valence (reward versus punishment). We tested two

groups of patients with mild PD: one on and one off dopaminergic medication

(Cools et al., 2006a). Patients were presented with two stimuli on each trial of a

novel adaptation of the reversal learning task. One of the stimuli was associated

with reward (a smiley face, a pleasant tone, and an increase in points), whereas

the other stimulus was associated with punishment or nonreward (a sad face, an

unpleasant tone, and a decrease in points). On each trial, one of the two stim-

uli was highlighted and participants were required to predict, based on trial-

and-error learning, whether the highlighted stimulus would lead to reward or

punishment. After a number of consecutively correct trials, the outcome con-

tingencies were reversed so that now the previously rewarded stimulus was as-

sociated with punishment and vice versa. The reversal was always signaled to

participants by the presentation of an unexpected outcome. This outcome could

be either an unexpected reward (paired with the previously punished stimulus)

or an unexpected punishment (paired with the previously rewarded stimulus).

Analysis of accuracy on the trial after this unexpected reward or punish-

ment indicated whether participants had learned to reverse the contingencies

based on unexpected reward or punishment. The results extended the findings

mentioned earlier by showing that the medication-induced deficit on reversal

shifting was restricted to conditions in which reversals were signaled by un-

expected punishment. Thus, patients on medication performed significantly

more poorly than patients off medication and control subjects in the unex-

pected punishment condition. By contrast, there was no difference between

the groups when the reversal was signaled by unexpected reward (Fig. 14–2).

Hence, these data replicate findings from Frank et al. (2004), and further in-

dicate that dopaminergic medication in PD impairs reversal-shifting, depend-

ing on the motivational valence of unexpected outcomes. Learning and reversal

based on unexpected punishment (or reward omission) signals appear to be

selectively vulnerable to excessive DA levels in the ventral striatum.
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DOPAMINERGIC MODULATION OF BRAIN

ACTIVITY DURING COGNITIVE FLEXIBILITY

Role of the Striatum in Patients with Parkinson’s Disease

Do the medication-induced effects on cognitive flexibility reflect modulation

at the level of the striatum or the PFC? PD is characterized by DA depletion

not only in the striatum, but also, albeit to a lesser extent, in the PFC. Thus, the

beneficial effects of dopaminergic medication on cognitive flexibility in PD

may reflect effects on the striatum, the PFC, or both. Alternatively, they may

reflect indirect effects on the PFC via direct effects on the striatum, which is

strongly connected with the PFC in functionally specific circuitries (Alexander

et al., 1986).

Functional neuroimaging studies have revealed that dopaminergic medi-

cation in patients with mild PD modulates brain activity in the dorsolateral

PFC during the performance of complex working memory tasks, such as the

n-back task or the Tower of London spatial planning task (Cools et al., 2002b;

Mattay et al., 2002; Lewis et al., 2003). This observation concurs with over-

whelming evidence for a role of PFC DA in working memory (discussed
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Figure 14–2 Contrasting effects of dopaminergic medication on punishment- and

reward-based reversal learning in patients with mild Parkinson’s disease (PD). Data

represent the mean error rate on switch trials—trials after unexpected punishment

(left) or unexpected reward (right). Patients who were taking medication (PDON) were

impaired on reversal learning based on unexpected punishment, but not when reversals

were signaled by unexpected reward. Their performance was significantly different from

that of control subjects (CS) and patients who were not taking medication (PD OFF)

[for more details, see Cools et al., 2006b].
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earlier). However, the finding that medication modulates the PFC during

working memory does not mean that the dopaminergic effects on cognitive

flexibility are also mediated by the PFC. We propose here that the striatum

plays a critical role in the dopaminergic modulation of cognitive flexibility

(i.e., a function that is qualitatively different from—in some sense, computa-

tionally opposite to—the requirement of active maintenance in working mem-

ory tasks).

To test this hypothesis, we have recently conducted a pharmacological

functional magnetic resonance imaging (fMRI) study in patients with mild

PD. Specifically, we investigated whether the detrimental effect of dopami-

nergic medication in mild PD on reversal learning is mediated by the relatively

intact ventral striatum and not by other areas, such as the severely depleted

dorsal striatum or PFC. Eight patients with mild PD were scanned on two

occasions, once on and once off their normal dopaminergic medication, while

they performed a version of the above-described probabilistic reversal learning

task, involving multiple reversals (Cools et al., 2007a). As predicted, we found

that dopaminergic medicationmodulated the relatively intact ventral striatum,

but not the severely depleted dorsal striatum or PFC during reversal learning.

Specifically, patients off medication exhibited increased activity in the ventral

striatum during the critical reversal errors (which led to behavioral adapta-

tion), but not during the baseline correct responses. Similar reversal-related

activity in the ventral parts of the striatum was observed in healthy volunteers

in an earlier fMRI study using the same paradigm (Cools et al., 2002a). This

concurs with evidence from animal work showing that the ventral striatum is

necessary for reversal learning (Taghzouti et al., 1985; Annett et al., 1989, see

Chapter 13). Conversely, reversal-related activity in the ventral striatum was

abolished in patients onmedication. Such drug-induced changes were not ob-

served in the dorsal striatum or in any task-related area in the PFC (Fig. 14–3).

These data support the hypothesis that the medication-induced impairment in

Ventral Striatum

correct final reversal

0.6

0.5

0.4

0.3

0.2

0.1

0

Ventrolateral PFC Orbitofrontal cortex

ON medication

OFF medication

Figure 14–3 Effects of dopaminergic medication withdrawal on brain activity in

patients with mild Parkinson’s disease during probabilistic reversal learning. Medica-

tion abolished activity in the ventral striatum during the final reversal errors that led to

behavioral adaptation, but not during baseline correct responses (for more details, see

Cools et al., 2007a). PFC, prefrontal cortex.
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reversal learning is accompanied by modulation of the relatively intact ventral

striatum, possibly by detrimentally ‘‘overdosing’’ intact DA levels. Hence, our

neuroimaging results converged with our neuropsychological findings, indi-

cating that reversal learning in PD depends on medication status, task de-

mands, and baseline DA levels in the underlying striatum. The neuroimaging

study provided evidence that dopaminergic modulation at the level of the

striatum, and not in the PFC, underlies at least some forms of cognitive flex-

ibility. An outstanding question is whether the modulation of task-switching

in PD is also modulated at the level of the striatum, but not in the PFC.

Role of the Striatum in Healthy Volunteers

The hypothesis that dopaminergic modulation of cognitive flexibility is me-

diated by the striatum is further substantiated by data from a recent phar-

macological fMRI study performed in young, healthy volunteers (Cools et al.,

2007b). The aim of this study was to assess the neural site of dopaminer-

gic modulation of two distinct components of cognitive control: the flexible

updating of task-relevant representations and the active maintenance of those

representations in the face of distraction. To this end, we assessed the effects of

DA receptor stimulation on a match-to-sample paradigm that enabled the

separate assessment of cognitive flexibility and cognitive stability. Recent the-

orizing implicates a particularly important role of the D2 receptor in cognitive

flexibility (Bilder et al., 2004; Seamans and Yang, 2004). Given this hypothesis

and our primary interest in the role of the striatum, where D2 receptors are

more abundant than in the PFC (Camps et al., 1990), we chose to investigate

the effects of the D2 receptor agonist bromocriptine.

Based on previous theorizing and results (Crofts et al., 2001; Frank et al.,

2001; see also Chapter 13), we hypothesized that the dopaminergic modula-

tion of cognitive flexibility would be mediated by the striatum, whereas that

of cognitive stability would be mediated by the PFC. Previous studies have

revealed that large variation exists in terms of dopaminergic drug effects across

different individuals (see Cools and Robbins, 2004; Cools, 2006), and such

individual variation would have substantially reduced the power to detect sig-

nificant changes.

In our pharmacological fMRI study, we aimed to control for this individual

variation. We chose to do this by preselecting participants from a large pool of

undergraduate students who had completed the Barratt Impulsiveness Scale

(BIS) [Patton et al., 1995)], a self-report questionnaire of impulsive tendencies.

The rationale for selection based on trait impulsivity was two-fold: (1) trait

impulsivity is associated with reduced DA D2/D3 receptor binding as revealed

by recent neurochemical imaging work (Dalley et al., 2007); (2) baseline per-

formance levels in our paradigm were predicted to vary as a function of im-

pulsivity. Therefore, one group of high-impulsive participants and another

group of low-impulsive participants were selected from the tail ends of the

distribution of total BIS scores (15th percentiles on each end). Both groups
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(10 high-impulsive participants and 12 low-impulsive participants) were

scanned twice, once after oral intake of a 1.25-mg dose of bromocriptine and

once after placebo.

During scanning, participants were presented with four pictures—two faces

and two scenes—arranged around a colored fixation cross (location random-

ized), which also served as an instruction cue. If the cross was green, they had

to memorize the scenes; if the fixation cross was blue, they had to memorize

the faces. The unpredictable sequence of blue (face) and green (scene) trials

enabled the measurement of switching (face to scene or vice versa) against a

background of nonswitching (face to face or scene to scene) (Fig. 14–4A).

The initial encoding period was followed by an 8-second delay period

during which the stimuli were removed from the screen. After the delay pe-

riod, a distractor was presented, which participants were instructed to ignore.

This distractor was either a scrambled picture or a novel face or scene. The

stimulus dimension of the novel picture was always congruent with the task-

relevant stimulus dimension (i.e., bothwere faces or both were scenes). Relative

to the scrambled picture, the congruent novel picture was expected to distract

participants from their task of actively maintaining the task-relevant encoding

stimuli (Yoon et al., 2006).The distractor was followed by a second delay pe-

riod of 8 s, after which participants were presented with a final probe stimulus

that required the pressing of a left or right button, depending on whether the

stimulus matched one of the task-relevant encoding stimuli (Fig. 14–4A; see

color insert).

Switch-related activity was assessed by comparing activity during the en-

coding period of switch trials with that of nonswitch trials. In addition, the

task enabled assessment of distractor-related brain activity by comparing ac-

tivity during the high distractors (novel pictures) with that during the low

distractors (scrambled pictures). Analysis of performance data revealed higher

behavioral switch costs (measured in terms of accuracy at probe) in the high-

impulsive participants than in the low-impulsive participants, when they were

scanned on placebo. The effects of the drug also depended on trait impul-

sivity, so that bromocriptine significantly reduced the switch cost in the high-

impulsive participants, but if anything, enhanced the switch cost in the low-

impulsive participants.

These drug effects on behavior were paralleled by selective effects on brain

activity, specifically, the striatum. In the placebo session, switch-related activity

(measured during encoding) in the striatum was lower in the high-impulsive

participants relative to the low-impulsive participants. Again, the effects of the

drug also depended on trait impulsivity, such that bromocriptine significantly

potentiated switch-related activity in the striatum of high-impulsive partici-

pants, but if anything, attenuated switch-related activity in the low-impulsive

participants. These drug effects were both regionally selective and process-

specific. Bromocriptine potentiated switch-related activity in the striatum

(putamen) [see Fig. 14–4B], but not in the PFC. Furthermore, these effects

were seen only during cognitive switching: Distractor-related activity in the
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striatum was unaltered. By contrast, bromocriptine modulated distractor-

related activity in the PFC. Thus, in keeping with our prediction, bromocriptine

modulated the striatum during the flexible updating of task-relevant represen-

tations, but modulated the PFC during distraction (Cools et al., 2007b).

These results support the hypothesis that flexible updating and active

maintenance of task-relevant information (in the face of distraction) are me-

diated by dopaminergic modulation of the striatum and the PFC, respectively.

Clearly, there are differences between the type of switching measured in classic

task-switching paradigms and the type of switching measured in the current

match-to-sample task. For example, this task requires only the switching of

attention between stimulus features (and task rules), but not the direct reset-

ting of response sets. The resetting of response sets is a central feature of classic

task-switching paradigms. Nevertheless, these results strengthen the hypoth-

esis that the effects on task-switching in patients with PD may also be me-

diated by modulation of the striatum. The observed effects of DA receptor ac-

tivation were restricted to high-impulsive participants, who presumably have

distractor delay 2 probe

faces

or

scenes

congruent

or

scrambled

RT

and

accuracy

delay 1encoding

A

B

Figure 14–4 A. Sequence of trial events in the paradigm used to assess which

brain regions mediate the dopaminergic modulation of cognitive flexibility and

cognitive stability. See text for a description of the task. B. Brain activity (contrast

values) reflecting a significant interaction effect between impulsive personality

(high versus low), drug (bromocriptine versus placebo), and trial-type (switch

versus nonswitch). RT, response time.
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DA-related abnormalities in the striatum, highlighting the importance of

taking into account large individual variations in drug effects.

IS THE STRIATUM NECESSARY FOR COGNITIVE FLEXIBILITY?

The functional neuroimaging findings in patients with PD and healthy vol-

unteers described earlier support the hypothesis that modulation of cognitive

flexibility is mediated by the striatum. However, they cannot provide defini-

tive evidence for the hypothesis that the striatum is necessary for cognitive

flexibility. We recently compared the performance of six patients with focal,

unilateral striatal lesions with that of six patients with unilateral frontal lobe

lesions on a novel task-switching paradigm (Cools and Robbins, 2004; Cools

et al., 2006b). The aim of this study was two-fold. First, the study allowed as-

sessment of the necessity of the striatum for cognitive flexibility. Second, the

study aimed to define more precisely the particular form of cognitive flexi-

bility that is subserved by the striatum.

Earlier work with patients with PD had already indicated that some, but

not all, forms of cognitive flexibility depend on DA in the striatum (discussed

earlier). Task-switching appears to be particularly vulnerable to dopaminergic

dysfunction in the striatum. However, task-switching is a multicomponential

phenomenon and may depend on different mechanisms, depending on task

demands. Thus, task-switching often requires switching between abstract task

rules, which need not have direct instantiation in the motor or sensory do-

main. This form of flexibility based on abstract rules has been associated par-

ticularly strongly with the PFC (Wallis et al., 2001; Bunge et al., 2003). In ad-

dition, most task-switching paradigms also require the redirection of attention

to different concrete stimuli or stimulus features. In a neuropsychological

study, we employed a novel paradigm that enabled separate assessment of

switching between abstract task rules and switching between concrete stimuli

(Fig. 14–5).

Results revealed that both patients with striatal damage and those with

frontal damage had considerable difficulty with the task. However, patients

with striatal lesions exhibited a disproportionate switching deficit, whereas

patients with lateral frontal lesions did not. Moreover, the switching deficit

in patients with striatal damage was restricted to particular types of trials:

They were impaired only when they had to redirect their attention to different

response-relevant stimuli. The switching impairment did not extend to trials

that required switching between abstract rules when there was no change in

response-associated sensory input. Patients with much larger lesions in the

lateral frontal lobe did not exhibit the same performance pattern, and in fact,

relative to baseline nonswitch trials, did not exhibit a deficit in either stimulus-

switching or rule-switching.

The dissociation between the striatal and frontal groups is particularly

striking, given the fact that the frontal lesions were much larger than the

striatal lesions. The lack of an abstract rule-switching deficit in the patients
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with frontal lesions was not predicted, and this null effect does not provide

definitive evidence against a role for the PFC in abstract rule-based cognitive

flexibility. Although the latter issue awaits further investigation, we note that

the group with frontal lesions did provide an interesting reference point for

assessing the performance deficit of the patients with striatal lesions, which

clearly was not simply due to nonspecific effects of brain damage.

Selective involvement of the striatum in switching between concrete stim-

uli, but not between abstract task rules, was also suggested by an earlier event-

related fMRI study using the same paradigm in young, healthy volunteers

(Cools et al., 2004). This study revealed significant activity in the striatum

when participants switched between concrete stimuli compared with trials in

which they switched between abstract rules. Finally, preliminary data from a

group of patients with mild PD, tested off their dopaminergic medication, re-

vealed that their performance pattern was similar to that seen in the patients

with striatal lesions (Cools et al., 2007c). Therefore, this set of studies provides

Figure 14–5 Sequence of trials in the paradigm used to assess the effects of striatal and

frontal lesions on stimulus- and rule-based switching. On each trial, two abstract visual

patterns were presented within blue (here: stippled) or yellow (here: solid) stimulus

windows, with the color of the two windows identical for a given trial. Subjects were

required to choose one of two stimuli, by making right or left button presses (corre-

sponding to the location of the correct stimulus). The correct choice was determined by

an abstract task-rule, which was signaled to subjects by the color of the stimulus. If the

windows were yellow (here: solid), then the participant had to respond to the same

stimulus as on the previous trial (i.e., matching rule). If the windows were blue (here:

stippled), then the participant had to respond to the pattern that had not been selected

on the previous trial (i.e., non-matching rule). Thus, some trials required that the

participant switched responding between concrete stimuli (i.e., visual patterns), and

some trials required that the participant switched responding between abstract rules

(as indicated by the color of the boxes). More specifically, there were four trial-types:

(1) non-switch trials: the rule and the target-stimulus were the same as on the previous

trial, i.e., yellow trials following yellow trials; (2) stimulus-switch trials: the rule re-

mained the same and the target-stimulus switched, that is, blue trials following blue

trials; (3) rule-switch trials: the rule switched from the previous trial and the target-

stimulus remained the same, that is, yellow trials following blue trials; (4) stimulus/

rule-switch trials: the rule and the target-stimulus switched from the previous trial, that

is blue trials following yellow trials.
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converging evidence indicating an important role for the striatum in the be-

havioral adaptation to changes in stimulus, although not rule significance (see

Chapters 2 and 18). Striatal lesions and PD diminish the efficacy of newly

response-relevant stimuli for controlling behavior. These findings concur with

observations that DA potentiates the salience of behaviorally relevant stimuli

and the notion that DA and striatal neurons signal the behavioral relevance of

environmental events (Hollerman and Schultz, 1998). Striatally mediated

potentiation of stimulus salience may facilitate flexibility, but only when it

requires redirecting of attention to response-associated sensory input.

CONCLUSION

The results reviewed in this chapter suggest that the striatum and its modu-

lation by DA are critically involved in some forms of cognitive flexibility. At

first sight, this conclusion may appear inconsistent with classic theory, ac-

cording to which the striatummediates the learning and memory of consistent

relationships between stimuli and responses, leading to habitual or automatic

‘‘priming’’ of responses on stimulus presentation. For example, Mishkin and

colleagues have suggested that the striatum subserves a slow, incremental ‘‘less

cognitive, more rigid’’ form of memory, as opposed to the ‘‘more cognitive,

flexible, and less rigid’’ form of memory subserved, for example, by the medial

temporal lobes (Mishkin et al., 1984). By contrast, our findings suggest that

the striatum also supports forms of flexible behavior. This point has been

demonstrated repeatedly by the finding of DA-dependent deficits in patients

with mild PD on task-switching paradigms that require rapid, flexible up-

dating of task-relevant responses (Hayes et al., 1998; Cools et al., 2001a, b, 2003;

Woodward et al., 2002; Shook et al., 2005). In addition, fMRI studies have

shown that the dopaminergic modulation of cognitive flexibility in PD and in

healthy volunteers is mediated by the striatum and not by the PFC (Cools et al.,

2007a; Cools et al, 2007b).

The role of DA in the striatum may be restricted to particular forms of

flexibility. Specifically, our data suggest that striatum-mediated flexibility is

restricted to the selection of newly relevant response-associated stimuli. In

other words, the role of the striatum in cognitive flexibility is limited to sit-

uations in which there is a change in response-relevant sensory input, and it

does not extend to the updating of abstract rules. The type of switching (both

task-switching and reversal learning) that is impaired by striatal lesions and PD

involves consistent stimulus-response mappings, and does not require the re-

setting of links between stimuli and responses. What changes in these striatum-

dependent tasks is the stimulus or stimulus feature (and, only indirectly, its

associated response) that needs to be selected. Perhaps DA depletion in the

striatum, as seen in PD, leads to reduced salience of stimuli and consequent

stimulus-based inflexibility (i.e., impairment in the redirection to different

stimuli that elicit behavioral responses), rather than reduced flexibility of

the links between stimuli and responses. Indeed, our bromocriptine study
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revealed that the striatum mediates the dopaminergic modulation of switch-

ing between behaviorally relevant stimuli, which affected consequent action

only indirectly. In this sense, the role of the striatum in cognitive flexibility

is not necessarily inconsistent, but rather may coexist, with a role for the

striatum in the gradual formation of habits, or inflexible links between stimuli

and responses.

OUTSTANDING ISSUES

There are a number of outstanding issues that must be addressed in future

research. First, one might consider the alternative hypothesis that medication-

induced impairments in PD patients relate, at least in part, to nondopami-

nergic mechanisms. Of particular interest is the serotonergic neurotransmit-

ter system, which has been implicated in negative processing biases seen

in anxiety and depression as well as punishment processing (Moresco et al.,

2002; Abrams et al., 2004; Fallgatter et al., 2004; Harmer et al., 2004). Criti-

cally, l-dopa may inhibit the activity of tryptophan hydroxylase and interfere

with serotonin synthesis (Maruyama et al., 1992; Naoi et al., 1994; Arai et al.,

1995). Similarly, DA receptor agonists may decrease serotonergic turnover

(Lynch, 1997). Accordingly, the medication-induced impairment, particu-

larly in punishment-based reversal learning, may relate to medication-induced

central serotonin depletion, biasing processing away from nonrewarded or

punished events.

A second issue relates to the dependency of drug effects on trait impulsivity.

It is unclear whether the low dose of bromocriptine acted primarily postsyn-

aptically to enhance DA transmission, or whether it, in fact, reduced DA neu-

rotransmission by acting presynaptically (see Frank and O’Reilly, 2006). Future

studies may employ multiple doses to establish dose-response relationships.

The data from the pharmacological fMRI study in healthy volunteers

suggest that high- and low-impulsive participants have differential baseline

DA levels. This hypothesis is consistent with a recent positron emission to-

mography study by Dalley et al (2007), which revealed that impulsivity in

rodents is associated with reduced uptake of the radioligand [18F] fallypride

(which has high affinity for DA D2/D3 receptors) in the striatum. Reduced

uptake may indicate reduced DA D2 receptor availability, or enhanced en-

dogenous DA levels. Thus, it is unclear whether impulsivity is accompanied by

increased or reduced baseline DA function, and whether bromocriptine re-

duced or increased DA transmission.

Finally, it will be interesting to reconcile observations that bromocriptine

improves performance in high-impulsive healthy participants, while also im-

proving performance in patients with PD, which has been associated with low

novelty-seeking.
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NOTES

1. There is indication that extradimensional set-shifting deficits in Parkinson’s

disease depend on nondopaminergic mechanisms and perhaps implicate noradrenergic

dysfunction, which may be present in Parkinson’s disease, but may not necessarily be

normalized by dopaminergic medication (Middleton et al., 1999).

2. Frank likened these effects to the lay concept of ‘‘learning from carrots’’ versus

‘‘learning from sticks’’ (Frank, 2005). His later work has shown that there is consid-

erable variation in ‘‘carrot’’ versus ‘‘stick ‘‘tendencies across healthy individuals (Frank

MJ, O’Reilly RC (2006).
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Binding and Organization

in the Medial Temporal Lobe

Paul A. Lipton and Howard Eichenbaum

Just like the experience of a race car driver circling a racecourse, the routines of

our everyday experience tend toward the repetitive. Consider the daily drive to

and from work and our miraculous ability to distinguish each of these epi-

sodes in memory. The behavioral, sensory, cognitive, and emotional features

that these episodes share, together with their unique, experience-specific ele-

ments, form the web of our own personal experience. Construction of and ac-

cess to the contents of this web depend critically on unique contributions from

and interactions between structures of the medial temporal lobe and prefron-

tal cortex. The ability to form associations between related events, remember

their proper sequence, and distinguish one highly similar daily episode from

another all are fundamentally decisive components of declarative memory, and

they depend specifically on the hippocampus and related parahippocampal

cortical structures.

Our goal in the current chapter is to present a conceptual framework within

which the hippocampus and surrounding parahippocampal cortical structures

support the binding and organization of information in memory. Contri-

butions from structures beyond the medial temporal lobe, on the other hand,

support our capacity to acquire, organize, manipulate, and call on at will—

operations that are all critical to normal declarative memory—information

that ranges from simplistic to remarkably complex that floods our everyday

experience. Specifically, the convergence of multimodal sensory, affective, and

cognitive input from the posterior cortical and subcortical areas, as well as cru-

cial contributions about stimulus relationships from the medial temporal lobe

memory system, allow the prefrontal cortex to generate abstract rules neces-

sary for goal-directed behavior.

Over the last decade, data from studies on animals and humans have con-

verged to yield considerable progress in our understanding of the mechanisms

of declarative memory. Most prominent is an inherently relational and flexi-

ble expression of hippocampal-dependent memory. We present the current

framework as a biologically plausible, mechanistic account of an information-

processing syntaxmeant to apply to a broad range of phenomenon in declarative
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memory, including episodic and semantic memory, and flexibility of memory

expression. We refer to this combination as ‘‘relational memory.’’

It is important to keep in mind that, as we articulate our framework and

review the literature, our reference to semantic or relational memory resem-

bles what others throughout the book refer to as the ‘‘abstraction of rules’’ or

‘‘perceptual categorization.’’ For example, Earl Miller and his colleagues have

examined how neuronal activity reflects an animal’s categorical representation

of cats and dogs whose features have been morphed along some perceptual

continuum (Freedman et al., 2003; see Chapter 17). Their findings demon-

strate that, whereas the activity of posterior visual cortical neurons reflects a

more veridical representation of sensory inputs, the activity of prefrontal cor-

tical neurons tends toward a more binary, categorical representation of what,

on the whole, appears to be a cat or a dog. Just as categorizing groups of stim-

ulus percepts requires extracting regularities and differences among the defin-

ing features of those percepts, through the course of learning and experience,

a semantic or relational memory structure likewise reflects a representational

network of experience-dependent associations. A semantic structure, and its

extensive network of related memories, may thus be used to abstract behav-

iorally relevant rules that are useful across a wide variety of novel and familiar

situations. For example, four-legged house pets that bark are most likely dogs,

whereas four-legged house pets that are indifferent to their owners are most

likely cats. The same networking can be used to support logical generalizations

across related instances. For example, if, in one experience, I find out that Sally

knows Sue, and in another, I learn that Sue knows Fred, then I may be inclined

to consider that Sally and Fred may have met.

BINDING AND ORGANIZATION

Our account explores the nature of memory representation mediated by the

hippocampus and how these representations are used in the expression of

memory. We begin with a brief sketch of this framework and its syntax, using

the example introduced earlier (Fig. 15–1; see color insert). During the drive

to work, the hippocampus receives a stream of highly preprocessed informa-

tion about the events that compose that experience, and represents the flow

of those events using a series of connected elements, represented as a se-

ries of snapshots or ‘‘frames’’ from a video camera (Fig. 15–1A, elements 1–4).

Overlapping features across contiguous events provide the continuity of the

representation and bind together sequential frames. This form of represen-

tation is seen as a basis for the encoding and retrieval of episodic memories.

Virtually all of our experiences share features with previous experiences.

Although each new encounter is encoded as a separate sequence of events (Fig.

15–1B), overlapping elements from multiple experiences are encoded by the

same frame (Fig. 15–1C). An extension of this representational overlap to mul-

tiple daily or weekly episodes that share common features is proposed to sup-

port a scaffold of memories bound to no one particular memory episode, that

338 Building Blocks of Rule Representation



is, elements of semantic memory. Other elemental representations share not

only commonalities, but also features that are distinct within each separate

episode that serve to distinguish one episode from another. The combination

of elements that represent overlap and distinctions between episodes mediate

complementary processes in association and disambiguation, respectively,

between related memories.

Related memories are linked by the representation of common features.

Thus, activation of a particular memory, or component feature, will lead to the

activation of multiple related memories through associated elements. Within

the current framework, cortical areas use this information to compare, eval-

uate, and infer how multiple representations—that have never been explicitly

experienced together—are related. This information-processing scheme is seen

as underlying many of the memory phenomena observed at the behavioral level,

including episodic memory, semantic memory, and inferences from memory

discussed in greater detail later.

In the following sections, we will begin with a very brief outline of the brain

system in which the hippocampus operates. This will be followed by a more

A.

B. C.

1

2

3

4

1’ 2’ 4’

Figure 15–1 A sample relational network composed of two overlapping episodes

(A and B), the first associated with a trip to work from home (A), and the second with a

trip to the store from a friend’s house (B). Each episode is construed as a sequence of

elements that represent the conjunction of an event and the place where it occurred. C is

an element that contains the same features in both episodes.
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detailed outline of the relational memory framework introduced earlier, fo-

cusing on specific cognitive and neuralmechanisms that define relationalmem-

ory networks. In succeeding sections, we will summarize convergent evidence

from neuropsychological studies in humans and animals, data from functional

brain imaging in humans, and cellular recording studies in animals. Finally, we

will conclude with a brief outline of how the hippocampus works within the

larger cortical-hippocampal memory system to mediate its relational memory

function.

THE HIPPOCAMPAL MEMORY SYSTEM

The hippocampus receives heavily processed cortical information relayed

from and further processed by surrounding parahippocampal cortical struc-

tures (Suzuki and Amaral, 1994; Burwell and Amaral, 1998) [see Fig. 15–2A].

Cortical connectivity is both hierarchical and reciprocal, such that outputs of

many neocortical unimodal and multimodal association areas converge first

on the perirhinal and postrhinal cortices (called the ‘‘parahippocampal cor-

tex’’ in primates), from which information is then sent to the entorhinal cortex

before being relayed to the hippocampus. The output of hippocampal pro-

cessing is projected back mainly to the parahippocampal cortical areas, and the

outputs of those areas are directed back to the same neocortical areas that

provided the initial inputs, although the specific output targets sometimes dif-

fer from the input origins within those areas (Lavenex et al., 2002).

Within this cortical-hippocampal pathway are two partially distinct, par-

allel channels through which different complements of neocortical input are

transmitted through the perirhinal and postrhinal cortices (Suzuki and Ama-

ral, 1994; Burwell and Amaral, 1998) [see Fig. 15–2B]. In the rat, the perirhinal

cortex largely receives inputs from the polymodal ventral temporal associa-

tion area, an area that disproportionately processes nonspatial information.

In contrast, the postrhinal cortex is the recipient of principally spatial inputs

from the posterior parietal cortex. This separation is partially maintained as

information is sent on to the entorhinal cortex, such that the perirhinal cortex

tends to project more to the lateral entorhinal cortex, and the postrhinal cor-

tex tends to send its projections to the medial entorhinal cortex (Witter et al.,

2000). In the last stage, entorhinal afferents are, for the most part, combined in

the dentate gyrus and CA3 subregions of the hippocampus, although they are

kept separate in CA1 and the subiculum (Witter et al., 2000), establishing an

anatomical basis for a functional separation within specific hippocampal sub-

regions.

It is generally considered that detailed representations of memories are

stored at the level of the diverse neocortical areas, and the parahippocampal

region and hippocampus represent successively more abstract representations

of the convergence of cortical inputs. On a functional level, these areas form

a highly interactive system in which the role of the hippocampus is perhaps

best viewed as mediating the organization and persistence of the neocortical
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representations. The purpose of this discussion is to consider the nature and

mechanisms of this role.

Mechanisms of Relational Memory Representation

Declarative memory is characterized as unique both in its content and in its

form of expression. A common view is that the content of declarative mem-

ory includes both episodic and semantic memory (Tulving, 1972). ‘‘Episodic

memory’’ is our ability to recollect specific personal experiences, whereas ‘‘se-

mantic memory’’ refers to our general knowledge about the world. The expres-

sion of declarative memory is typified by flexibility, that is, the use of previ-

ously acquired information in situations well outside repetition of the learning

event. Cohen (1984) characterized declarative memories as ‘‘promiscuous’’ in

that they influence and inform a broad range of relevant knowledge and other

memories, and as accessible to many information-processing systems. Declar-

ativememory also is defined as available to conscious recollection, in that we are
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Figure 15–2 Functional and anatomical schematic diagram representing the flow of

information through the medial temporal lobe. A. Preprocessed sensory information

first converges on the perirhinal (PER) and postrhinal (POR) cortices, which have di-

rect connections with specific areas of the entorhinal cortex (lateral [LEC] and medial

[MEC], respectively). The CA3 and dentate gyrus (DG) subregions of the hippocampus

receive the majority of their inputs from the medial entorhinal cortex, whereas the CA1

and subiculum subregions receive their major inputs from areas of the lateral entor-

hinal cortex. B. The largely parallel pathways through the parahippocampal cortex pre-

serve a separation of item and context information that is refined and elaborated in the

PER/LEC and POR/MEC, respectively. These areas are located within the CA3 sub-

region of the hippocampus to represent items in their context. CA1 may represent the

order of events (t¼ 1, 2, . . .) based on individual representations of items in their

respective temporal contexts.
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aware of the retrieved information as a memory of previous events or known

facts.

Cognitive Mechanisms of Declarative Memory

In an early construal, Tulving (1983) contrasted the temporal dimension of

episodic memory with the conceptual organization of semantic memory.

Tulving (1983) argued that the central organizing feature of episodic memory

is that ‘‘one event precedes, co-occurs, or follows another.’’ This is reminiscent

of Aristotle’s (350 BC) characterization of vivid remembering: ‘‘Acts of rec-

ollection, as they occur in experience, are due to the fact that one thought has

by nature another that succeeds it in regular order.’’ The current account em-

phasizes the temporal organization of episodic memories.

This combination of considerations from cognitive science and philosophy

suggests that the hippocampus encodes sequences of events that compose any

attended experience (see Morris and Frey, 1997). In the scenario of driving to

work introduced earlier, the representation of a single episode would consist

of a series of connected ‘‘frames’’ that include a view of the local streets, street

signs, landscape, and buildings. Each frame contains both the salient stimuli

and events, such as choosing the correct street, and the background in which

each event occurred, such as time of day. More generally, the hippocampal

network represents the flow of all attended events in nearly any situation, and

the contents of neuronal representations include the broadest possible com-

binations of spatial and nonspatial sensory information, such as an individ-

ual’s actions, as well as what is common across repetitions of episodes.

A further consideration of the cognitive properties of episodic memory

suggests that related episodic representations might be integrated with one

another to support additional aspects of declarative memory, specifically, se-

mantic memory and the flexibility of recollection. Referring to how different

memories are integrated with one another, William James (1890) emphasized

that ‘‘. . . in mental terms, the more other facts a fact is associated with in the

mind, the better possession of it our memory retains. Each of its associates be-

comes a hook to which it hangs, a means by which to fish it up by when sunk

beneath the surface. Together they form a network of attachments by which it

is woven into the entire tissue of our thought.’’ James saw semantic memory as

a systematic organization of information wherein the usefulness of memories

was determined by how well they are linked together. In our example, a drive

to work may be linked to other experiences, such as driving to a shopping

center or to a restaurant to have brunch with friends (Fig. 15–1B), by the com-

mon element of a particular street in each experience (Fig. 15–1C).

There are two main outcomes of linking representations of specific expe-

riences. One is a network of associated elements independent of any episodic

context. This network emerges when several experiences share considerable

common information and the overlapping elements and common links among
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them are reinforced, such that those items and associations become general

regularities within a knowledge structure (one might even conceive of this as

a ‘‘conceptual,’’ as opposed to ‘‘perceptual,’’ categorization). The representa-

tion of these general regularities constitutes semantic ‘‘knowledge’’ bound to

no particular episode or learning context. Extending the example introduced

earlier, every additional experience within the local environment on the way

to work adds to the general knowledge about that local environment and can

guide future excursions. The proposed networking of experiential memories

by common elements provides a mechanism for the commonly held view that

semantic knowledge is derived from information repeated within and ab-

stracted from episodic memories. Importantly, for semantic memory to be de-

rived this way, it is critical for experiences with the common information to be

linked among many related representations to build the episode-independent,

general (semantic) structure.

The second proposed outcome borne out of a network of linked memories is

a capacity to use the common elements to retrievemultiple memories associated

with that element. For example, one can use the linked network structure to ac-

cess memories of specific experiences as well as the semantic information that

is common among distinct experiences. Thus, cued by the mention of a local

street, one can recall multiple trips to work. Reaching further, hippocampal rep-

resentations could support a capacity to ‘‘surf ’’ the network of linked memories

and identify relationships and associations among items that were indirectly

related through distinctly unrelated experiences. Thus, a single cue could gener-

ate the retrieval of multiple episodic and semantic memories, and cortical areas

can access these multiple memories to analyze the consequential, logical, spa-

tial, and other abstract relationships among items that appeared separately in

distinct memories. These logical operations on indirectly related memories can

support inferences frommemory that mediate the flexible use of memory in sit-

uations outside repetition of one of the learning situations, for example, to find a

new store for the first time. The organization of linked experience-specific and

experience-general memories with the capacity for association and inference

among memories is called a ‘‘relational memory network.’’

Biological Mechanisms

Are relational memory networks biologically plausible? The following well-

known features of hippocampal circuitry can work in combination to support

all of the properties of relational memory networks described earlier: (1) The

hippocampus receives convergent afferents from virtually all cortical associ-

ation areas, and these inputs are widely distributed onto the cell population in

multiple subdivisions of the hippocampus (Amaral and Witter, 1995). Thus,

the main afferents of hippocampal principle cells deliver high-level perceptual

information about attended stimuli and spatial cues, as well as signals about

emotions, actions, motivations, and virtually all forms of attended personal
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information. (2) The hippocampus is noted for the prevalence of rapid synaptic

plasticity, known as ‘‘long-term potentiation’’ (LTP) [Bliss and Collingridge,

1993], and is dependent on its wealth of excitatory glutamatergic synapses. In

particular, a form of LTP that is dependent on N-methyl D-aspartate (NMDA)

receptors has been strongly linked to memory (Martin et al., 2000) and to the

memory-associated firing properties of hippocampal neurons (Shapiro and

Eichenbaum, 1999).

These properties can work in combination to support key features of rela-

tional memory networks, specifically, the development of conjunctive rep-

resentations of events, the sequential organization of event codings, and the

linking of related memories. With regard to conjunctive representations, si-

multaneous activation of multiple high-level afferents to the pyramidal neu-

rons of hippocampal CA fields could support rapid induction of associative

LTP, such that the synapses of each of the inputs are all enhanced for an ex-

tended time. This associative LTP would support pattern completion, such

that presentation of an elemental feature would activate associated elements of

the network, and thus support retrieval of the whole pattern.

With regard to sequential organization, several recent computationalmodels

have emphasized temporal coding as a main organizing feature of the memory

representations supported by the hippocampus and adjacent entorhinal cortex.

The entorhinal cortex may encode and subsequently transmit information

about the temporal context to the hippocampus (Lisman, 1999; Hasselmo and

Eichenbaum, 2005), where unique anatomical properties may support sequence

disambiguation (Levy, 1996). Thus, according to these models, when temporally

patterned inputs reach the hippocampus, a rapid LTPmechanism enhances con-

nections between cells that fire in sequence. When partial inputs are reproduced,

the network is more likely to complete the sequence of the full initial input

pattern.

With regard to linking memories, the same computational models that

emphasize temporal organization in episodic memory representations provide

a mechanism for joining memory representations and extracting the common

information among them that is independent of their episodic context. Thus,

the proposed networks include cells that receive no external inputs, but de-

velop firing patterns that are regularly associated with a particular sequence or

with overlapping sequences (Levy, 1996; Wallenstein et al., 1998; Sohal and

Hasselmo, 1998). When episodes are repeated, these cells provide a local tem-

poral context in which items within a particular sequence are linked. When

these links incorporate events that are unique to a particular episode, they can

assist the network in disambiguating successive patterns in overlapping, but

distinct sequences. At the same time, when the links are activated similarly by

separate episodes that share a series of overlapping features, they can allow the

association of discontiguous episodes that share those features. Thus, the same

network properties that support encoding episodes as sequences of events also

contain means to link and disambiguate related episodes.

344 Building Blocks of Rule Representation



The Nature of ‘‘Relations’’

The mechanisms proposed to mediate relational memory are simple associa-

tive and sequencing properties well known to hippocampal modelers. Never-

theless, when employed in concert with higher-order neocortical computa-

tions, relational networks can provide a critical contribution to the breadth

of cognitive functions attributed to declarative memory. Consider the example

of the transitive inference task where rats were tested for the capacity to learn

and express flexibly nonspatial relationships (Dusek and Eichenbaum, 1997).

In this task, normal rats and rats with hippocampal damage were trained on a

series of four odor choices that involved overlapping items (A>B, B>C,

C>D, D> E; where ‘‘>’’ means ‘‘is to be selected over’’). Animals were tested

for their ability to represent the items hierarchically, as implied by their rela-

tionships, by testing their judgment on the novel choice B>D. Although both

groups acquired the appropriate responses on the elemental stimulus pairings,

only the normal rats chose the correct item in novel probe trials. According to

the relational memory model proposed here, each trial type (A>B, B>C,

etc.) is encoded as a distinct type of episode. Stimuli that appear in multi-

ple episodes (e.g., ‘‘C’’ in both B>C and C>D) are encoded by a single neural

element common to each episodic representation. Thus, after accumulation of

representations for all of the trial types, the hippocampus develops a network

of episodic memories linked by the common stimulus representations. Dur-

ing the critical transitive inference test, presentation of a stimulus cue (‘‘B and

D’’) presumably engages the retrieval of all representations that contain those

stimuli—in this case, all of the trial types (‘‘B’’ would engage recovery of A>B

and B>C; ‘‘D’’ would engage C>D and D> E).

According to this view, the hippocampus does not process this information

further, except to transmit its retrieved memories to neocortical association

areas with which the hippocampus is connected through the parahippocam-

pal region. For example, the prefrontal cortex is a neocortical association area

that receives hippocampal outputs and is likely critical to transitive inference

(Waltz et al., 1999). It is also activated during transitive inference perfor-

mance (Acuna et al., 2002; Hurliman et al., 2005). It is proposed that the hip-

pocampus mediates the retrieval of details of all of the episodic representa-

tions contained in several cortical areas, and this information is conveyed to

the prefrontal cortex, where judgments about the logical relations between the

stimuli are identified (see Chapter 1 for a discussion of prefrontal mediation of

conditional stimulus associations). Thus, according to the current proposal,

the hippocampus does not compute or directly mediate transitive judgments.

Rather, the hippocampus mediates only the retrieval of episodic and semantic

information on which cortical areas might accomplish the critical judgment.

The hippocampus does not directly compute transitive, spatial, familial, or any

other type of abstract relationship. It merely supplies the information accu-

mulated across distinct experiences on which such judgments may rely.
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In the following sections, we consider, in a detailed review and analysis, the

experimental evidence that validates key features of the theoretical frame-

work described earlier. These features include how the hippocampus repre-

sents sequential events that compose unique experiences and that serve to

disambiguate overlapping experiences, and how memories of particular ex-

periences are linked to form relational networks that support flexibility of

memory expression as a capacity for inferences from memory.

Episodic Memory, Semantic Memory, and the Hippocampus

Before we address how the hippocampus mediates aspects of the current

conceptual framework, we will briefly review evidence that demonstrates that

declarative memory relies on hippocampal function. Episodic and semantic

memory, the two components of declarative memory (Tulving, 1972) differ so

substantially that it is reasonable to ask whether they share sufficient features to

have a common basis. Tulving andMarkowitsch (1998) summarized their com-

monalities, pointing out that both are complex and multimodal, and both are

characterized by fast encoding of vast amounts of new information. The con-

tents of both are representational and propositional and can be accessed flexibly

and used inferentially.

Evidence from Studies on Amnesia

Among the first studies to suggest the possibility of dissociating episodic and

semantic memory by brain damage were Tulving’s studies on the patient KC,

who as a result of a closed head injury, suffered widespread damage to corti-

cal, subcortical, and medial temporal lobe structures (Tulving and Moscovitch,

1998; Tulving, 2002). This patient has normal intelligence, language, and other

cognitive capacities, including intact short-term memory. However, whereas

his general knowledge acquired before the injury is largely intact, he has vir-

tually no capacity for recollecting old experiences or forming new episodic

memories. In tests of his capacity to learn new semantic information, KC

struggled, but ultimately showed substantial success in learning to complete

simple sentences and word definitions. However, because patient KC sustained

diffuse damage, it was impossible to assign a special role in episodic memory to

the hippocampus.

More specific to hippocampal function was the report of three patients,

each of whom experienced transient anoxia early in life that led to selective

hippocampal damage, sparing the surrounding cortical areas (Vargha-Khadem

et al., 1997). These patients, tested in adulthood, were severely deficient in

memory for everyday experiences. Nevertheless, they succeeded in acquir-

ing language literacy and factual knowledge sufficient to allow them to attend

mainstream schools. Their scores were within the normal range on standard-

ized verbal IQ tests of semantic memory in vocabulary, information, and com-

prehension. They also performed normally on tests of recognition of words,

346 Building Blocks of Rule Representation



nonwords, and familiar and unfamiliar faces, as well as on several tests of as-

sociative recognition, including word pairs and face pairs. They were, how-

ever, impaired in learning word-voice and object-place associations.

Evidence from Studies of Functional Brain Imaging

Evidence from functional imaging studies in normal human subjects comple-

ments the studies on amnesic patients and likewise suggests an important role

for the hippocampus in episodic memory. In one study, subjects first mem-

orized a list of words. Then, during scanning, they were asked to recognize

the old words and classify their remembering as either based on memory for

the study experience or as a memory that lacks episodic detail (Eldridge et al.,

2000). The hippocampus was activated relative to baseline only in association

with correct episodic recollection, and not with errors or correct recollections

that lacked episodic detail. Maguire et al. (2000) reported selective medial tem-

poral lobe activationduring retrieval of autobiographical events, but not retrieval

of public events. The involvement of the hippocampus, however, in processing

complex material is not limited to autobiographical details, but extends broadly,

for example, to recollection of the context of learning in formal tests of memory

(e.g., Davachi et al., 2003). Another recent study showed that the hippocampus

is activated during encoding of multiple items, and more activated when sub-

jects are required to link the items to one another by systematic comparisons,

compared with rote rehearsal of the items (Davachi andWagner, 2002). By con-

trast, greater activation of the surrounding cortical areas was associated with

item-based processing rather than integration of the items. These observations

are consistent with the findings from studies of amnesia that suggest differential

roles for the hippocampus in linking multiple distinct items into an integrated

whole (Cohen et al., 1999; Brasted et al., 2003) and for surrounding cortical areas

in representing individual items (Stern et al., 1996; Kirchhoff et al., 2000).

Evidence from Animal Models

Although no doubt useful, due to variations in lesion size and location, as well

as mnemonic demands, studies of amnesia or functional brain imaging do not

provide unambiguous support for hippocampal mediation of episodic mem-

ory. Animal models, on the other hand, provide greater control as well as

the chance for a detailed neurobiological investigation of the mechanisms of

episodic memory. However, because awareness, a central feature of declarative

memory in humans, is untestable in animals, we will focus on what is implicit

in characterizations of episodic memory and prominent in complementary

computational modeling efforts: the organization of an episode as a sequence

of events that unfolds over time and space. Thus, rich episodic memories con-

tain not only the particular item or items that one is attempting to recall, but

also the experience of events that precede and follow. A consideration of mem-

ory for the orderliness of events in unique experiences, a capacity that can be
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tested in animals, may provide a fruitful avenue for neurobiological explora-

tions of episodic memory.

To investigate the specific role of the hippocampus in remembering the

order of events in unique experiences, recent studies have employed a behav-

ioral protocol that assesses memory for episodes composed of a unique se-

quence of olfactory stimuli (Fortin et al., 2002; Kesner et al., 2002). In one of

these studies, memory for the sequential order of odor events was directly

compared with recognition of the odors in the list, independent of memory

for their order (Fig. 15–3). On each trial, rats were presented with a series of

five odors, selected randomly from a large pool of common household scents.

Memory for each series was subsequently probed using a choice test where the

animal was reinforced for selecting the earlier of two of the odors that had

appeared in the series, or in later testing, was reinforced for selecting a novel

odor against one that had appeared in the series. Normal rats performed both

tasks well. Rats with hippocampal lesions could recognize items that had ap-

peared in the series, but were severely impaired in judging their order. Alter-

natively, although normal animals may have used relative strength of mem-

ory traces for the odors to judge sequential order, animals with hippocampal

Figure 15–3 A schematic diagram of the odor-sequence task. For each unique se-

quence, animals are probed for their knowledge of the order of the elements through a

choice between two nonadjacent items, or for knowledge about which of two odors

appeared in the sequence. Left. Sequence of events in each trial. Top right. An example

trial for the sequential order probes. Bottom right. An example trial for the recognition

probes. A–E designates the order of presentation of odors in each series, with odor A

presented first and odor E presented last. þ, reinforced odor; �, nonreinforced odor.

(Adapted with permission from Fortin et al., Nature Neuroscience, 5, 458–462.

Copyright Macmillan Publishers, Ltd., 2002.)
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lesions exhibited the same temporal gradient of recognition performance in

the absence of above chance discrimination on sequential order probes. Con-

trary to the argument that animals lack episodic memory because they are

‘‘stuck in time’’ (Roberts, 2002; Tulving, 2002), these observations suggest that

animals have the capacity to recollect the flow of events in unique experiences.

A robust model of episodic memory will depend on the capacity to develop

representations that can distinguish two experiences that share common ele-

ments (Shapiro and Olton, 1994). Levy (1996) proposed that memory for the

ordering of events mediated by the hippocampus may be especially important

when the event sequences have overlapping elements through which memory

of earlier elements must be remembered to complete each distinct sequence.

To test whether sequence disambiguation is a fundamental feature of memory

processing dependent on the hippocampus, Agster et al. (2002) trained rats

with and without an intact hippocampus on a sequence disambiguation task

designed after Levy’s (1996) formal model that involved two series of events

that overlap in the middle items (Fig. 15–4). The sequences were presented as

a series of six pairwise odor choices in which, for each sequence, selection of

the appropriate odor at each choice point was rewarded. Each trial began with

Figure 15–4 A schematic diagram of the sequence disambiguation task. A. The two

sequences of odors are represented by A-B-X-Y-E-F and L-M-X-Y-P-Q. The rat begins

each trial with a series of choices between odors at the same position in each sequence

(e.g., A versus L, then B versus M, etc.), and must choose the odors for that sequence.

B. On the first four pairs (P1–P4) and pair 6 (P6), the lid of the alternate, unrewarded

choice is ‘‘locked.’’ On pair 5 (P5), no lids are used, and the first choice is scored. After

either no delay or a 30-min delay, the rat then makes a free choice between E and P. þ,

Reinforced odor. (Reprinted with permission from Agster et al., Journal of Neurosci-

ence, 22, 5760–5768. Copyright Society for Neuroscience, 2002.)
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two forced choices that initiated production of one of the two sequences. Then

the animal was presented with two forced choices that were the same for both

sequences. Subsequently, the subject was allowed a free choice, andwas rewarded

for selecting the odor assigned to the ongoing sequence. Finally, the animal com-

pleted that sequence with one more forced choice.

The critical feature of this task was the free choice. On that test, animals were

required to remember their choices from the first two pairings of the current

sequence during the ambiguous components of the trial, and then to use the

earlier information to guide the correct odor selection. Pre- and postoperative

performance of intact animals on the free choice (P5) [see Fig. 15–4] was equiv-

alent and maintained at a high level. In contrast, compared with their preoper-

ative performance, animals with selective hippocampal lesions performed sig-

nificantly worse postoperatively. In an extension of this work to humans, the

hippocampus is likewise implicated in mediating a declarative representation of

sequence memory that can be established independent of conscious recollec-

tion (Keele et al., 2003; Schendan et al., 2003). The data support the view that the

hippocampus is critical to the representation of the ordering of events in unique

experiences, and to memory for early items in a sequence through the presen-

tation of ambiguous events. Next we will consider how memories for specific

experiences become linked to support the flexibility of declarative memory and

the establishment of memory networks that mediate semantic memory.

LINKING AND FLEXIBILITY OF MEMORY EXPRESSION

Behavioral and Lesion Data

The notion that the hippocampus mediates a binding of disparate cortical

representations of stimuli and contextual backgrounds (e.g., Squire et al., 1984)

has been attributed to relational memory (Cohen et al., 1997, 1999; Davachi and

Wagner, 2002). The hippocampal relational network mediates links between

distinct episodes that may contain items experienced within different episodes

or contexts that may support the abstraction of common features among related

memories. By extension, the hippocampus contributes to semantic memory by

constructing relational networks that coordinate memories stored in the cortex

(Eichenbaum et al., 1999). As such, the hippocampus does not directly medi-

ate semantic memory, but provides an architecture from which comparisons

and generalizations can be made, albeit within a range of expression that differs

across memories. Empirical support is provided by recent studies that note a

relative sparing of semanticmemory in amnesia associated with selective damage

to the hippocampal region (Vargha-Khadem et al., 1997; Verfaellie et al., 2000;

Holdstock et al., 2002; O’Kane et al., 2004). However, contrasting evidence

suggests that normal acquisition and flexible expression of acquired seman-

tic memories are very much dependent on the hippocampal region (Manns

et al., 2003; Maguire and Frith, 2004).
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A number of studies have examined how information processing by the

hippocampus may enable the linking of memories and the use of resulting

relational networks to make associational and logical inferences frommemory.

In one study, we trained normal rats and rats with hippocampal lesions on

a series of olfactory ‘‘paired associates’’ (Bunsey and Eichenbaum, 1996), and

asked whether an intact hippocampus was necessary to make an association

between stimuli indirectly related through a common stimulus. Normal rats

were able to form indirect relationships, whereas rats with selective hippo-

campal damage showed no capacity for this inferential judgment. Another

study extended the range of networking mediated by the hippocampus to

include a series of four hierarchically related odor choices, and to critical in-

volvement of hippocampal connections via the fornix and parahippocam-

pal region (Dusek and Eichenbaum, 1997). Combined, these studies demon-

strate that rats with hippocampal damage can learn even complex associations,

such as that embodied in odor-paired associates and conditional discrimi-

nations.

Studies on monkeys and humans have provided complementary evidence

of information processing in the medial temporal lobe across species. For

example, monkeys were trained on the same transitivity problems mentioned

earlier, and those with damage to the adjacent entorhinal cortex were com-

pletely unable to express the transitivity judgments, in contrast to unimpaired

performance by intact monkeys (Buckmaster et al., 2004). The results of two

functional brain imaging experiments revealed selective hippocampal activa-

tion as subjects made transitive judgments about the relationship of items

learned during an initial training session in comparison with nontransitive judg-

ments (Heckers et al., 2004; Preston et al., 2004). The studies described earlier

provide compelling evidence of hippocampal involvement across species in the

flexible expression of memories using relational networks.

The capacity for flexible expression of memories acquired in a single expe-

rience also has been examined with a naturalistic form of learning that involves

the social transmission of food preferences. In this experimental protocol, in a

single experience of social interaction, rats learn an association between a food

odor and the smell of rats’ breath, and can express this memory flexibly by

using the odor to guide subsequent food selection in the absence of social in-

teraction (Strupp and Levitsky, 1984). Winocur (1990) initially characterized

the expression of socially transmitted food preferences as dependent on the

hippocampus, and in a further exploration, Bunsey and Eichenbaum (1995)

showed that selective damage to the hippocampus is sufficient to produce the

deficit. Other studies have replicated this finding (Alvarez et al., 2001; Clark

et al., 2002), or have taken a step further to show that CA1NMDA receptors are

required (Rampon et al., 2000). These findings show that, even for a simple

form of associative learning, the hippocampus is required for the organization

of memories to support expression in a situation quite different from the orig-

inal learning event.
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Hippocampal Firing Patterns

In the remainder of this section, we will consider patterns of neuronal acti-

vation in humans, monkeys, and rats across a variety of behavioral protocols

that demonstrate three general features of declarative memory discussed ear-

lier: (1) encoding complex conjunctions of salient stimuli that compose the

events that are represented by the hippocampus, (2) a representation of se-

quences of events, and (3) a representation of features common to overlapping

events that could serve to link related experiences, and by extension, support a

semantic network.

Conjunctive Coding

Although many consider hippocampal function primarily an agent of spatial

mapping (Muller, 1996; Best et al., 2001), a number of studies have summarily

reduced this stance to a byproduct of saliency (see Eichenbaum et al., 1999).

Indeed, the activity of hippocampal neurons is often associated with ongoing

behavior and the context of events, in conjunction with the animal’s location

(Eichenbaum et al., 1999). Two recent studies provide compelling evidence

that hippocampal neurons encode associations of events and locations. In the

first, rats were trained on an auditory fear conditioning task in which, be-

fore conditioning, few hippocampal cells responded to the auditory stimuli

(Moita et al., 2003). After pairings of tone presentations and shocks, many

cells fired briskly to the tone when the animal was in a particular place where

the cell fired above baseline. In the second study, the activity of hippocam-

pal neurons in monkeys was recorded while they rapidly learned to associate

scenes and locations (Wirth et al., 2003). Just as the monkeys acquired a new

response to a location in the scene, neurons in the hippocampus changed their

firing patterns to become selective to particular scenes. These scene-location

associations persist even long after learning is completed (Yanike et al., 2004).

Wood et al. (1999) directly compared spatial and nonspatial coding by hip-

pocampal neurons by training animals to perform the same memory judg-

ments at many locations in the environment. Rats performed a task in which

they had to recognize any of nine olfactory cues placed in any of nine loca-

tions. Because the location of the discriminative stimuli was varied system-

atically, cellular activity related to the stimuli and behavior could be dissoci-

ated from that related to the animal’s location. The activity of a large subset of

hippocampal neurons was associated with a particular combination of odor,

the place where it was sampled, and the match-nonmatch status of the odor.

Similarly, Ekstrom et al. (2003) recorded the activity of hippocampal neurons

in human subjects as they played a taxi driver game, searching for passen-

gers picked up and dropped off at various locations in a virtual reality town.

The activity of many of these cells was selectively associated with specific

combinations of a place and the view of a particular scene or a particular goal.

Hippocampal activity that represents specific salient objects in the context of a

particular environment also has been observed in studies of rats engaged in

352 Building Blocks of Rule Representation



foraging (Gothard et al., 1996, Rivard, et al., 2004) and escape behavior (Hollup

et al., 2001) in open fields. Thus, in rats, monkeys, and humans, a prevalent

property of hippocampal firing patterns involves the representation of unique

associations of stimuli, their significance, specific behaviors, and the places

where these events occur.

Sequences of Events

It is also common to observe across species and behavioral protocols hippo-

campal neuronal activity during virtually every aspect of task performance,

including approach and stimulus-sampling behaviors, discriminative responses,

and consummatory behaviors (Eichenbaum et al., 1999). This broad represen-

tational coverage of task-related events extends to classical conditioning, dis-

crimination learning, nonmatching- or matching-to-sample tasks, and a vari-

ety of maze tasks (Berger et al., 1983; Eichenbaum et al., 1987; Deadwyler et al.,

1996; McEchron and Disterhoft, 1997; Wiebe and Staubli, 1999). In these par-

adigms, animals are repeatedly presented with specific stimuli and reinforcers,

and they execute appropriate cognitive judgments and conditioned behaviors.

Many hippocampal neurons are active during odor sampling, and some display

striking specificity that corresponds to sequences of rewarded and nonrewarded

cues or to particular spatial configurations of odors. Other cells display con-

siderable generality, active throughout a sequence of trial events, or during all

stimulus-sampling epochs, regardless of odor identity and reward contingency.

This overall network activity can be characterized as a sequence of firings that

represent step-by-step events in each repetitive behavioral episode. Many of the

events were common across episodes (e.g., approach or odor sampling), but

some events occurred only on a particular type of trial (e.g., a particular odor

configuration).

One can envision that this pattern of sequential activity represents a series

of events and locations that compose a meaningful episode, and the infor-

mation contained therein both distinguishes and links related episodes. Re-

cent studies on the spatial firing patterns of hippocampal neurons provide

compelling data consistent with this characterization. In one study, rats were

trained on the classic spatial alternation task on a modified T-maze (Wood

et al., 2000). Performance on this task requires that the animal distinguish left-

turn and right-turn episodes to guide each subsequent choice; thus, it effec-

tively resembles a test of episodic memory. If hippocampal neurons encode

each sequential behavioral event and its locus within one type of episode,

then most cells should fire differentially across left-turn or right-turn episodes

while occupying locations common to both trial types. Indeed, virtually all cells

that were active as the rat traversed these overlapping locations fired differen-

tially on left-turn versus right-turn trials. The majority of cells showed strong

selectivity, some firing at more than ten times the rate on one trial type, sug-

gesting that they were part of the representations of only one type of episode.

Other cells fired substantially on both trial types, potentially providing a link
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between left-turn and right-turn representations by the common places tra-

versed on both trial types. Similar results have been observed in two other

versions of this task (Frank et al., 2000; Ferbinteanu and Shapiro, 2003).

Relational Networks

As described elsewhere in this chapter, some hippocampal neurons encode

features that are common among different experiences and could provide links

between distinct memories; these representations are evident in virtually all of

the studies described earlier. In the auditory fear conditioning study by Moita

and colleagues (2003), a subset of cells responded to a tone only when it was

presented as the animal occupied a particular location, whereas another group

responded to the tone cue whenever or wherever it was presented. The odor-

recognition memory study by Wood et al. (1999) reported that hippocam-

pal neurons responded to the full range of task-related events. These include

conjunctions of odors with their match-nonmatch status, with place, or with

only one of those features across trials; differentially during odor sampling,

regardless of location or match-nonmatch status; to location, independent of

odor or match-nonmatch status; differentially to match-nonmatch status, re-

gardless of odor or location. Similarly, in Ekstrom and colleagues’ (2003) study

of humans performing a virtual navigation task, whereas the activity of some

hippocampal neurons was associated with combinations of views, goals, and

places, other cells were active when subjects viewed particular scenes, occupied

particular locations, or had particular goals in finding passengers or locations.

Also, in Rivard and colleagues’ (2004) study of rats exploring objects in open

fields, whereas some cells were selectively active in response to an object in one

environment, others responded to a particular object across environments.

The notion that these cells might reflect the linking of important features

across experiences, and the abstraction of common (semantic) information, was

highlighted in recent studies of monkeys and humans. Hampson et al. (2004)

trained monkeys on matching-to-sample problems, then probed the nature of

the representation of stimuli by recording from hippocampal cells when the

animals were shown novel stimuli that shared features with the trained cues.

They found many hippocampal neurons that encoded meaningful categories of

stimulus features and appeared to employ these representations to recognize

the same features across many situations. Kreiman et al. (2000a) characterized

hippocampal firing patterns in humans during presentations of a variety of vi-

sual stimuli. They reported a substantial number of hippocampal neurons that

were active when the subject viewed specific categories of material (e.g., faces,

famous people, animals, scenes, houses) across many exemplars of each. A sub-

sequent study showed that these neurons are activated when a subject simply

imagines its optimal stimulus, supporting a role for hippocampal networks in

the recollection of specific memories (Krieman et al., 2000b). This combination

of findings across species provides compelling evidence for the notion that some
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hippocampal cells represent common features among the various episodes that

could serve to link memories obtained in separate experiences.

These observations are consistent with the notion that hippocampal neuro-

nal representations are organized to represent behavioral sequences across a

broad range of behavioral protocols and species. A subset of hippocampal neu-

rons is selectively activated at every moment throughout task performance

across a broad range of behavioral protocols. Furthermore, the full scope of

information encoded by the hippocampal population is precisely as broad as

the set of attended and regular events that compose the behavioral protocol.

Hippocampal population activity can thus be viewed as a continuous and au-

tomatic recording of attended experiences (Morris and Frey, 1997) encoded as

sequences of events that define both rare experiences and common stimuli,

places, and events that are shared across episodes (Eichenbaum et al., 1999).

Additionally, within our current framework, hippocampally mediated con-

junctive processing appears very similar to the rule abstraction of the prefron-

tal cortex described elsewhere in this book. Are these processes the result of a

similar mechanism? It appears that hippocampal processing is important to

establish a network of relationships based on similarities and differences among

experiences, whereas the prefrontal cortex uses this network to abstract broad

categorical similarities or differences to conditionally direct, in a task-relevant

manner, subsequent behavior. Thus, the issue is who is doing what with the

information. Both may evaluate similarities and differences; however, the pre-

frontal cortex may be the one to make behaviorally relevant decisions based on

hippocampal and sensory cortical grunt work.

THE HIPPOCAMPAL MEMORY SYSTEM

This review has focused on the role of the hippocampus. However, a com-

prehensive understanding requires consideration of the neighboring para-

hippocampal cortical areas that provide the primary cortical inputs to the

hippocampus and are the immediate cortical recipients of outputs of the hip-

pocampus.

The parahippocampal region plays a critical role in the convergence of

multisensory information (Bussey et al., 2002) and in mediating memory based

on familiarity of stimuli (Eichenbaum, 2002). As alluded to earlier, two largely

parallel processing streams converge on the hippocampus that together support

an encoding of sequence information (Witter et al., 2000) [see Fig. 15–2]. The

first transmits representations of single percepts and familiarity with those

items through the perirhinal cortex and lateral entorhinal cortex, and is sup-

ported by anatomical (Burwell and Amaral, 1998), physiological (Young et al.,

1997; Brown and Xiang, 1998; Henson et al., 2003), and neuropsychological

data (Brown and Aggleton, 2001). Conversely, growing evidence for the second

pathway through the postrhinal cortex and medial entorhinal cortex that rep-

resents contextual information comes from physiological (Quirk et al., 1992;
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Wan et al., 1999; Davachi and Wagner, 2002; Burwell and Hafeman, 2003;

Fyhn et al., 2004; Hargreaves et al., 2005) and neuropsychological (Charles et al.,

2004; Alvarado and Bachevalier, 2005; Norman and Eacott, 2005) data. These

representations are then combined in area CA3 (Witter et al., 2000), supporting

the encoding of events as items in the context in which they were experienced.

Event representations then may be temporally organized within CA1, poten-

tially guided by information from the entorhinal cortex and CA3 (Hasselmo

and Eichenbaum, 2005), to order the series of events that compose a complete

episode.

The combination of observations from all of these studies suggests that

multiple neocortical areas, the parahippocampal region, and the hippocam-

pus work in concert to mediate relational memory (Eichenbaum, 2000). Ac-

cording to this view, neocortical areas mediate the representation of stimulus

details, and outputs of these areas support parallel streams of information

about objects (‘‘what’’ information) and the context in which they were ex-

perienced (‘‘where’’ information). The hippocampus combines these streams

of information to compose representations of events as objects in their con-

text, of episodes as sequences of events, and of relational networks as mem-

ories linked by their common features.

INTERACTIONS WITH THE PREFRONTAL CORTEX

Some of the functions we have attributed to hippocampal function have his-

torically been associated with the prefrontal cortex, including source mem-

ory (Janowsky et al., 1989) and memory for temporal order (Shimamura et al.,

1990; McAndrews and Milner, 1991). Our aim is not to strip the prefrontal

cortex of these functions, but rather to reconcile their unique processing con-

tributions in the context of prefrontal-medial temporal lobe interactions in

memory. Surely, widespread neocortical areas play important roles in episodic

and semantic memory (e.g., see reviews by Eichenbaum, 2000; Fuster, 1995;

Buckner and Wheeler, 2001). The central question remains: What are the dif-

ferential contributions of, and the nature of interactions between, diverse

cortical and hippocampal areas?

Whereas the hippocampus and the surrounding parahippocampal cortex

bind and organize high-level multimodal sensory information and distinguish

overlapping episodic representations, one prominent view is that the prefron-

tal cortex regulates, or controls the gain of incoming sensory information to

the medial temporal lobe (Miller and Cohen; 2001; Buckner, 2003). Consis-

tent with this view, the encoding success of face-house paired associates varied

as a function of regional activation within a network that included the poste-

rior sensory cortices, prefrontal cortex, and medial temporal lobe (Summer-

field et al., 2006). In addition, patients with prefrontal damage are impaired in

the organization of their search strategies for the order or grouping of words

in a list that they are attempting to recall (Milner et al., 1985; Gershberg and
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Shimamura, 1995; Wheeler et al., 1995). Thus, top-down signals broadcast by

the prefrontal cortex may control the flow of perceptual information support-

ing memory for source information and temporal order. In addition, areas of

the human prefrontal cortex are strongly activated during retrieval of episodic

memories in a variety of tasks. Thus, semantic analysis, recollective monitor-

ing, and rehearsal—all attributed to the prefrontal cortex—may constitute key

retrieval processes (Dobbins et al., 2002). Consistent with this view, activation

of the prefrontal cortex reflects retrieval effort, rather than success in retrieval,

consistent with the role of the prefrontal areas in working memory and rule-

learning (Miller, 2000).

These considerations, combined with the role of the hippocampus and the

neighboring parahippocampal region outlined earlier, suggest that the encod-

ing and retrieval of declarative memories is a product of interactions be-

tween the prefrontal cortex and the hippocampal system. During encoding,

the prefrontal cortex strongly influences the content and organization of infor-

mation to be represented within the hippocampal system. During retrieval, the

output of hippocampal representation is called up by strategic processing in

the prefrontal cortex, which directs the contents and timing of recovery of the

detailed cortical representations.

Finally, in deference to the connectionist perspective, consider the following

analogy. Just as one issues Google a command to return all information per-

taining to a specific query, the prefrontal cortex may ‘‘ask’’ the medial temporal

lobe system what information it has about one’s drive to work 2 days ago. The

system regenerates the experience of driving to work that morning, including

the route that was taken, items that were seen, and events that happened along

the way. For example, it may recall that the road was out at a particular point

and that you had to take a particular detour. Notably, the medial temporal

system likely relies on reactivating the posterior cortical areas to recover de-

tails of what was seen and events that occurred, and these details may be sent

directly from the posterior cortical areas to the prefrontal cortex. The medial

temporal lobe system may also return other related memories, such as the fact

that you read yesterday in the newspaper that the road would be out for the

next several weeks. The prefrontal cortex searches and evaluates all of this

information to generate rules that inform behavioral outcomes, such as, ‘‘That

detour will still be there tomorrow, so I will need to take the alternate route.’’

According to this conceptualization, the prefrontal cortex and medial tempo-

ral areas, together with the posterior cortical areas, contribute distinct infor-

mation processing that is critical to generating decisions. The prefrontal cor-

tex instigates the search for information in memory, and the representational

provisions from the posterior, subcortical, andmedial temporal lobe structures,

together, can account for the phenomenology of declarative memory.
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16

Ventrolateral Prefrontal

Cortex and Controlling

Memory to Inform Action

David Badre

Humans rely on knowledge to guide action. On entering a room, for example,

we immediately categorize the objects we perceive in action-relevant ways:

objects to sit on, objects to eat, objects to talk to, and so on. Much of this

action-relevant knowledge is declarative, in that it is consciously accessible and

generally verbalizable. Declarative knowledge includes semantic memory—

knowledge of facts—and episodic memory—knowledge of events (Tulving,

1972)—and it relies on the medial temporal lobe system for rapid associative

learning and initial retrieval (Squire, 1992; Cohen et al., 1997). In this exam-

ple, the knowledge comes to mind fairly automatically as we encounter various

cues in the room (e.g., a chair, an olive, a friend). To be useful, however, our

knowledge must be available to other systems, including the action system,

when we need it. How, then, do we bring declarative knowledge to bear on our

actions when it is most useful, rather than relying on a fortuitous encounter

with a cue? It is the primary goal of this chapter to discuss those control

processes, supported by left ventrolateral prefrontal cortex (VLPFC), that

permit us to retrieve and select relevant declarative knowledge to guide action

and meet our goals. Before discussing these prefrontal control processes,

however, we must consider the relationship between declarative memory and

action and to distinguish the types of knowledge that can constrain action.

RULES AND THE DECLARATIVE MEMORY SYSTEM

The relationship between our perceptions, our knowledge, and our actions

may be expressed in terms of rules (Bunge, 2004). Importantly, however, not

every type of declarative knowledge that is relevant to action should be called

a ‘‘rule.’’ Furthermore, because content does not determine the form of a

representation (see Lovett and Anderson, 2005), not every type of action

knowledge that can be expressed as a rule is necessarily declarative or is stored

as an explicit rule (see Fig. 16–1). Hence, storage of action-relevant declara-

tive memories in posterior neocortex and control mechanisms for accessing
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these memories in prefrontal cortex (PFC) may apply not only to knowledge

easily amenable to expression as a rule, but also to declarative knowledge more

generally.

Similar to the distinction between the content and form of rule represen-

tations, declarative knowledge relevant to action is not necessarily the same

system as that which represents action knowledge itself. This difference is

partially captured by the well-established distinction between declarative and

nondeclarative memory. The nondeclarative memory system, also termed

Figure 16–1 The content of a representation does not determine the form of the

representation. In the context of a well-proceduralized skill, such as driving, the re-

sponse of braking when seeing an illuminated brake light is highly automatic. Even

though one may be able to verbalize this behavior in terms of a rule (right), the re-

presentation governing the action, as in reflexively hitting the brake on seeing a brake

light, may not be stored or implemented by the declarative system. The meanings of

other action-relevant symbolic cues, such as a stop sign or a lane indicator, may indeed

be stored declaratively. However, as demonstrated by the text on the right, even these

declarative, symbolic representations may not be easily expressed as an explicit rule.
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procedural memory, refers to memory for skills, habits, stimulus-response

relationships, and statistical properties of the environment that are not con-

sciously accessible or readily verbalizable (Knowlton et al., 1994, 1996; Squire,

1994; Robbins, 1996; Poldrack et al., 1999a; Eichenbaum and Cohen, 2001).

In other words, evidence of procedural memory is generally verifiable only

through action, not through verbal report. Many forms of nondeclarative

knowledge, such as stimulus-response associations, are rule-like in content

(Fig. 16–1, top). However, in contrast to the rapid item-to-item associations

formed by the declarative memory system, procedural memories are learned

gradually, typically through feedback-based or reinforcement learning. Fur-

thermore, they are encoded and retrieved independent of the medial temporal

lobe memory system that is central to the encoding of declarative memories

(Squire and Zola, 1996; Cohen et al., 1997). Rather, nondeclarative learning

relies on corticostriatal circuitry (Knowlton et al., 1996; Poldrack et al., 1999a;

Shohamy et al., 2004). Neuroimaging evidence from classification learning has

further demonstrated that learning in the declarative and nondeclarative

systems may even be competitive (Poldrack et al., 2001). Hence, in many cases,

a stimulus-response production that might be described as a rule by an ob-

server, such as learning over many trials to associate a complex visual display,

a class of stimuli, or even a specific stimulus with a particular response, may be

supported by a fundamentally different system than that used to acquire and

store declarative knowledge of rules.

Beyond the declarative-nondeclarative distinction, it is also clear that intact

declarative knowledge, even declarative knowledge of rules, is not necessarily a

sufficient precondition for meaningful action. Apraxia, which typically results

from damage to left inferior parietal cortex, is marked by the loss of the ability

to produce complex or meaningful actions, often in the absence of deficits in

comprehension (Leiguarda andMarsden, 2000). For example, apraxic patients

will be unable to produce an appropriate action with an object on command

or will demonstrate disturbances when pantomiming a particular action or

gesture (Rothi et al., 1985). However, these patients are capable of naming

objects and show otherwise intact lexical semantics and comprehension. Fur-

thermore, this disorder is not due to muscle weakness or a loss of higher-level

action productions, such as those stored by the nondeclarative system. Apraxic

patients can produce actions that are triggered by a salient stimulus, as in

covering their mouth when coughing, but they are unable to do so on com-

mand or intentionally (Grafton, 2003). Likewise, patients may perform a well-

formed action, such as stirring their coffee, but may do so with an inappro-

priate implement, such as a bottle opener (De Renzi and Lucchelli, 1988).

Based on these behaviors, some conceptualizations of apraxia characterize

this disorder as a disconnection between declarative and action knowledge

(Geschwind, 1965) or a disruption of an action portion of the conceptual

system (Roy and Square, 1985).

Such perspectives do suggest that, although not sufficient for action, a route

through the conceptual system is necessary for most object-oriented or
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meaningful actions. However, reports of semantic dementia patients who have

impaired knowledge of object functions, but intact object use (Buxbaum et al.,

1997), suggest that semantic knowledge may not even be necessary for all com-

plex actions. It is important to note that these cases are rare and somewhat con-

troversial (e.g., Hodges et al., 2000), and impaired action semantics do impair

much complex, goal-directed action. However, the existence of spared action in

the presence of disrupted semantics argues against a unity between declarative

action knowledge and actual stimulus-response productions, or even a manda-

tory path to action through the declarative memory system and its representa-

tions of rules and other action-relevant knowledge.

So, although actions are informed, constrained, and guided by long-term

declarative knowledge, including rules, these are not necessarily the same sys-

tems or the same types of representations as productions that directly relate a

cue to a response. Furthermore, declarative knowledge is not sufficient and

may not even be necessary for storage and execution of all types of meaningful

actions. Under what circumstances, then, is declarative knowledge important

for action, and what types of knowledge are involved?

KNOWLEDGE-FOR-ACTION VERSUS KNOWLEDGE-OF-ACTION

Research into the relationship between declarative memory and action has

focused primarily on what I will refer to as ‘‘knowledge-of-action,’’ namely,

which action or function is associated with a particular object, usually a tool,

such as a hammer. This work has highlighted a distributed network of regions,

including left lateral temporal regions commonly observed during semantic

retrieval, but also left ventral PFC and premotor regions that might reflect the

contribution of motor systems to the representation of action (Hauk et al.,

2004; Johnson-Frey, 2004, 2005; Pulvermuller et al., 2005; Kan et al., 2006).

However, it should be noted that activation of motor cortices during these

tasks may also reflect an automatic attentional orientation to relevant motor

systems in response to a salient stimulus, and so may not directly support the

declarative knowledge of the function itself. Indeed, frontal cortex lesions do

not impair knowledge-of-action to nearly the same extent as lateral temporal

lobe damage (Goldenberg and Hagmann, 1998; Johnson-Frey, 2003).

An important question raised by these studies of knowledge-of-action

is whether the regions of prefrontal and lateral temporal cortex activated in

these experiments contribute specifically to the retrieval and representation of

knowledge-of-action, or rather reflect more general declarative memorymech-

anisms, of which retrieving knowledge-of-action is one instance. A recent study

by Kan et al. (2006) suggests that, whereas left ventral premotor cortex may

indeed be sensitive to the retrieval of motor knowledge, the left VLPFC acti-

vation often observed in these studies reflects a more general process of selec-

tion from competition. Subjects were required to name pictures of action-

relevant objects (i.e., tools) versus other objects (e.g., animals). The pictures
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presented either had multiple candidate lexemes (low name agreement) or

only a few candidate lexemes (high name agreement). Association with a larger

number of candidate lexemes results in more competition at the lexical level on

presentation of the stimulus (Levelt, 1999),making itmore difficult to name the

item. Critically, whereas ventral premotor cortex was differentially sensitive to

tools relative to animals, it did not show a reliable effect of competition across

these categories. By contrast, the opercular subdivision of left VLPFC was sensi-

tive to competition across categories. Hence, although motor representations

in premotor cortex may contribute to the representation of knowledge-of-

action, activation in left VLPFC may reflect more general mnemonic control

processes, such as selection from competition. Such a process would be em-

ployed during retrieval of knowledge-of-action, but also under most circum-

stances of lexical retrieval.

Following from this distinction, the remainder of this chapter will focus on

the more general mnemonic control processes that support the retrieval and

selection of knowledge-for-action rather than knowledge-of-action. Semantic

knowledge relevant to action is not restricted to the common functions as-

sociated with tools. Rather, ‘‘knowledge-for-action’’ includes any property or

association of a cue stored by the declarative memory system that might be

relevant to one’s goals or actions. This includes rules, such as the meanings of

symbolic stimuli, such as road signs (Donohue et al., 2005), but also any other

propositional knowledge stored by the declarative memory system. For in-

stance, functional fixedness, in which a problem can be solved only by deriv-

ing an unusual use for an object, requires accessing general semantic knowl-

edge of an object to assess its suitability for an alternative purpose. Using a shoe

instead of a hammer to pound a nail is an example of applying task-relevant

knowledge of a shoe (e.g., that it is hard and wieldy) for an atypical function.

Furthermore, beyond a capacity to retrieve general declarative knowledge to

inform higher planning and reasoning, an intact declarative memory system

can select the relevant knowledge and action for the task at hand. For instance,

patients with ‘‘frontal apraxia’’ are often bound by automatic retrieval, and

consequently select the inappropriate features of objects to guide their action,

such as spreading shaving cream on a toothbrush (Schwartz et al., 1995).

It follows from this discussion, then, that one does not necessarily need to

propose a special system devoted only to the retrieval and representation of that

subset of declarative knowledge directly relevant to action (e.g., rules or object

functions). Rather, mnemonic processes generally involved in retrieving rele-

vant semantic and perceptual features of objects, and one’s particular temporal

and spatial context, may also be called on to do so to guide action. The ability to

strategically retrieve and select those features from semantic memory that are

relevant to current actions and goals is the province of PFC. In the remainder

of this chapter, I will consider the mnemonic control processes, supported by

left VLPFC, that permit the retrieval and selection of task-relevant declarative

knowledge. Note that, at the outset, these experiments consider the general case
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of retrieval and can apply to declarative knowledge broadly, be it a rule, an

action-relevant feature of an object, or any other task-relevant knowledge.

PREFRONTAL CORTEX AND THE CONTROL OF MEMORY

Humans store vast amounts of information (action-relevant and otherwise)

about concepts, people, events, and object properties in a distributed network

of posterior neocortical regions (Martin and Chao, 2001). Lateral temporal

cortex, in particular, seems critical for the storage and retrieval of long-term

semantic knowledge. Patients with damage to posterior temporal regions,

typically inclusive of left posterior middle temporal gyrus (Gorno-Tempini

et al., 2004), have the constellation of word-finding and semantic deficits in

the presence of fluent language production that is the hallmark of Wernicke’s

aphasia. Similarly, degradation of the temporal pole results in semantic de-

mentia, distinguished by word-finding deficits and loss of lexical, semantic,

and object knowledge (Gorno-Tempini et al., 2004). Focal lesions in lateral

temporal cortex can even result in impaired function within specific taxonomic

categories (Damasio, 1990; Farah and McClelland, 1991; Martin and Chao,

2001; Thompson-Schill, 2003; Damasio et al., 2004).

Retrieval from this distributed store of information can occur automati-

cally, in a bottom-up fashion and independent of PFC, on presentation of a

cue. However, such bottom-up retrieval is obligatory and not strategic. To use

declarative knowledge to full advantage in informing action, exclusive reliance

on an encounter with a cue to retrieve relevant information can be problem-

atic. Hence, PFC supports a control system that can guide retrieval and select

information relevant to action goals, even when available cues are insufficient

to do so automatically or lead to an inappropriate action.

Dissociable Mechanisms of Mnemonic Control in Left VLPFC

Considerable evidence has linked left ventrolateral prefrontal cortex with mne-

monic control (Buckner, 1996; Gabrieli et al., 1998; Badre and Wagner, 2002;

Petrides, 2002; Thompson-Schill, 2003; Poldrack and Wagner, 2004). VLPFC

generally refers to the full extent of the inferior frontal gyrus anterior to premo-

tor cortex and posterior to the frontal pole. Numerous neuroimaging studies

involving word-reading, semantic decision tasks, long-term repetition prim-

ing, and other semantic retrieval manipulations have located activation in left

VLPFC (Petersen et al., 1988; Kapur et al., 1994; Price et al., 1996; Poldrack et al.,

1999b; Otten and Rugg, 2001; Roskies et al., 2001; Gold and Buckner, 2002;

McDermott et al., 2003; Noesselt et al., 2003; Noppeney et al., 2004; Rusche-

meyer et al., 2005;Wig et al., 2005). Furthermore, as reviewed earlier, left VLPFC

may be involved in tasks requiring retrieval and selection of knowledge-for-

action as well as knowledge-of-action, including, for example, comparisons of

meaningful and meaningless gestures (Johnson-Frey et al., 2005). Damage to

left VLPFC (Thompson-Schill et al., 1998) or intraoperative stimulation of left
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VLPFC (Klein et al., 1997) results in disturbances on semantic tasks that re-

quire some form of control. Stimulation with transcranial magnetic stimula-

tion in anterior VLPFC also results in disruption of decisions relying on se-

mantic knowledge (Devlin et al., 2003), and stimulation in posterior VLPFC

disrupts decisions relying on phonological knowledge (Gough et al., 2005). In

addition, white matter tracts linking VLPFC with inferior and lateral tempo-

ral regions believed to store declarative knowledge have been identified in hu-

mans and nonhuman primates (Petrides and Pandya, 2002a, b; Croxson et al.,

2005)—a connectivity pattern potentially consistent with this region’s role in

top-down control of these posterior neocortical regions.

Recent research efforts have focused on characterizing the mnemonic

control processes supported by left VLPFC. With respect to rules and actions,

such control processes may be important in guiding retrieval of knowledge-

for-action. At least two functions have been attributed to left VLPFC com-

putations (Wagner et al., 2001; Badre and Wagner, 2002; Thompson-Schill,

2003; Badre et al., 2005): (1) postretrieval selection and (2) controlled retrieval.

Postretrieval selection is critical when multiple retrieved representations com-

pete for processing (Thompson-Schill et al., 1999; Fletcher et al., 2000; Moss

et al., 2005). Under such circumstances, selection processes bias relevant in-

formation over competitors. For example, selection is critical when naming

pictures associated with multiple candidate lexemes (Levelt, 1999; Moss et al.,

2005). Although names for a picture are retrieved relatively automatically,

only one name is selected for production over the competitor lexemes. Hence,

selection demands may be manipulated by increasing the number or strength

of competitors during a memory task. Moreover, given its putative postre-

trieval nature, activation increases may be evident in left VLPFC under

circumstances of competition, independent of activation differences in lat-

eral temporal cortices associated with retrieval itself (Thompson-Schill et al.,

1999).

The top-down or controlled retrieval of relevant semantic knowledge is

necessary to the extent that relevant information does not become activated

within long-termmemory at retrieval (Wagner et al., 2001; Badre andWagner,

2002). Under such circumstances, a control process that maintains relevant

cues or retrieval plans could guide or bias retrieval to activate relevant knowl-

edge. Controlled retrieval, then, should be more necessary to the extent that

available cues are insufficient to elicit activation of target knowledge, such as

under circumstances of low cue-target associative strength (Wagner et al., 2001).

Notably, unlike selection that occurs postretrieval, controlled retrieval directly

affects retrieval itself, and so should co-vary with activity in lateral temporal

regions (Bokde et al., 2001).

Recently, my colleagues and I conducted a set of neuroimaging experi-

ments that tested selection and controlled retrieval manipulations within

subject (Badre et al., 2005). These experiments permitted dissociation of

two subdivisions of left VLPFC and mid- and anterior VLPFC (Fig. 16–2) that

were associated with selection and controlled retrieval, respectively.
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In all experiments, participants were presented with a cue word and either

two or four target words, to which they made a judgment about semantic re-

latedness. We employed two manipulations to vary selection demands directly.

First, judgment specificity was manipulated such that participants were re-

quired either to make a global relatedness judgment (i.e., which of the target

words is most generally related to the cue word) or a similarity judgment along

a particular feature dimension (i.e., which of the targets is most similar to the

Figure 16–2 Integrated percent signal change (iPSC) in anterior ventrolateral pre-

frontal cortex (VLPFC) [pars orbitalis, approximately BA 47], mid-VLPFC (pars tri-

angularis, approximately BA 45), and posterior middle temporal cortex across four

manipulations of semantic control. A. Judgment specificity manipulated whether par-

ticipants made a global relatedness (related) or feature judgment (feature). B. Congru-

ency manipulated whether the incorrect target during a feature judgment was a global

associate of the cue (incongruent) or not (congruent). These manipulations resulted in

activation in mid-VLPFC, but not in anterior VLPFC or middle temporal cortex. C. By

contrast, manipulating associative strength, by making the correct target either a weak

or a strong associate of the cue, resulted in greater activation in anterior and mid-

VLPFC, as well as in middle temporal cortex. D. Finally, manipulating overall retrieval

by varying the number of targets between two and four resulted in greater activation only

in middle temporal and mid-VLPFC. (Adapted from Badre et al. Neuron, 47, 907–918.

Copyright Elsevier, 2005.)
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cue with respect to color) [Fig. 16–2A]. The latter case, feature judgment,

required participants to focus on a specific subset of retrieved knowledge,

namely, the instructed feature (i.e., color), and so demanded increased selec-

tion (Thompson-Schill et al., 1997). Comparison of feature (high selection)

and relatedness (low selection) judgments produced activation in posterior

(approximately BA 44/6) [pars opercularis] and mid-VLPFC (approximately

BA 45) [pars triangularis] (Fig. 16–2A).

We further manipulated selection demands within the feature judgment

condition by varying the amount of automatically retrieved knowledge that

is irrelevant to the current decision. Specifically, in half of the feature trials,

the distractor, or incorrect target, was globally associated with the cue, but was

not associated along the relevant dimension (e.g., banana-monkey, when the

relevant dimension was color). During these incongruent trials (Fig. 16–2B),

any information retrieved automatically because of the strong association

between the cue and the distractor would be irrelevant to the current task and

so would be expected to cause interference and increased selection demands.

Consistent with the judgment specificity contrast, the contrast of incongruent

to congruent trials produced activation in mid-VLPFC (Fig. 16–2B). Notably,

neither of these contrasts was associated with increases in lateral temporal

regions, potentially consistent with the postretrieval nature of these interfer-

ence and selection effects.

Controlled retrieval was manipulated within the global relatedness judg-

ment task by varying the associative strength of the correct target with the

cue (Fig. 16–2C). Weak cue-target associative strength should elicit dimin-

ished bottom-up or cue-driven activation of relevant knowledge in memory,

so choosing a response requires greater controlled retrieval (Wagner et al., 2001;

Badre and Wagner, 2002; Bunge et al., 2005). It is important to note, however,

that amanipulation of controlled retrieval may also increase selection demands

because: (1) increases in retrieval will result in more relevant, but also more

irrelevant, information from which to select, and (2) weak activation of rele-

vant target knowledge makes this information less competitively viable, a case

analogous to what has been recently termed an ‘‘underdetermined response’’

(Botvinick et al., 2004; Thompson-Schill et al., 2005). Hence, again, activation

in posterior and mid-VLPFC was greater for weak–associative strength trials

(high controlled retrieval and selection) than for strong–associative strength

trials (low controlled retrieval and selection). Importantly, however, this effect

was also evident in anterior VLPFC (approximately BA 47) [pars orbitalis], a

region that showed no sensitivity to the selection manipulations (Fig. 16–2C).

Sensitivity to associative strength in posterior middle temporal cortex

mirrored that observed in left VLPFC, consistent with the hypothesized in-

teraction of controlled retrieval processes with long-term memory represen-

tations. However, middle temporal cortex was also active when comparing

trials in which there were four (more overall retrieval) versus two targets (less

overall retrieval). Anterior VLPFC, by contrast, showed no such sensitivity
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(Fig. 16–2D). This is because the number of targets merely results in an in-

crease in the amount of overall retrieval, not necessarily controlled retrieval.

Indeed, pitting controlled retrieval against overall retrieval by contrasting

weak, two-target trials (high controlled retrieval and low overall retrieval) with

strong, four-target trials (low controlled retrieval and high overall retrieval)

resulted in selective activation in anterior VLPFC (see Fig. 16–5B for a ren-

dering of this contrast). This replicated a similar selective effect in anterior

VLPFC of associative strength, independent of overall retrieval demands, re-

ported by Wagner et al. (2001).

To summarize, anterior VLPFC was selectively responsive to increases in

controlled retrieval demands, independent of retrieval-induced competition

or the number of overall retrieval demands. Consistent with its role in stor-

ing long-term memory representations, posterior middle temporal cortex was

sensitive to increases in controlled retrieval demands (associative strength)

and overall retrieval (number of targets). Finally, mid-VLPFC was sensitive

to all main effects, including those that did not elicit a retrieval response in

posterior middle temporal cortex. Only when controlled retrieval was pitted

against overall retrieval was mid-VLPFC not reliably active. This is theoreti-

cally consistent with a postretrieval selection process common to all of the

manipulations.

Importantly, a common selection component, as predicted by this theo-

retical task analysis, should also be reflected by a common component in the

behavioral variance across these manipulations. Reaction time (RT) and error

rates across two independent sets of participants were assessed with principle-

components analysis. A single component was extracted that accounted for

more common variance across all of the manipulations than any of the indi-

vidual measures in isolation. Such a common component might be reflective

of a common selection process. A meta-variable that indexed this common

‘‘selection component’’ was computed for each participant and entered into

our imaging analysis. Strikingly, the only region to co-vary with this index of

a common ‘‘selection component’’ was, again, mid-VLPFC (see Fig. 16–5C).

Hence, both qualitative and quantitative analyses implicated mid-VLPFC in a

common postretrieval selection process.

Both selection and controlled retrieval should be critical in knowledge-for-

action. As introduced earlier, the ability to interpret stimuli and extract rel-

evant object properties, based on past experience with those objects or prior

knowledge of those objects, is particularly important for action. Consider the

example of functional fixedness described earlier. Here, controlled retrieval

processes, supported by anterior VLPFC, might be important to bias retrieval

of properties of shoes that were not retrieved automatically, such as the fact

that they are easily and firmly held in one hand and light enough to be force-

fully swung in a controlled manner. In addition, the automatic retrieval of

irrelevant, but strongly associated, information about shoes, such as that they

are worn on the feet, might compete for processing with the relevant infor-

mation, and so require selection, supported by mid-VLPFC. Of course, this
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example derives from the thesis that the same network characterized during

general semantic retrieval tasks is important for knowledge-for-action, as well.

Indeed, it is notable that rule retrieval, as indexed by identifying the meanings

of unfamiliar road signs, implicates this same network of left anterior and

mid-VLPFC and middle temporal cortex (Donohue et al., 2005). Hence, one

might anticipate activation of these regions of anterior and mid-VLPFC when

selection for action requires either the search of knowledge because available

cues are insufficient, or when calls to memory are hindered by interference, and

so require selection.

Proactive Interference and Left VLPFC

In the case of the congruency manipulation described earlier, we demonstrated

that a pre-experimental association in semantic memory results in interfer-

ence due to the automatic retrieval of irrelevant information. This irrelevant

information interferes with target knowledge selection, and must be overcome

by left mid-VLPFC control processes. However, it is also possible for associ-

ations among cues in a task to be built rapidly and to cause interference on

subsequent encounters with those cues in a different context. As discussed later,

this type of interference can be an obstacle to applying knowledge-for-action

to current task goals.

Proactive interference (PI) occurs when prior learning negatively affects

current processing (Brown, 1958; Peterson and Peterson, 1959; Keppel and

Underwood, 1962). PI effects may be obtained even over a short time scale. One

currently popular method of eliciting short-term PI uses a variant of a short-

term item recognition test (Monsell, 1978; Jonides et al., 1998). In this exper-

iment (Fig. 16–3A), participants are required to maintain a memory set of items

over a brief delay and then indicate whether a probe item was (positive trials) or

was not (negative trials) in the memory set. The critical PI manipulation is

produced by varying whether the probe for the current trial overlaps with the

memory set of the previous trial. A probe that is not a member of the current

memory set (negative) but that was a member of the previous trial’s memory set

(recent) elicits PI. This interference is reflected in increased RT and sometimes

errors when rejecting these negative recent probes.

Mid-VLPFC has been consistently observed to be more active in high-

relative to low-overlap trials (Figure 16–3B) (Jonides et al., 1998; D’Esposito

et al., 1999; Bunge et al., 2001; Mecklinger et al., 2003; Nelson et al., 2003;

Postle et al., 2004; Badre and Wagner, 2005; Jonides and Nee, 2006), and

a patient with damage to this region showed greatly enhanced PI effects

(Thompson-Schill et al., 2002). Furthermore, interference in this task has

been shown to arise from competing memory representations rather than

opposing responses (Nelson et al., 2003). Hence, mid-VLPFC appears to play

a role in resolving interference due to PI.

Recently, Anthony Wagner and I argued that PI in this task may arise from

the automatic retrieval of irrelevant information required to assign a probe to
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a particular temporal context, thereby increasing selection demands and so

requiring greater activation in left mid-VLPFC (Badre and Wagner, 2005).

More specifically, we reasoned that the presentation of a probe, even in a

short-term item memory test, requires assignment of the probe to a particular

temporal context, such as the current trial, as opposed to the previous, trial.

When encountering a probe that appeared in the previous trial, the participant

retrieves irrelevant contextual information associated with that probe in the

previous trial. To correctly assign the probe to the appropriate temporal con-

text, the participant must select against this information, and so this selection

demand elicits greater activation in left VLPFC.

One distinguishing implication of this hypothesis is the prediction that

it makes for positive recent trials. Positive trials, although present in the cur-

Figure 16–3 A. Task schematic diagram of conditions in the short-term item rec-

ognition experiment. Proactive interference is elicited by arranging an overlap of a

target in trial N with a member of the memory set in trial N – 1. B. Overlap map of

negative recent> negative nonrecent contrast and episodic context selection (Dobbins

andWagner, 2005). Arrows indicate the point of overlap in mid-ventrolateral prefrontal

cortex (mid-VLPFC). C. Greater mid-VLPFC activation was evident for negative and

positive recent trials relative to nonrecent trials. (Adapted from Badre and Wagner,

Cerebral Cortex, 15, 2003–2012. Copyright Oxford University Press, 2005.)
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rent trial’s memory set, may also overlap with the previous trial’s memory set.

Whereas this arrangement ensures that familiarity with the probe is conver-

gent with the correct response, any associations with the previous trial are still

irrelevant and so should increase selection demands. Such an effect would pro-

duce increased activation in left VLPFC to positive recent trials.

To test our hypothesis, we designed a variant of the standard short-term

item memory test and tested the effects of probe recency during positive as

well as negative trials. As depicted in Figure 16–3C, both negative and positive

recent trials resulted in increases in left mid-VLPFC activation. Importantly,

this was not simply an effect of familiarity generally, because all positive trials

are familiar, having been in the current set, and there was no difference bet-

ween positive and negative low-overlap trials.

Following from the logic outlined earlier, one might further anticipate

some convergence of mid-VLPFC and other regions observed in this task with

those observed in tasks from other domains that require selection of details

from memory to assign a probe to a given temporal context. In particular, ep-

isodic memory tasks often demand precisely this type of selection. Bearing in

mind the limitations inherent in such analyses, there was, indeed, a high degree

of convergence between mid-VLPFC activation in this task and an indepen-

dent episodic memory task that directly manipulated the domain-general se-

lection of contextual details (Figure 16–3B) (Dobbins and Wagner, 2005).

Hence, PI in this task may arise from the simultaneous activation of mul-

tiple contextually relevant details and may be overcome by a selection process

in which relevant contextual representations are biased over irrelevant repre-

sentations. Recently, Jonides and Nee (2006) have proposed a highly similar

selection mechanism for left VLPFC function in this task, also conceptualizing

it in terms of a biased competition framework, although in this case, empha-

sizing the selection of relevant attentional attributes, such as familiarity, rather

than episodic details meant to assign a probe to a temporal context.

In general, however, left mid-VLPFC appears critical for the selection of

relevant from irrelevant retrieved information. Moreover, the specific focus of

activation in mid-VLPFC is highly convergent with that associated with the

‘‘selection component’’ from the study of semantic judgments (see Fig. 16–5C

and D). To the extent that retrieval of knowledge-for-action depends on the

same system that supports the storage and retrieval of declarative memories

more generally, it follows that processes, such as selection, are also required to

focus processing on relevant knowledge-for-action. In the next section, I will

discuss how PI effects analogous to those investigated here can arise during

task-switching, and how a selection process, supported by mid-VLPFC, may be

critical in resolving this interference to select the relevant knowledge-for-action.

DECLARATIVE KNOWLEDGE AND CONTROL OF TASK SETS

As I have argued so far, the ability to strategically guide memory search

and to select relevant retrieved representations for further processing are
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general-purpose mnemonic control processes that should also play an im-

portant role in the retrieval and selection of knowledge-for-action. Our mod-

ern world of wireless Internet, cell phones, PDAs, and instant messaging can

interrupt whatever task we were trying to complete (e.g., writing a book chap-

ter) and force us to retrieve a whole new set of information, both episodic and

semantic, about a more immediately pressing task. Hence, calls to memory

are a fundamental part of shifting task sets, or task-switching, and so should

be informed by research, such as that summarized earlier, on the controlled

search, retrieval, and selection of task-relevant knowledge.

Our capacity to shift among different tasks may be studied in the laboratory

by comparing trials during which a simple task is repeated with trials that

entail a switch in task. Relative to repeat trials, switch trials are associated with

an increase in RT and errors, known as the ‘‘behavioral switch cost’’ (Jersild,

1927; Allport et al., 1994; Rogers and Monsell, 1995; Logan and Bundesen,

2003; Monsell, 2003). Furthermore, preparation in advance of a switch can

reduce, although not eliminate, the switch cost (Rogers and Monsell, 1995;

Meiran et al., 2000).

The difficulty that we experience in switching tasks may be partially at-

tributable to the demand to activate a new set of task-relevant representations

from memory each time we engage in a new task. For this reason, some form

of memory retrieval, or activation of a task set, is at the heart of most models

of task-switching (Rogers and Monsell, 1995; Allport and Wylie, 2000; Mayr

and Kliegl, 2000; Rubinstein et al., 2001), whether this retrieval is viewed as

intentional and controlled or relatively automatic. Interestingly, a number

of theorists have increasingly emphasized the resolution of interference from

memory during task-switching paradigms as being a prime source of task

switch costs (Allport et al., 1994; Allport and Wylie, 2000; Wylie and Allport,

2000; Dreher and Berman, 2002; Mayr, 2002).

One such interference theory, termed ‘‘task set priming,’’ proposes that the

automatic retrieval of irrelevant, competitive information may produce inter-

ference during a task switch (Allport and Wylie, 2000; Wylie and Allport, 2000;

Waszak et al., 2003). From this perspective, task performance results in prim-

ing of the associations between available cues and any representations that enter

processing. An additional encounter with these cues in the context of the same

task will result in facilitated access to this information, an effect analogous to

repetition priming. However, during a task switch, these primed associations

result in facilitated retrieval of irrelevant information (e.g., Waszak et al., 2003),

analogous to the instance of short-term PI described earlier. The activation of

representations from the previous task competes with performance of the new

task. Hence, as with the experiments focusing on short-term item recognition,

one might anticipate involvement of mid-VLPFC to resolve this interference.

Consistent with this hypothesis, left VLPFC activation has been a common

finding across studies of task-switching (Meyer et al., 1997, 1998; Dove et al.,

2000; DiGirolamo et al., 2001; Brass and von Cramon, 2002, 2004a, b; Dreher
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and Berman, 2002; Konishi et al., 2002; Luks et al., 2002; Shulman et al., 2002;

Dreher and Grafman, 2003; Reynolds et al., 2004; Ruge et al., 2005). More-

over, patients with lesions broadly located in left lateral PFC show deficits in

task-switching (Rogers et al., 1998; Mecklinger et al., 1999; Aron et al., 2003).

Recently, Anthony Wagner and I conducted a functional magnetic resonance

imaging (fMRI) study meant to draw a direct connection between mid-VLPFC

activity during task-switching and the resolution of interference evoked from

associative memory during a task switch (Badre and Wagner, 2006).

To study task-switching, we employed a standard explicit cueing variant

(Meiran et al., 2000), in which participants were instructed as to which task

(vowel-consonant letter or odd-even number decision) they would be required

to perform before the presentation of an upcoming target (number-letter pair,

such as ‘‘a1’’). Categorizations were reported using a manual button press, and

category-to-response mappings overlapped between tasks. For example, a left

button press might mean ‘‘vowel’’ for the letter task and ‘‘odd’’ for the number

task. Hence, this design allows us to manipulate task-switching (going from

the letter to the number task, or vice versa), as well as the amount of prepa-

ration time (cue-to-stimulus interval).

To be theoretically explicit about our conception of memory-induced in-

terference during task-switching and our predictions for the associated re-

sponse in regions sensitive to interference, such as mid-VLPFC, we developed

a simple computational model in which task switch costs arose from proactive

interference among competing activated representations (Fig. 16–4A; see

color insert). In our model, termed the ‘‘control of associative memory during

task-switching,’’ three layers represented the responses (left or right button

press), semantic concepts (‘‘odd,’’ ‘‘even,’’ ‘‘vowel,’’ and ‘‘consonant’’), and task

goals (letter or number decision) in the explicit cueing task. Units within layers

were mutually competitive, such that their simultaneous activation would re-

sult in greater conflict. Reciprocal connections between the layers meant that

activation of a unit in the task layer (i.e., ‘‘letter task’’) would feed forward

to activate relevant units in the concept layer (i.e., ‘‘vowel’’ and ‘‘consonant’’),

but also that activation of subordinate representations (e.g., left response)

would feed back to activate associated superordinate representations (e.g.,

‘‘vowel’’ and ‘‘odd’’ in the concept layer). Hence, these feedback connections

ensured that there would be coactivation at multiple layers and so conflict

during every trial, including repeat trials.

Greater conflict during switch trials occurred because of associative learn-

ing. Specifically, at each response, connections between coactive units were

made stronger. During a task switch, then, connections between units of the

previously relevant—but now irrelevant—task would be stronger and so would

elicit stronger activation of these irrelevant units. The result is greater com-

petition and interference in switch trials, and therefore a switch cost.

Control in the model took the form of a bias competition mechanism

similar to that employed by others (Cohen et al., 1990; Botvinick et al., 2001).
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An increase in the top-down bias of the task layer on the conceptual layer was

applied during the preparation interval of each trial. At longer intervals of

preparation, this increased top-down control permitted relevant representa-

tions to come to increasingly dominate the conceptual layer. The model pro-

duced switch costs and preparation curves consistent with behavioral data

(Fig. 16–4B).

To provide quantitative hypotheses about proactive interference among

active representations across conditions of the task-switching fMRI experi-

ment, we computed an index of conflict from different layers of the model

using theHopfield energy computation (Hopfield, 1982; Botvinick et al., 2001).

Conflict in the conceptual layer was found to decrease with more preparation

(Fig. 16–4C). By contrast, conflict in the response layer tended to increase

with more preparation (Fig. 16–4C).

These model indices of conflict fit the fMRI response during task-switching.

Consistent with past reports, the switch versus repeat comparison produced

Figure 16–4 A. The model contains three reciprocally connected layers of units re-

presenting the task, conceptual, and response components of the explicit cueing task.

B. Simulated switch costs and preparation costs track empirically derived behavioral

responses very well. However, when control during the preparation period was turned

off, there was no decline in switch costs with increased preparation. C. The switch

versus repeat contrast revealed activation in left ventrolateral prefrontal cortex (VLPFC)

[opercularis and triangularis], supplementary motor area (SMA), and parietal cortex.

Responses across preparation intervals in mid-VLPFC matched the model’s predicted

conceptual conflict signal. This mid-VLPFC responses dissociated from the response in

parietal cortex that appeared to match the predicted response conflict signal from the

model. CSI, cue-to-stimulus interval; iPSC, integrated percent signal change. (Adapted

from Badre and Wagner, Proceedings of the National Academy of Sciences, 103, 7186–

7191. Copyright PNAS, 2006.)
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activation inmid-VLPFC. Critically, the model index of conflict from retrieved

conceptual representations was characteristic of the decline in switching effects

in left mid-VLPFC with increased preparation (Fig. 16–4C). This pattern of

data dissociated this region from inferior parietal cortex, which appeared to

track the ramping pattern of conflict from the response layer of the model. A

transfer of processing from the conceptual to the response level may be con-

sistent with event-related potential data, showing separable temporal compo-

nents between early frontal and later parietal potentials (Lorist et al., 2000;

Rushworth et al., 2002; Brass et al., 2005) and similar conflict-based dissoci-

ations during task-switching obtained with neuroimaging (Liston et al., 2006).

The mid-VLPFC focus identified in this experiment is highly convergent

with that discussed in previous studies of semantic conflict and proactive

interference resolution (Fig. 16–5C through E; see color insert). Hence, in

addition to providing important support for interference theories of task-

switching, these data also underscore the broader role for mid-VLPFC selec-

tion processes in the control of action.

CONCLUSIONS

The focus of this chapter has been on the relationship between declarative

memory and action, and the contribution of left VLPFC in bringing declar-

ative knowledge to bear on action. Rules, even when distinguished from non-

declarative productions as explicit constructs, are not the only type of declar-

ative knowledge relevant to action. Mechanisms for retrieving rules may be the

same as those required to retrieve task-relevant declarative knowledge more

generally. Hence, understanding the general mechanisms by which PFC con-

trols retrieval is fundamental to an understanding of rule-guided behavior,

and indeed, more broadly, knowledge-guided behavior.

I have distinguished knowledge-for-action as the general case of retrieving

declarative knowledge to constrain or guide action, and have summarized a

line of research that specifies the mnemonic control processing in left VLPFC

that is fundamental to this function. More specifically, left anterior VLPFC

appears critical for the biased or controlled retrieval of long-term memory

representations maintained in posterior neocortex, such as posterior middle

temporal cortex (Fig. 16–5A and B). By contrast, left mid-VLPFC appears

critical for resolving interference among retrieved representations (Fig. 16–5A,

C, and D).

To the extent that one’s knowledge of people, places, things, or the past is

relevant to a task at hand, a call to memory is necessary. Hence, any such in-

stance of action will be subject to the same obstacles as any act of mem-

ory retrieval. As with any act of retrieval, control will be important in guiding

search and overcoming interference to focus processing on the most relevant

information in memory. This was illustrated in the study on task-switching.

Interference among automatically activated memory representations during
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a task switch was argued to be an important contributor to the switch cost. A

left mid-VLPFC mechanism, in common with that required to select relevant

retrieved representations, may thus be required to overcome this interference

(Fig. 16–5C through E).

Left VLPFC control processes appear central to knowledge-guided action

because they permit the retrieval and selection of task-relevant rules and gen-

eral action-relevant knowledge. The characterization of these control pro-

cesses is ongoing and controversial, and the progress of this research will likely

Figure 16–5 A. Overlap of judgment specificity (red) and associative strength (blue)

manipulations on inflated canonical surface. Overlap in mid-ventrolateral prefron-

tal cortex (mid-VLPFC) to posterior VLPFC (purple). B. Contrast of weak–associative

strength, two-target trials with strong–associative strength, four-target trials reveals

activation in anterior VLPFC (Wagner et al., 2001; Badre et al., 2005). C–E. Inflated

surface renderings demonstrate the high convergence in mid-VLPFC in response to

selection demands across independent data sets, including ‘‘selection component’’ ac-

tivation (Badre et al., 2005) [C], negative recent> negative nonrecent contrast (Badre

and Wagner, 2005) [D], and switch minus repeat at the shortest cue-to-stimulus in-

terval of 250 ms (Badre and Wagner, 2006) [E]. Note that the reference arrow is in the

same position in each map.
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yield important insights into the manner by which knowledge is retrieved to

inform action. Ultimately, however, the discussion of rule-guided behavior

must lead to important and difficult questions about the interface between

some of the systems mentioned in this chapter. How do retrieved declarative

representations feed forward to influence the motor system? What is the re-

lationship between the declarative and nondeclarative systems in influencing

action? Are there important differences in action or rule representations be-

tween a human participant who is explicitly told the stimulus-response con-

tingencies in a task a few minutes before beginning the task and a nonhuman

primate that acquires the appropriate response contingencies over a long pe-

riod of training? Future efforts may begin to address these fundamental ques-

tions about the relationship between memory and action.
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17

Exploring the Roles of the Frontal,

Temporal, and Parietal Lobes

in Visual Categorization

David J. Freedman

During a typical day, we are inundated with a continuous stream of sensory

stimuli, ranging from ringing telephones and incoming e-mail messages to fa-

miliar faces in the hallway and numerous social interactions with colleagues

and friends. Despite this barrage of sensory information, we easily and appro-

priately respond to the events of the day: answering the telephone, replying to

messages, greeting friends, and making dinner plans. To behave appropriately

in response to our surroundings, the brain must solve a series of enormously

complex problems, including sensory processing of stimulus features, recogniz-

ing the behavioral significance or meaning of stimuli, and selecting motor re-

sponses that make sense, based on the current situation. Remarkably, the brain

routinely solves each of these problems with ease. One of the central themes of

this book is exploring how the brain learns and represents the rules and strat-

egies that provide a context for incoming sensory stimuli, which in turn, provide

the basis for efficient and successful goal-directed behavior. My research and

this chapter focus on one aspect of this issue: the transformation of visual fea-

ture representations in sensory brain areas into more abstract encoding of the

behavioral relevance, or meaning, of stimuli during visual categorization.

Our perception of the world around us is not a faithful representation of its

physical features. Instead, we parse the world into meaningful groupings, or

categories. This process of grouping stimuli into categories according to their

functional relevance is fundamental to cognitive processing because it gives

meaning to the sights and sounds around us. For example, recognizing that a

particular device is a ‘‘telephone’’ instantly provides a great deal of information

about its relevant parts and functions, sparing us from having to learn anew

each time we encounter a new telephone. The ability to categorize stimuli is a

cornerstone of complex behavior. Categories are evident in all sensory mo-

dalities, and category-based behaviors are evident in species throughout the

animal kingdom, from insects, birds, and rats to monkeys and humans.

Although much is known about how the brain processes simple sensory

features, such as color, orientation, and motion direction, much less is known
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about how the brain learns and represents the meaning, or category, of stimuli.

Categories often group items that have physically dissimilar features, but share

a common function or meaning (e.g., ‘‘chairs,’’ ‘‘mammals’’). In addition,

categories are often separated by sharp transitions or ‘‘category boundaries’’

(Barsalou, 1992; Ashby and Maddox, 2005), particularly in the case of lower-

level perceptual categories (e.g. color perception). Because of this, neuronal

category representations are unlikely to arise exclusively from neural ‘‘tuning’’

for basic visual features. Neurons in the early visual cortex exhibit gradual

changes in neural activity that faithfully track changes in visual features,

whereas physically similar stimuli may be treated very differently if they belong

to different categories (e.g., ‘‘tables,’’ ‘‘chairs’’). Of course, we are not born with

innate knowledge about higher-level and more abstract categories such as

tables, chairs, and telephones. Instead, categories such as these are learned

through experience. Thus, it is likely that the neural mechanisms underlying

the acquisition and representation of categories are closely related to those

involved in other types of visual learning.

The central goal of my research is to gain an understanding of how in-

formation about the behavioral relevance, or meaning, of visual stimuli is en-

coded by the brain. Through a series of experiments conducted in Earl Mill-

er’s laboratory at MIT and John Assad’s laboratory at Harvard Medical School,

our group recorded data from neurons in the prefrontal, posterior parietal,

inferior temporal, and extrastriate visual cortices in monkeys trained to per-

form visual categorization tasks. These experiments revealed that neuronal

activity in the prefrontal and posterior parietal cortices encoded the category

membership, or meaning, of visual stimuli. In contrast, neurons in the inferior

temporal and middle temporal areas seemed more involved in visual feature

processing, and did not show explicit category encoding. Here, I will sum-

marize the results of these experiments and those from several other labo-

ratories that have given new insights into how the brain transforms sensory

information into more meaningful representations that serve to guide com-

plex goal-directed behaviors.

BEHAVIORAL EVIDENCE FOR CATEGORIZATION

IN NONHUMAN ANIMALS

Perceptual categorization and category-based behaviors have been observed

across a wide range of animals, from insects to primates. For example, it has

been shown that crickets divide sound frequencies into two discrete categories.

There are two sounds that are particularly relevant to crickets: mating calls

(approximately 4 to 5 kHz) and echolocation signals (25 to 80 kHz) from pred-

atory bats. Naturally, crickets try to maximize their chance of finding a mate

and minimize their chance of being eaten. Wyttenbach and colleagues (1996)

showed that crickets will approach tones with frequencies of less than 16 kHz

and avoid those with frequencies of greater than 16 kHz, and that they sharply

discriminate between frequencies near the 16 kHz boundary. This innate
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categorization skill allows crickets to simply and efficiently maximize their

chances of reproduction and survival.

Pigeons also exhibit an impressive ability to categorize sensory stimuli,

particularly visual images. Decades of laboratory experiments have shown that

pigeons can be trained to report (by pecking) whether a visual image contained

objects of a particular category. For example, they can be taught to report, with

surprising success, whether photographs contain items, such as trees (Herrn-

stein et al., 1976; Herrnstein, 1979), people (Herrnstein and Loveland, 1964),

animals (Roberts and Mazmanian, 1988), or even manmade objects (Verhave,

1966). In some cases, their categorization abilities can even generalize to novel

images that they have never seen before (Herrnstein and Loveland, 1964),

indicating that they likely use a more flexible strategy than simple memoriza-

tion of each visual image and its category label during learning. However, there

are clear limitations to the flexibility and generality of category effects in pi-

geons. For example, it has proven difficult to train pigeons to apply more

abstract categories or rules, such as ‘‘same’’ or ‘‘different,’’ to novel, untrained

stimuli (Edwards et al., 1983; Wright et al., 1983; for a more detailed review, see

Cook, 2001).

Although insects and birds indeed have the capacity to categorize sensory

stimuli, the complex range of behaviors in more advanced animals, such as

monkeys and humans, must involve more sophisticated abilities to learn and

represent categories and rules. The complexity of primate behavior likely de-

pends on the ability to employ categories that are defined across multiple fea-

ture dimensions that may be difficult to define precisely, such as ‘‘tool.’’ In

addition, advanced animals have an impressive capacity to acquire new in-

formation and apply existing knowledge to new situations. Most of our cate-

gories, such as ‘‘chair,’’ ‘‘house,’’ and ‘‘mammal,’’ are acquired by learning, and

we can continually adapt, expand, and enhance these categories through fur-

ther experience. Likewise, the complex range of behaviors of nonhuman pri-

mates suggests that they also can learn and recognize relatively complex cate-

gories and rules. For example, a number of studies have shown that monkeys

have the ability to learn complex categories, such as animal versus non-animal

(Roberts and Mazmanian, 1988), food versus non-food (Fabre-Thorpe et al.,

1998), tree versus non-tree, fish versus non-fish (Vogels, 1999), ordinal num-

bers (Orlov et al., 2000), and more abstract categories, such as ‘‘same’’ and ‘‘dif-

ferent’’ (Premack, 1983; Wallis et al., 2001).

NEURONAL REPRESENTATIONS UNDERLYING

VISUAL CATEGORIZATION

To fully understand how the brain processes visual categories, we must first

determine which brain areas play a role in encoding the category membership

of visual stimuli. One possibility is that areas involved in visual feature pro-

cessing might also play a role in encoding more abstract and meaningful in-

formation about stimulus category. For example, the category membership of
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visual shapes might be reflected in the activity of neurons along the ventral

stream visual pathway (e.g., areas V4 and the inferior temporal cortex) that are

known to be involved in the processing of visual shapes and shape recogni-

tion. Another possibility is that early sensory areas might show a veridical, or

faithful, representation of stimulus features, whereas more abstract informa-

tion about stimulus category emerges in downstream brain areas, such as the

prefrontal cortex (PFC) and medial temporal lobe—areas that receive direct

inputs from sensory areas, but are not believed to play a major role in sen-

sory feature processing. In a series of experiments conducted in Earl Miller’s

laboratory at MIT, we tested these two hypotheses by recording the activity of

PFC and inferior temporal cortex (ITC) neurons while monkeys performed a

shape categorization task. These experiments revealed that PFC neurons showed

robust category signals, whereas ITC activity did not show strong category en-

coding and seemed more suited to a role in visual feature processing.

Prefrontal Cortex

A substantial body of evidence suggests that the PFC plays a central role in

guiding complex goal-directed behaviors. Neuropsychological studies of pa-

tients with PFC damage and neurophysiological investigations of PFC activ-

ity indicate that this area is centrally involved in the highest level of cognitive

(executive) functions (Miller and Cohen, 2001). These include cognitive fac-

ulties that are neither purely sensory nor motor, such as short-term ‘‘working’’

memory, inhibition of prepotent responses, and the learning and representa-

tion of behavior-guiding rules. The PFC includes a collection of cortical areas

that are directly interconnected with both cortical and subcortical brain areas

that are involved in the processing of sensory, motor, emotional, and reward

information. Thus, the PFC is ideally situated to integrate information across

a wide range of brain systems and exert control over behavior. Correspond-

ingly, PFC neurons are activated by stimuli from all sensory modalities (par-

ticularly when those stimuli are task-relevant), before and during a variety of

actions, during memory for past events, and in anticipation of expected events

and behavioral consequences. Additionally, PFC neurons are modulated by

internal factors, such as motivational and attentional state (for a review, see

Miller and Cohen, 2001). Therefore, the PFC is a likely candidate for playing a

role in processing the behavioral relevance, or category, of stimuli.

Prefrontal Cortex and Visual Shape Categorization

To test for neural correlates of perceptual categories, we trained rhesus ma-

caque monkeys to perform a novel visual shape categorization task and then

recorded the activity of individual PFC neurons during task performance

(Freedman et al., 2001, 2002). In this task, monkeys learned to group computer-

generated stimuli into two categories, ‘‘cats’’ and ‘‘dogs’’ (Fig. 17–1). We em-

ployed a novel three-dimensional morphing system to create a large set of

parametric blends of the six prototype images shown in Fig. 17–1A (three species
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of cats and three breeds of dogs) [Beymer and Poggio, 1996; Shelton, 2000]. By

varying the proportions of the six cat and dog prototype objects, we could

smoothly vary stimulus shape and precisely define the category boundary (at the

midpoint along cat-dogmorph lines). Examples of the morphs generated along

themorph-line between the C1 andD1 prototypes are shown in Fig. 17–1B. The

100% C1 100% D180% C1 60% C1 60% D1 80% D1

b

a

cats

dogs

2-category

3-category boundaries

boundary

Figure 17–1 The ‘‘cat’’ and ‘‘dog’’ stimulus set.A.The sixprototype images and15morph

lines. The sample stimulus set was composed of 54 unique images: six prototypes (as

shown), four images evenly placed (20%, 40%, 60%, 80%) along the nine lines that cross

the two-category boundary connecting each cat to each dog prototype, and two images (at

40% and 60%) along each of the six lines that do not cross the boundary between

prototypes of the same category (with respect to the two-class boundary). The two vertical

dotted lines indicate the two category boundaries used when the monkeys were retrained

to group the stimuli into three categories.B.An example of themorphs generated between

the C1 and D1 prototypes.
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category boundary divided the set of cat-dog images into two equal groups that

themonkeys were trained to categorize. Through training, themonkeys learned

that stimuli that were composed of more than 50% cat were in the ‘‘cat’’ cate-

gory, and the remaining stimuli were ‘‘dogs.’’ As a result, stimuli that were close

to the boundary, but on opposite sides, could be visually similar, but belong to

different categories, whereas stimuli that belonged to the same category could be
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Figure 17–2 Delayed match-to-category task. A. A trial began with central fixation

(500 ms), after which a sample stimulus appeared at the center of gaze for 600ms. This

was followed by a 1-s delay and then by a test stimulus (600ms). If the category of the

test matched that of the sample, monkeys had to release a lever to the test stimulus

within 600ms of its presentation to obtain a juice reward. If the test was a nonmatch,

there was another delay interval (600ms), followed by a presentation of a match, which

required a lever release for a reward. There were an equal number of match and

nonmatch trials, and they were randomly interleaved. B. Average performance of both

monkeys during neurophysiological recordings for the two-category task. Dark gray

bars indicate the percent of samples classified as cat, and light gray bars, the percent

classified as dog.
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visually dissimilar (e.g., ‘‘cheetah’’ and ‘‘housecat’’). This allowed us to dissociate

the visual similarity and category membership of stimuli.

We trained monkeys to perform a delayed match-to-category task (DMC)

[Fig. 17–2A], in which they were required to indicate whether successively

presented sample and test stimuli belonged to the same category. For training,

we chose stimuli from throughout the cat and dog morph space. After several

months of training, the monkeys’ categorization performance was excellent

(approximately 90% correct), even for stimuli close to the category boundary.

The monkeys classified dog-like cats (60% cat, 40% dog) correctly approxi-

mately 90% of the time, and misclassified them as dogs only 10% of the time,

and vice versa (Fig. 17–2B). Thus, the monkeys’ behavior indicated the sharp

boundary that is diagnostic of a category representation.

After the monkeys were trained, we recorded data from 525 neurons in the

lateral PFC, the PFC region directly interconnected with the ITC, and found

many examples of neurons that seemed to encode category membership. An

example is shown in Figure 17–3. Note that this neuron’s activity discrimi-

nated sharply between dog-like (60%) cats and cat-like (60%) dogs, yet re-

sponded similarly to the three morph levels of stimuli within each category. In

other words, PFC neurons showed the same sharp distinctions between cate-

gories that were evident in the monkey’s behavior. Likewise, PFC neurons also
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Figure 17–3 A spike-density histogram showing the mean firing rate

across different conditions for a category-sensitive prefrontal cortex neu-

ron. The grayscale plot to the right of the histogram shows the average

activity of each neuron to each of the 42 stimuli along the nine between-

class morph lines (see Fig. 17–1). The prototypes (C1, C2, C3, D1, D2,

D3) are represented in the outermost columns; the category boundary is

represented by the dark vertical line in the middle. Each prototype con-

tributes to three morph lines. A gray scale indicates the activity level. For

this plot, activity was averaged across the delay and test epochs.
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mirrored the monkeys’ behavior by responding similarly to stimuli that were

in the same category.

Neuronal signals that reflected the stimulus category were evident in a sub-

stantial number of PFC neurons. Across the neural population, neuronal ac-

tivity tended to reflect category membership rather than individual stim-

uli. This effect was further reflected by the correlation analysis shown in Figure

17–4. We applied the analysis to all of the stimulus-selective neurons (defined

as neurons that showed significantly different activity among the sample stim-

uli according to a one-way analysis of variance [ANOVA]) in each time epoch.

For each neuron, we calculated its average firing rate to each sample stimulus.

Then, for the population, we determined the degree of correlation between the

neuronal firing rates to every pair of sample stimuli. Category-selective neu-

rons showed similar firing rates to pairs of stimuli in the same category (giving

high correlation values for within-category stimulus pairs), whereas firing rates

differed greatly for stimuli in different categories (giving low or negative cor-

relation values for between-category stimulus pairs), and this effect is exactly

what we saw across the neuronal population (Fig. 17–4). The small patches

show pairwise correlation values between each stimulus and every other one

during the sample (left), delay (middle), and test (right) epochs. The four large

21� 21 square regions of high and low correlation values (light and dark gray

regions, respectively) indicate similar neuronal activity within, but not be-

tween, categories. This shows that category (and not stimulus) information

predominates in the PFC during all three time epochs, with especially strong

category effects in the delay and test epochs.

Figure 17–4 Average correlation matrix for the population of stimulus-selective

prefrontal cortex (PFC) neurons. The small patches show pairwise correlation values

between each stimulus and every other one. The stimuli are lined up in the same

order on each axis so that the diagonal white line indicates the identity line. Across all

stimulus-selective neurons during the sample (N¼ 115 neurons), delay (N¼ 88), and

test (N¼ 52) epochs, the PFC shows four large ‘‘boxes’’ of high- versus low-correlation

values, indicating similar activity within, but not between, categories, with significantly

stronger category effects in the delay and test epochs.
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When the test stimulus appeared, the monkeys needed to decide whether it

was from the same category as the previously presented sample stimulus (and

whether to release the lever). To determine whether PFC neurons carried in-

formation about thematch-nonmatch status of the test stimulus, we computed

a two-way ANOVA on each neuron’s average activity during the test epoch.

The factors were the match-nonmatch status and category of the test stimu-

lus, and nearly 30% of PFC neurons (n¼ 152) showed a main effect of, or

interaction between, these factors. Of these, one-third (n¼ 48) encoded the

match-nonmatch status of the test stimulus. Approximately 20% (n¼ 31) of

neurons encoded the category of the currently visible test stimulus. The re-

maining neurons showed an interaction between these two factors. This group

included neurons that showed match-nonmatch effects that were stronger

for one category than for the other, and also neurons that, during the test

epoch, showed category selectivity for the previously presented sample stim-

ulus (such as the neuron in Fig. 17–3). In sum, test epoch activity in the PFC

encoded all of the behaviorally relevant factors that were necessary for solv-

ing the DMC task.

Because our monkeys had no experience with cats or dogs before training,

it seemed likely that these effects resulted from training. To verify that these

effects were due to learning, we retrained one monkey (one of the mon-

keys from the studies described above) to group the same cat-dog stimuli into

three new categories that were defined by two new category boundaries that

were orthogonal to the original boundary (Fig. 17–1). The two new category

boundaries created three new categories, each containing morphs centered

around one cat prototype and one dog prototype (e.g., ‘‘cheetah’’ and ‘‘Do-

berman’’). After retraining, we recorded data from 103 PFC neurons and

found that they were category-selective for the newly learned three categories,

but no longer encoded the two old categories (that were no longer relevant for

the task) [Freedman et al., 2001, 2002]. This demonstrated a dramatic plas-

ticity of PFC stimulus selectivity as a result of several months of training, and

indicated that PFC category effects were indeed a result of learning.

Recently, the results of several neurophysiological studies of PFC activity

have reinforced the idea that PFC neurons can encode abstract information

about the behavioral relevance of stimuli. For example, studies by Andreas

Nieder and colleagues (2002) support a role for the PFC in encoding category-

like information about the quantity of items visible on a computer screen.

In this study, monkeys were trained to perform a number-matching task in

which they had to report whether two sequentially presented arrays of stim-

uli (clusters of 1 to 5 visual shapes) contained the same number of stimuli. After

training, the monkeys could perform the task well for small numbers of shapes

(e.g., 1 to 3 items) [their performance dropped sharply for larger numbers],

and lateral PFC recordings revealed neuronal activity that selectively grouped

stimulus arrays according to their numerical quantity (even though, for ex-

ample, arrays of three items could differ greatly in their visual appearance).
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This suggests that PFC neurons can show a category-like encoding during a

numerical matching task similar to that seen during visual shape categoriza-

tion (e.g., the cats and dogs). Whether this reflects an innate numerical ability

in monkeys or resulted entirely from training remains to be seen.

In another related study, Wallis et al. (2001) taught monkeys two rules:

‘‘match’’ and ‘‘nonmatch,’’ and cued the monkeys to report (by releasing a

lever) whether two sequentially presented stimuli were the same—if monkeys

were cued to use the ‘‘match’’ rule on that trial—or different—if monkeys were

cued to use the ‘‘nonmatch’’ rule. After the monkeys had learned these two

rules, they could even apply them to novel stimuli that the monkeys had never

seen before. Recordings from the PFC strikingly revealed a population of neu-

rons that robustly encoded the rule (‘‘match’’ or ‘‘nonmatch’’) that was cur-

rently in effect. This indicates an impressive ability for PFC neurons to encode

abstract rules (that are not explicitly and rigidly tied to particular stimuli or

features) as a result of learning, and it suggests that both high-level visual

categories and abstract rules may share common underlying neurophysio-

logical mechanisms in the PFC. To read more about this work, see Chapter 2.

Together, the results of these studies suggest that PFC activity encodes ab-

stract information about the meaning, or category membership, of visual

stimuli. PFC neurons responded similarly to stimuli of the same category, even

if they differed greatly in visual appearance, and discriminated between visu-

ally similar stimuli in different categories. PFC category effects were also highly

learning-dependent; retraining the monkeys to regroup the stimuli into new

categories caused the PFC to reorganize their category representations and

encode stimuli according to the new, now relevant, category boundaries.

However, important questions remain about how the brain learns and

encodes categories. A primary goal of my research is to understand the pro-

gression from rigid encoding of stimulus features in primary sensory brain

areas to more flexible cognitive representations, such as those observed in the

PFC. One possibility is that category representations are encoded ‘‘upstream’’

from the PFC, perhaps in brain areas involved in high-level visual shape

processing, such as the ITC, and then this information is merely copied to the

PFC via direct interconnections between it and the ITC. Alternatively, the PFC

may play a more active role in categorization, whereas the ITC primarily

represents stimulus shape, not category. In the next section, I will describe ex-

periments in which we directly compared PFC and ITC activity during the

category task, and found that these two areas likely play different, although

complimentary, roles in visual shape categorization.

Inferior Temporal Cortex

Decades of neuropsychological and neurophysiological studies suggest that

the ITC plays a central role in visual form processing and object recognition.

The ITC, located in the anterior ventral portion of the temporal lobe, receives

inputs from ‘‘ventral stream’’ visual form processing areas, such as V4 and the
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posterior inferior temporal cortex, and is interconnected with a large num-

ber of brain areas, including the medial temporal structures, the frontal lobe

(including the PFC), and the parietal cortex (Ungerleider and Mishkin, 1982;

Ungerleider et al., 1989; Webster et al., 1994; Murray et al., 2000). Damage to

the ITC causes deficits in a variety of tasks that depend on discriminating and

recognizing complex objects (Kluver and Bucy, 1938, 1939; Blum et al., 1950;

Mishkin, 1954, 1966; Mishkin and Pribram, 1954), and in humans, it can cause

category-specific agnosias (e.g., for faces) [Damasio et al., 1982].

In general, ITC neurons have properties that suggest involvement in high-

level shape encoding; they exhibit broad neuronal selectivity for complex shapes

(Gross, 1973; Bruce et al., 1981; Perrett et al., 1982; Desimone et al., 1984; Ta-

naka, 1996; Brincat and Connor, 2004). In addition, ITC shape selectivity can

sometimes be highly specific for stimuli from a particular class, particularly for

faces (Perrett et al., 1982; Desimone et al., 1984; Baylis et al., 1987; Tsao et al.,

2006). A number of studies have shown that ITC shape selectivity can be mod-

ified by visual experience, typically resulting in sharpened tuning for familiar

rather than novel stimuli (Logothetis et al., 1995; Booth and Rolls, 1998; Ko-

batake et al., 1998; Baker et al., 2002; Sigala and Logothetis, 2002; Freedman

et al., 2005). ITC neurons develop similar responses to stimuli that are presented

sequentially (Miyashita, 1993). Furthermore, prior exposure to a set of com-

plex visual stimuli can cause a clustering of neurons with similar object pref-

erences in the anterior ventral ITC (perirhinal cortex) [Erickson et al., 2000].

Thus, ITC shape selectivity and the observation that its shape representations

can be modified through learning and experience suggest that the ITC could

form the basis for the development of categorical neuronal representations.

Role of the Inferior Temporal Cortex in Visual Categorization

Until recently, the majority of previous neurophysiological studies of visual

categorization focused on the temporal lobe. However, it remained uncertain

whether ITC neurons would encode categories in the same way as in the PFC.

There is evidence that categories are represented in the human medial tem-

poral lobe (MTL), which is directly interconnected with the ITC. For example,

several recent studies recorded data from MTL neurons in awake human pa-

tients with epilepsy who had MTL electrodes implanted to localize the focus of

their seizures (Kreiman et al, 2000; Quiroga et al., 2005). They found single

neurons that responded exclusively to stimuli from one category (e.g., famous

people, tools), but showed little difference in their response to stimuli within

the same category.

Several recent studies investigated the response of ITC neurons during vi-

sual categorization. In one study, Vogels (1999) trained monkeys to catego-

rize trees versus non-trees and fish versus non-fish, and found a subset of ITC

neurons that responded well to many of the stimuli from a given category

(photographs of trees or fish), but weakly to a variety of stimuli from other

categories (e.g., household items or scenes without trees). However, even the
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best examples of category-selective neurons from this study did not exhibit the

tight clustering of responses to stimuli within a category observed in the PFC,

suggesting an intermixing of category and shape encoding. In a recent study

by Sigala and Logothetis (2002), monkeys were trained to categorize line

drawings of faces and fish. ITC recordings revealed enhanced tuning for the

visual features that were relevant for the categorization task, but did not re-

port finding more explicit and generalized encoding of categories. The cate-

gorization tasks and stimuli used in these studies differed substantially from

the DMC task we had used in our PFC studies. For example, neither study used

short-term memory delays or required the monkeys to match the category of

two stimuli as in the DMC task. Thus, it remained unclear whether ITC neu-

rons could encode more explicit information about stimulus category, as we

observed in the PFC during the DMC task, or whether they are more involved

in the high-level analysis of complex visual features.

Comparison of the Prefrontal and Inferior Temporal Cortices

during Visual Shape Categorization

To investigate whether the activity of ITC neurons reflected the category

membership of visual stimuli, we recorded 443 ITC neurons in area TE from

two monkeys during performance of the cat versus dog categorization (DMC)

task (Freedman et al., 2003). For a subset of these experiments, we recorded

data simultaneously from both the PFC and ITC (N¼ 130 PFC and 117 ITC

neurons). This allowed us to directly compare the patterns of PFC and ITC

neuronal response properties and evaluate their respective roles in solving the

DMC task. Specifically, we tested whether abstract category signals, such as

those observed in the PFC, were evident in ITC activity and whether it seemed

likely that PFC category selectivity was due to category-selective information

relayed from the ITC. As I will describe later, these studies revealed that most

ITC neurons did not show strong category selectivity, as in the PFC. Instead,

the ITC seems more likely to play a role in shape or feature selectivity that does

not generalize to include more abstract category encoding.

As in the PFC, a majority of ITC neurons were activated by the DMC task.

However, the pattern of ITC activity differed from that in the PFC in several

important ways. First, although there were several examples of neurons that

showed strong category selectivity, most ITC neurons were selective among the

sample stimuli, but did not show strong and explicit category-encoding. In-

stead, most ITC neurons were shape-selective, responding strongly to their

preferred stimulus, with a gradual decrease in activity as the stimuli became

more visually dissimilar (althoughwe did find, on average, significantly sharper

tuning across the category boundary than within each category). This trend

toward shape and feature selectivity was even evident among the ITC neurons

that showed the strongest category selectivity. For example, the ITC neuron in

Figure 17–5 responded more strongly, on average, to stimuli in the ‘‘dog’’ cat-

egory, although a closer look at the responses to the individual sample stimuli
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(shown to the right of the average histogram) reveals a greater degree of var-

iability among the sample stimuli (compared with the PFC neuron example in

Figure 17–3), which might reflect the variability in the appearance of the stim-

uli within each category.

This trend toward weaker category effects and stronger selectivity for indi-

vidual stimuli, compared with the PFC, was also evident across the ITC pop-

ulation. We applied the same correlation analysis as described earlier to the

population of stimulus-selective ITC neurons during the sample, delay, and test

epochs. As shown in Figure 17–6, the ITC showed a very different pattern of

selectivity than was seen in the PFC. During the sample epoch (Fig. 17–6, left),

the correlation analysis did not show strong correlations between all stimuli in

the same category, as we had observed in the PFC (Fig. 17–4). Instead, ITC

activity was highly correlated between visually similar stimuli. This is indicated

by the six 7� 7 regions of high correlation values along the diagonal in Figure

17–6 (left) [corresponding to the seven stimuli closest to, and visually similar to,

each of the six prototype images]. In other words, ITC activity during stimulus

presentation reflected the visual similarity between stimuli, and not their cat-

egory membership. During the memory delay, there were relatively few neurons

(n¼ 38/443) that were selective for the previously presented sample stimulus.

Among those selective neurons, ITC selectivity was much weaker than in the

PFC, showing only a hint of category selectivity (Fig. 17–6,middle). Interestingly,
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Figure 17–5 A spike-density histogram showing mean firing rate across

different conditions for a category-sensitive inferior temporal cortex neu-

ron. The grayscale plot to the right of the histogram shows the average

activity of each neuron to each of the 42 stimuli along the nine between-

class morph lines (see Fig. 17–1). The prototypes (C1, C2, C3, D1, D2, D3)

are represented in the outermost columns; the category boundary is re-

presented by the dark vertical line in the middle. Each prototype con-

tributes to three morph lines. A gray scale indicates the activity level. For

this plot, activity was averaged over the first half of the sample epoch.
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significant category selectivity appeared in the ITC (among a small popula-

tion of 23 stimulus-selective neurons) late in the trial, during the test epoch (Fig.

17–6, right), although it was still significantly weaker than that in the PFC during

the delay and test epochs (Fig. 17–4, right). This suggests that category signals

might first be encoded at the level of the PFC, and then feed back to the ITC

during the decision (test) epoch of the task.

A third important difference between PFC and ITC activity was apparent

during the test epoch of the task, when the monkeys viewed the test stimulus

and had to decide whether it was a category match to the previously presented

sample stimulus (and required a lever release). Although PFC activity during

the test epoch reflected all factors relevant for solving the DMC task (sample

category, test category, and match-nonmatch status of the test), a two-way

ANOVA (as discussed earlier, with test-stimulus category andmatch-nonmatch

status as factors) revealed that very few ITC neurons showed match-nonmatch

effects (7%, or 10/151 neurons that showed any significant effects). Instead, the

modal group of ITC neurons (59%, n¼ 89/151) encoded the category of the test

stimulus. The remaining neurons showed an interaction between these two

factors. This group primarily consisted of neurons that showed category se-

lectivity for the previously presented sample stimulus (as suggested by the

correlation analysis) [discussed earlier] (Fig. 17–6). Thus, ITC activity during

the test epoch seemed most involved in the analysis of the currently visible

test stimulus, and did not seem to encode factors directly related to match-

nonmatch decisions or release-hold motor responses.

These results are compatible with those of previous neurophysiological

studies of visual learning and categorization in the ITC (discussed earlier), and

suggest that the PFC and ITC play distinct roles in category-based behaviors:

Figure 17–6 Average correlationmatrix for the population of stimulus-selective inferior

temporal cortex (ITC) neurons. During stimulus (sample) presentation, the population

correlation values (across 186 stimulus-selective ITC neurons) form six small boxes lined

up along the identity line. This corresponds to the six prototypes, and indicates that the

ITC population responds similarly to stimuli that look similar. During the delay (N¼ 38),

both stimulus and category selectivity were relatively weak (middle). Significant ITC cat-

egory selectivity emerged during the test epoch (N¼ 23) of the trial, and even then, it was

significantly weaker than that in the prefrontal cortex during the delay or test epoch.
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The ITC seems to be more involved in visual feature analysis of currently

viewed shapes, whereas the PFC shows stronger category signals, memory ef-

fects, and a greater tendency to encode information in terms of its behavioral

meaning. Although these studies indicate that the ITC is unlikely to provide

explicit information about the category of visual stimuli to the PFC, it is pos-

sible, and even likely, that other brain areas play a direct role in visual cate-

gorization and the transformation from sensory to more cognitive stimulus

representations. Other areas that are likely candidates for representing visual

category information include medial temporal lobe areas, such as the peri-

rhinal cortex and hippocampus, both of which receive input from the ITC.

Another candidate area is the posterior parietal cortex (PPC), which is di-

rectly interconnected with dorsal stream visual areas, such as the middle tem-

poral (MT) and medial superior temporal areas (Lewis and Van Essen, 2000),

and with a wide range of cortical and subcortical areas, including the PFC, ITC,

basal ganglia, and areas involved in the control of eye movements (Felleman

and Van Essen, 1991; Webster et al., 1994; Lewis and Van Essen, 2000). Tradi-

tionally, the PPC has been believed to play a central role in visuospatial pro-

cessing, such as mediating spatial attention and eye movements. However, a

number of recent studies suggest that the PPC may be involved in a more di-

verse set of cognitive functions, including shape processing, representations of

task context or rules, and visual category representations.

Posterior Parietal Cortex

The PPC, particularly the lateral intraparietal (LIP) area, has been one of the

most studied cortical areas among primate neurophysiologists in recent years.

Decades of neurophysiological studies in monkeys have established that LIP

neurons are selectively activated by a wide range of behaviors, particularly

those involving visuospatial attention and visually guided actions (Colby and

Goldberg, 1999; Andersen and Buneo, 2001).

Although the PPC has traditionally been studied in the context of visuo-

spatial processing and spatial attention, a number of recent studies suggest

that LIP neurons are also involved in visual or cognitive processing of non-

spatial stimuli that cannot be explained by spatial attention or eye movement

factors. For example, Sereno and Maunsell (1998) showed that LIP neurons

can respond strongly and selectively to complex visual shapes, possibly due to

direct interconnections with the ITC. Nieder and Miller (2004) trained mon-

keys to report the number of visible items during a number matching task (as

in their studies of the PFC, discussed earlier), and found that many PPC

neurons reflected the numerical quantity of stimuli.

In addition, several recent studies have found that PPC neurons are also

sensitive to more abstract cognitive factors, such as the currently relevant task

context or rule. For example, Toth and Assad (2002) trained monkeys to make

an eye movement in one of two directions, based on either the location or

color of a cue. At the beginning of each trial, monkeys were cued to attend to
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either color or location on that trial. They found that LIP neurons can show

color selectivity when the monkeys were cued to attend to color, but not when

color was irrelevant for solving the task. In another study, Stoet and Snyder

(2004) trained monkeys to perform a task in which they discriminated either

the orientation or color of stimuli. Monkeys were cued at the start of each

trial whether to attend to the color or orientation of the upcoming sample

stimulus. PPC recordings revealed a population of neurons that selectively

encoded the ‘‘rule’’ (attend to color or orientation) instructed by the cue (for

more about this work, see Chapter 11). Together, these studies suggest that the

PPC is likely involved in functions beyond spatial attention and the control of

eye movements, and that PPC neurons can show surprising flexibility in their

encoding of visual stimuli according to the demands of the task at hand.

Posterior Parietal Cortex and Visual Motion Categorization

The results from these prior studies raise the possibility that the PPCmight also

play a role in encoding more abstract information about the category mem-

bership, or meaning, of visual stimuli as a result of learning. To investigate

whether PPC activity encodes the category membership of visual stimuli, we

used a similar experimental design and behavioral paradigm (delayed match-

to-category or DMC), as in the PFC and ITC. For two reasons, we chose visual

motion patterns rather than complex shapes as stimuli. (1) LIP neurons are

sensitive to the direction of visual motion, even for stimuli that are ‘‘passively

viewed’’ outside the context of an active behavioral task (Fanini and Assad,

submitted). This may be due to LIP’s direct interconnection with MT and me-

dial superior temporal areas (Lewis and Van Essen, 2000), which play a central

role in visual motion processing (Born and Bradley, 2005). (2) The neuro-

nal processing of simple visual motion patterns is better understood than that

for complex shapes. Thus, it may be easier to identify how visual direction

selectivity in the early visual areas is transformed into to more abstract and

meaningful encoding of motion-based categories.

We trained monkeys to group 12 directions of motion into two categories

that were separated by a learned ‘‘category boundary’’ (Fig. 17–7A). Monkeys

performed a DMC task (Fig. 17–7B), in which they had to judge whether two

successively presented (sample and test) stimuli were in the same category. To

receive a reward, the monkeys had to release a lever if the direction of the test

stimulus was in the same category as the sample. After training, the monkeys

correctly categorized sample stimuli that were 75 degrees or 45 degrees from the

category boundary with greater than 90% accuracy, on average, and performed

at better than 70% correct for stimuli closest to (15 degrees) the category

boundary (Fig. 17–7C). As with the cat versus dog DMC task, we could then

determine whether neuronal activity reflected the visual features of the stimuli

(e.g., direction of motion), their category membership, or both.

We recorded data from 156 LIP neurons from two monkeys during DMC

task performance. A striking number of these neurons were category-selective:
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They showed activity that differed sharply between categories and showed lit-

tle variability in their responses to stimuli within a category (Freedman and

Assad, 2006). Figure 17–8 (see color insert) shows the activity of two category-

selective LIP neurons. The 12 traces correspond to the 12motion directions used

as samples, and are colored red (solid) and blue (dashed) according to their
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Figure 17–7 Visual motion stimuli and motion categorization task. A. Monkeys

grouped 12 motion directions into two categories (light and dark gray arrows) separated

by a ‘‘category boundary’’ (black dotted line). The light gray dotted line is the boundary

used for retraining with the new categories. B. Delayed match-to-category (DMC) task.

A sample stimulus was followed by a delay and test. If the sample and test were in the

same category, monkeys were required to release a lever before the test disappeared. If

the test was a nonmatch, there was a second delay, followed by a match (which required

a lever release). C. Monkeys’ average DMC task performance across all recording ses-

sions was greater than chance (50%) for sample stimuli that were close to (15 degrees)

and farther from (45 degrees or 75 degrees) the boundary.
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category membership. The pale red and blue traces indicate the four directions

closest to (15 degrees) the category boundary. The neuron in Figure 17–8A

showed a preference for category 2 during the sample, delay, and test epochs,

whereas the neuron in Figure 17–8B responded preferentially to category 1

during the sample, delay, and test epochs.

To quantify the extent to which individual neurons responded more sim-

ilarly to directions within each category than between categories, we computed

a category tuning index using two parameters: (1) within-category difference
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Figure 17–8 Examples of two category-selective lateral intraparietal (LIP)

neurons. Average activity to the 12 sample directions for two LIP neurons is

shown. The red and blue traces correspond to directions in the two catego-

ries (red [solid], category 1 or C1; blue [dashed], category 2 or C2), and pale

traces indicate the directions closest to (15 degrees) the boundary. The three

vertical dotted lines indicate (left to right) the timing of the sample onset,

the sample offset, and the test stimulus onset. The neuron in A was recorded

with the original category boundary. The neuron in B was recorded after the

monkey had been retrained on the new categories. The plots at the right of

each peristimulus time histogram show activity (mean ± standard error of the

mean) for the 12 directions during the late delay and test epochs (A) and the

delay epoch (B). C1, C2.
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(WCD) [the average difference in firing rates between directions in the same

category]; and (2) between-category difference (BCD) [the average differ-

ence in firing rates between directions in different categories] in the average

firing rate to the 12 sample directions. We constructed a standard selectivity

index from these values (WCD and BCD) that could range from �1.0 to 1.0,

where positive values indicate larger activity differences between categories and

more similar activity within categories. Across the population of direction-

selective LIP neurons (n¼ 122/156 in sample, delay, or both), category indices

were shifted toward positive values during both the sample and delay epochs,

with the strongest category selectivity evident during the late delay and early

test epochs. The time course of category selectivity (Fig. 17–9) shows a similar

pattern to that in the PFC during visual shape categorization (Freedman et al.,

2002)—selectivity that emerges during the sample epoch, persists throughout

the memory delay epoch, and reaches peak values during the late delay and

early test epochs.

To ensure that LIP category effects were due to learning the DMC task, we

retrained both monkeys to group the same 12 directions into two new cate-

gories that were separated by a category boundary perpendicular to the orig-

inal boundary. LIP population activity shifted dramatically after several weeks
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Figure 17–9 Time course of lateral intraparietal (LIP) category se-

lectivity. A category index measured the strength of neuronal category

selectivity. Positive index values indicate greater selectivity between cate-

gories or more similar activity within categories. The time course of av-

erage category index values across 122 direction-selective LIP neurons

(during sample or delay) is shown. The shaded area around the solid black

line indicates the standard error of the mean.
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of retraining. After retraining, neurons reflected the new (now relevant) cat-

egory boundary and not the old (now irrelevant) categories. We quantified this

effect for each neuron by determining which of six possible category bound-

aries (that divided the 12 directions into two equal groups) gave the largest

difference in average neuronal activity among the six directions on either side

of the boundary. For neurons recorded using the original category boundary,

sample and late delay activity for most neurons was best classified by the actual

category boundary that the monkeys were using to solve the task, and not by

the other five ‘‘irrelevant’’ boundaries. After retraining, neuronal activity dur-

ing both the sample and late delay epochs no longer reflected the old category

boundary, but rather was best divided by the new, now relevant, boundary

(Freedman and Assad, 2006).

Our studies of the parietal cortex exhibit striking parallels with those of

the PFC during shape (cat versus dog) categorization. Previously, it had been

unclear whether neurons in brain areas considered to be closer to sensory

processing areas (compared with the PFC), such as LIP, could encode infor-

mation about the category of stimuli, or whether these abstract signals about

stimulus category are exclusively encoded in executive areas, such as the PFC.

These results also raised the possibility that motion categories might be en-

coded in motion processing areas, such as MT, that provide input to LIP. Al-

ternatively, area MT may be primarily involved in basic visual motion pro-

cessing, and more abstract signals about the behavioral relevance of motion

direction might arise in downstream brain areas, such as LIP. To investigate

the relative roles of areas MT and LIP in visual motion categorization, we

compared the responses of LIP and MT neurons during visual motion cate-

gorization, as described in the next section.

Middle Temporal Area

Since its discovery more than 30 years ago (Allman and Kass, 1971; Dubner

and Zeki, 1971), area MT of the macaque monkey has been one of the most

extensively studied brain areas outside of the primary visual cortex. Area MT

plays an important role in visual-motion processing. A primary feature of MT

visual responses is that they respond strongly to moving spots, bars, and drift-

ing gratings. Its neurons are typically highly sensitive, or tuned, to the di-

rection and speed of visual motion. Area MT receives direct input from the

primary visual cortex, in addition to inputs from areas V2 and V3, the lateral

geniculate nucleus, and the pulvinar (Felleman and Van Essen, 1991). Its out-

puts include strong direct projections to the posterior parietal cortex, in-

cluding area LIP (Lewis and Van Essen, 2000). For a recent review on MT, see

Born and Bradley (2005).

Comparison of LIP and MT during Motion Categorization

To investigate the relative roles of areas LIP and MT during the visual mo-

tion DMC task, we recorded data from 67 MT neurons from the same two
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monkeys used for the LIP studies, during DMC task performance. As in LIP,

a majority of MT neurons were activated by the motion DMC task. During

the sample epoch, most MT neurons were direction-selective: Nearly all MT

neurons (n¼ 66/67) distinguished between the 12 directions of motion (one-

way ANOVA, p< 0.01). However, the pattern of direction selectivity differed

greatly from that in LIP: MT neurons did not group the motion directions

according to their category membership. As the two single-neuron examples in

Figure 17–10 (see color insert) illustrate, MT neurons showed classic direction-

tuning: strong responses to motion in their preferred direction, and a gradual

decrease in activity for directions that were progressively farther away from the
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Figure 17–10 Examples of two direction-selective middle temporal (MT) neurons. A

and B. Peristimulus time histograms show the average activity to the 12 sample stimulus

directions for two single MT neurons. The red (solid) and blue (dashed) traces corre-

spond to directions in the two categories. The pale red and blue traces indicate those

directions that were close to (15 degrees) the category boundary. The three vertical dotted
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show the average firing rate to the 12 directions during the sample epoch. Error bars
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preferred direction. The neuron shown in Fig. 17–10A responded preferentially

to directions near zero degrees, while the neurons in Fig. 17–10B preferred

directions near 240 degrees.

To test whether MT neurons showed, on average, sharper selectivity across

the category boundary and more similar activity within categories, we com-

puted a category-tuning index in the same manner as for the LIP data. In con-

trast to LIP, category index values for area MT were not shifted toward positive

values (Fig. 17–11). Instead, MT category indices were centered around zero,

indicating that MT neurons did not, on average, show sharper direction-

tuning around the category boundary. This indicates thatMT responses during

the DMC task did not explicitly represent the category of stimuli, but rather

conveyed a more faithful veridical representation of visual motion direction.

Our combined results from these studies of motion categorization sug-

gest that training monkeys to perform a motion categorization task causes LIP

neurons to strongly and robustly reflect the category membership of visual

motion direction. LIP neurons responded more similarly to motion directions

of the same category, even when those directions were visually dissimilar, and

they discriminated sharply between visually similar directions of different
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Figure 17–11 Time course of middle temporal (MT) category selectivity.

A category index measured the strength of neuronal category selectivity.

Positive index values indicate greater selectivity between categories ormore

similar activity within categories. The time course of average category in-

dex values across the entire population of 67 MT neurons is shown. In

contrast with the lateral intraparietal area (Fig. 17–9), category selectivity

was not observed in the MT during the sample, delay, or test epochs.

412 Building Blocks of Rule Representation



categories. In contrast, neurons in area MT, an important stage of visual

motion processing that provides input to LIP, showed strong direction se-

lectivity, but did not group directions according to their category membership.

This suggests that, although LIP can show a great degree of visual plasticity as a

result of learning, MT direction selectivity is comparatively rigid, and does not

show dramatic changes in direction-tuning via experience.

DISCUSSION AND FUTURE DIRECTIONS

Together, the results of these studies indicate that visual categories are en-

coded in the activity of individual cortical neurons as a result of learning. We

compared the responses of neurons in both the ‘‘ventral’’ and ‘‘dorsal’’ visual

streams, which are believed to be specialized for shape and spatial motion

processing, respectively, and found striking similarities in their patterns of

neuronal activity during visual categorization. During the cat versus dog shape

categorization task, PFC neurons encoded stimuli according to their category

membership and were less sensitive to shape differences between stimuli in the

same category. In contrast, ITC neurons (which provide input to the PFC)

seemed to be more involved in visual shape feature analysis and did not show

more generalized category encoding. In the motion-direction categorization

task, LIP neurons reflected the category membership of visual motion, whereas

MT neurons showed strong direction selectivity, but not more abstract cat-

egory signals, consistent with a role in basic visual motion processing. This

suggests that, for both visual shape and motion processing streams, there may

be a distinct separation between the encoding of visual stimulus features and

more abstract, learning-dependent representations about the behavioral rel-

evance of stimuli.

Important questions remain about the role of the prefrontal, parietal,

and temporal lobe areas in visual categorization. One question is whether

PFC and LIP areas are ‘‘general-purpose’’ categorizers of many types of visual

stimuli, or whether they are specialized for encoding the category of the specific

types of stimuli used in our experiments. One possibility is that each of these

areas is each specialized for visual shape (PFC) and motion (LIP) processing,

and that category effects would not be observed in these areas for other types of

stimuli. Alternatively, one or both of these areas might play a more general role

in encoding the category membership of other types of stimuli. This seems

especially likely in the PFC, because it receives projections from both the dor-

sal and ventral visual processing streams, in addition to both auditory and

somatosensory processing areas (Pandya and Yeterian, 1998). Likewise, many

studies have shown that PFC neurons can respond selectively to a wide range of

visual, auditory, and tactile stimuli, particularly when those stimuli are task-

relevant (Miller and Cohen, 2001). Thus, it seems likely that the PFC would

reflect the category of motion direction, as in LIP. However, it is less clear

whether LIPmight encode the categorymembership of visual shapes. Although

anatomical and neurophysiological studies suggest that LIP is more directly
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linked with dorsal stream visual areas and oculomotor structures, such as the

frontal eye fields and superior colliculus (Lewis and Van Essen, 2000), it is also

interconnected with the PFC and temporal lobe shape processing areas, such

as V4 and the ITC (Webster et al., 1994; Lewis and Van Essen, 2000). Several

studies have found that posterior parietal neurons (including, in some cases,

LIP neurons) can respond selectively to simple and complex shapes (Sereno

and Maunsell, 1998; Nieder and Miller, 2004; Stoet and Snyder, 2004; Sereno

and Amador, 2006), although further studies are needed to determine whether

LIP neurons might encode shape categories, as we have observed in the PFC.

In some ways, it is surprising that ITC neurons did not show strong category

signals. Before these studies, it had been assumed by many that the ITC was a

likely—if not the most likely—candidate for the learning and storage of shape

categories. This idea had developed because it was found that ITC damage in

humans and monkeys resulted in behavioral impairments in high-level shape

processing, and even category-specific, recognition deficits (e.g., facial agno-

sia). In addition, neurophysiological recordings from ITC neurons revealed

selectivity for complex stimuli that was sometimes highly specific for stimuli

from a specific category (especially faces). In contrast, damage to the PFC does

not typically result in deficits in visual recognition or categorization, but in-

stead, leads to impaired ‘‘executive’’ functions, such as deficits in short-term

working memory, impaired rule learning, and inappropriate behaviors. This

raises the possibility that the PFC is not the source of the category signals that

we observed in our studies, but instead, may receive information about stim-

ulus category via its inputs from other brain regions. One possibility is that

more abstract category information is encoded elsewhere in the ITC, in regions

that we did not record in our studies. Another possibility is that category sig-

nals emerge in more medial-temporal structures, such as the perirhinal cor-

tex, that receive inputs from the ITC and are likely involved in both perceptual

and memory-related functions (Murray et al., 2000). Additional experiments

will be needed to fully understand how the brain transforms visual shape

encoding (as in the ITC) into more abstract representations of their category

membership.

Further studies are also needed to understand the neuronal processes that

underlie category learning. In all of the studies described in this chapter, neu-

ronal activity was recorded only after weeks or months of categorization train-

ing. Thus, the monkeys were expert categorizers at the time of neuronal

recordings. Although PFC and LIP neurons conveyed reliable signals about the

category of these highly familiar stimuli, they might show very different re-

sponses during the learning process. For example, some theories suggest that

novel information is more actively processed by frontal lobe areas, and that

neuronal processing shifts to more posterior brain areas for a more automatic

and effortless encoding of familiar information (Miller and Cohen, 2001). This

could explain the common experience that it is difficult to ‘‘multitask’’ when

you are learning a new skill; for example, carrying on a conversation while

learning to drive a car for the first time. In contrast, carrying out multiple tasks
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that are highly familiar becomes a nearly effortless matter of routine. To bet-

ter understand their respective roles in category learning, future studies are

needed that monitor the activity of PFC and LIP neurons in real time, as

monkeys learn new categories.

Visual categorization tasks have proven to be useful and productive tools

for studying the relative roles of brain areas in visual learning and recognition.

Of course, we are far from fully understanding how the brain learns and en-

codes the category membership of visual stimuli. Although further experi-

ments may uncover more questions than answers, I am optimistic that this

flavor of research will move us toward a better understanding of how the brain

makes sense of the ‘‘blooming buzzing confusion’’ (James, 1890) that is the

world around us.
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Rules through Recursion:

How Interactions between the

Frontal Cortex and Basal Ganglia

May Build Abstract, Complex Rules

from Concrete, Simple Ones

Earl K. Miller and Timothy J. Buschman

The brain has evolved to deal with two competing requirements—it must

respond quickly to familiar situations while being able to adapt to novel ones

and plan for the future. Quickly responding to the immediate environment in

a reflexive, or habitual, fashion is relatively straightforward: Familiar stimuli

activate well-established neural pathways that produce stereotyped behav-

iors. This is so-called ‘‘bottom-up,’’ or ‘‘stimulus-driven,’’ processing. These

behaviors can be executed quickly and automatically because they are ‘‘con-

crete’’; they rely on specific stimulus-response relationships, and the same cue

always elicits the same response. It is an axiom of neuroscience that such re-

flexive reactions are formed by repeated activation of neural pathways, which

strengthens their connections. Then, they can be simply triggered—fired off

in an automatic fashion, with little variation and, hence, little need for internal

oversight.

In contrast, truly sophisticated, goal-directed behavior requires a different

mode of operation. Novel situations must be resolved, and goal direction re-

quires the ability to act on, not just react to, a familiar environment. Navigat-

ing complex situations to achieve long-planned goals cannot rely on uncoor-

dinated reactions. They must be orchestrated ‘‘top-down’’ from within oneself.

By acquiring and building on knowledge of how the world works, we can

predict what outcomes are desirable and determine what strategies will aid in

attaining them. However, simply recording and replaying previous experi-

ences does not suffice. Relevant relationships need to be sorted out from spu-

rious coincidences, and smart animals get the ‘‘big picture’’ of the jigsaw puzzle

of their experiences: They find the common structure across a wide range of

experiences to form ‘‘abstract’’ rules—generalized principles that can be readily

adapted to novel situations. These abstract rules are the overarching principles

and general concepts that are the basis for high-level thought. They provide
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the foresight needed for achieving distant goals; because abstract rules, by def-

inition, are generalized across many past experiences, they provide the basis

for generalizing to (predicting) future events.

The goal of this chapter is to review evidence that goal-directed behavior

depends on interactions between two different ‘‘styles’’ of learning mecha-

nisms in different frontal lobe systems. Specifically, we propose that ever more

complex thoughts and actions can be bootstrapped from simpler ones through

recursive interactions between fast, reward-based plasticity in the basal ganglia

(BG) and slower, more Hebbian-based plasticity in the frontal cortex. By

having these two systems interact in recursive processing loops, the brain can

learn new concrete relationships quickly, but also can take the time to link in

more experiences and more gradually build up abstract, big-picture thoughts

and sophisticated actions.

ABSTRACT RULES AND THE PREFRONTAL CORTEX

Abstract rules lie at the center of the ability to coordinate thought and action

and direct them toward a goal. Virtually all long-term, goal-directed behaviors

are learned, and thus depend on a cognitive system that can acquire the rules

of the game: what outcomes are possible, what actions might be successful at

achieving them, what the costs of those actions might be, etc. Consider the set

of rules invoked when we dine in a restaurant, such as ‘‘wait to be seated,’’

‘‘order,’’ and ‘‘pay the bill.’’ These rules are long divorced from the specific

circumstances in which they were learned and thus give us an idea about what

to expect (and what is expected of us) when we try a new restaurant. We have

learned to generalize beyond specific experiences and construct a set of abstract

rules that direct behavior. These rules orchestrate processing in diverse brain

regions along a common, internal theme. It is widely accepted that the pre-

frontal cortex (PFC)—a neocortical region that finds its greatest elaboration

in humans—is centrally involved in this process.

The PFC is situated at the anterior end of the brain and reaches its greatest

elaboration and relative size in the primate, especially human, brain (Fuster,

1995). Thus, it is presumably involved in our advanced cognitive capabilities

and goal-directed behaviors. Indeed, recent imaging work has suggested that

the size of the PFC is directly correlated with intelligence in adult humans

(Haier et al., 2004). The PFC seems anatomically well situated to play a role in

the creation and implementation of abstract rules. As shown in Figure 18–1, the

PFC receives and sends projections to most of the cerebral cortex (with the ex-

ception of primary sensory and motor cortices), as well as all of the major

subcortical systems, such as the hippocampus, amygdala, cerebellum, and most

importantly for this chapter, the BG (Porrino et al., 1981; Amaral and Price,

1984; Amaral, 1986; Selemon and Goldman-Rakic, 1988; Barbas and DeOlmos,

1990; Eblen and Graybiel, 1995; Croxson et al., 2005). The PFC seems to be a

hub of cortical processing, able to synthesize a wide range of external and in-

ternal information and also exert control over much of the cortex. Although
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Figure 18–1 Schematic diagram of some of the extrinsic and intrinsic connections of

the prefrontal cortex. The partial convergence of inputs from many brain systems and

internal connections of the prefrontal cortex (PFC) may allow it to play a central role in

the synthesis of diverse information needed for complex behavior. Most connections

are reciprocal; the exceptions are indicated by arrows. The frontal eye field (FEF) has

variously been considered either adjacent to, or part of, the PFC. Here, we compromise

by depicting it as adjacent to, yet touching, the PFC. (Adapted from Miller and Cohen,

Annual Review of Neuroscience, 24, 167–202.)
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different PFC subdivisions have distinct patterns of interconnections with

other brain systems (e.g., lateral—sensory and motor cortex; orbital—limbic),

there are prodigious connections both within and between PFC subdivisions,

ensuring a high degree of integration of information (Pandya and Barnes, 1987;

Barbas and Pandya, 1989; Pandya and Yeterian, 1990; Barbas et al., 1991;

Petrides and Pandya, 1999). Additionally, the heavy reciprocal interconnec-

tions between regions provide an infrastructure ideal for abstract learning—

one that can act as a large associative network for detecting and storing asso-

ciations between diverse events, experiences, and internal states. After learning,

such a network can complete or ‘‘recall’’ an entire pattern given a subset of

its inputs, an ability that may allow for a given situation to be recognized as a

specific instance of an internal model of a more abstract one.

In addition to the anatomical evidence, there is a large amount of psy-

chological, lesion, and neurophysiological evidence supporting the role of the

frontal cortex in learning abstract rules (also see Chapter 2). Indeed, neuro-

physiological studies in animals and imaging studies in humans have shown

that the PFC has many of the attributes necessary for representing abstract

rules (Miller, 2000). First, the neurons sustain their activity across short, mul-

tisecond memory delays (Pribram et al., 1952; Fuster and Alexander, 1971;

Fuster, 1973; Funahashi et al., 1989; Miller et al., 1996). This property is crucial

for goal-directed behavior, which, unlike ‘‘ballistic’’ reflexes, typically extends

over time. Second, neuronswithin the PFC are highlymultimodal, representing

a wide range of information, and the cells are plastic—with training, they learn

to represent task-relevant information. For example, after training on a wide

range of operant tasks, many PFC neurons (typically one-third to one-half of

the population) reflect the learned task contingencies—the logic or rules of

the task (White andWise, 1999; Asaad et al., 2000;Wallis et al., 2001; Mansouri

et al., 2006). For example, neurons have been found to represent visual cate-

gories (see Chapter 17) and small numbers (Nieder et al., 2002), whereas some

neurons might activate in anticipation of a forthcoming expected reward or

a relevant cue (Watanabe, 1996; Rainer et al., 1999; Wallis and Miller, 2003;

Padoa-Schioppa and Assad, 2006). In short, the PFC does, indeed, act like a

brain area that absorbs and reflects the abstract rules needed to guide goal-

directed, volitional behavior.

Based on this evidence, Miller and Cohen (2001) argued that the cardinal

PFC function is to acquire and actively maintain patterns of activity that rep-

resent goals and the means to achieve them (‘‘rules’’) and the cortical path-

ways needed to perform the task (‘‘maps’’—together, ‘‘rulemaps’’) [Fig. 18–2].

Under this model, activation of a PFC rulemap sets up bias signals that

propagate throughout much of the rest of the cortex, affecting sensory systems

as well as systems responsible for response execution, memory retrieval, and

emotional evaluation. The aggregate effect is to guide the flow of neural activity

along pathways that establish the proper mappings between inputs, internal

states, and outputs to best perform the task. Establishing the proper mapping is

especially important whenever stimuli are ambiguous (i.e., they activate more
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Figure 18–2 Schematic diagram illustrating the suggested role for the prefrontal cortex

(PFC) in cognitive control adapted fromMiller andCohen (2001). Shown are processing

units representing cues, such as sensory inputs, current motivational state, memories,

and so on (C1, C2, and C3), and those representing two voluntary actions (e.g., ‘‘re-

sponses’’ R1 and R2). Also shown are internal, or ‘‘hidden,’’ units that represent more

central stages of processing. The PFC is not heavily connected with primary sensory or

motor cortices, but instead is connected with higher-level ‘‘association’’ and premotor

cortices. Via interactions with the basal ganglia (BG) [see text], dopaminergic (DA)

reward signals foster the formation of a task model, a neural representation that reflects

the learned associations between task-relevant information (as shown by the recursive

arrow). A subset of the information (e.g., C1 and C2) can then evoke the entire model,

including information about the appropriate response (e.g., R1). Thus, the PFC can

coordinate processing throughout the brain and steer processing away from a prepotent

(reflexive) response (C3 to R2) toward a weakly established, but more goal-relevant,

response (C3 to R1). Excitatory signals from the PFC feed back to other brain systems

to enable task-relevant neural pathways. Thick lines indicate well-established pathways

mediating a prepotent behavior. Solid circles indicates active units or pathways.
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than one input representation), or when multiple responses are possible and

the task-appropriate response must compete with stronger, more habitual al-

ternatives. In short, task information is acquired by the PFC, which provides

support to related information in posterior brain systems, effectively acting as

a global attentional controller.

However, as noted earlier, the PFC is heavily interconnected and does not

work in isolation. Later in the chapter, we will review evidence that the PFC

works in close collaboration with the BG in the learning of goal-directed be-

haviors. Specifically,wewill argue that, through reciprocal connections between

the PFC and BG, increasingly complex rules can be constructed.

CONCRETE RULES AND THE BASAL GANGLIA

The BG is a collection of subcortical nuclei that, similar to the PFC, have a high

degree of cortical convergence. Cortical inputs arrive largely via the striatum

(which includes both the caudate and the putamen); are processed through the

globus pallidus, the subthalamic nucleus (STN), and the substantia nigra; and

are then directed back into the cortex via the thalamus (Fig. 18–3). Although

the PFC is believed to be involved in the creation and implementation of

abstract rules, the BG is believed to be involved in the formation of concrete

habits. We will review some anatomical and physiological evidence in support

of this theory.

Early evidence about the function of the BG came from human patients with

damage or dysfunction to this area. For example, both Parkinson’s disease and

Huntington’s disease cause profound behavioral deficits, ranging from motor

(e.g., difficulty initiating volitional movement) to cognitive (e.g., difficulty

switching tasks) [Taylor et al., 1986; Cronin-Golomb et al., 1994; Lawrence

et al., 1998]. Animal models of lesions of the striatum produce impairments in

learning new operant behaviors (or concrete rules) and show that damage to

different parts of the striatum generally causes deficits similar to those caused

by lesions of the area of the cortex that loop with the affected region of the

striatum (Divac et al., 1967; Goldman and Rosvold, 1972). For example, lesions

of the regions of the caudate associated with the frontal cortex result in cog-

nitive impairments, suggesting that the reciprocal connections between the

BG and cortex play a significant role in the functioning of that cortical area.

Projections from the striatum are distributed along two parallel routes: the

‘‘direct’’ and ‘‘indirect’’ pathways (Fig. 18–3) [Mink, 1996; Graybiel, 2000]. The

direct pathway leads from the striatum into the globus pallidus internal (GPi)

and the substantia nigra pars reticulata (SNpr). These regions directly pro-

ject onto the thalamus. All projections from the striatum release gamma-

aminobutyric acid (GABA); therefore, they inhibit downstream neurons in

the GPi/SNpr. Neurons in the GPi/SNpr inhibit the thalamus, making the

direct pathway effectively excitatory—activity in the striatum releases inhi-

bition on the thalamus. The indirect pathway involves striatal projections to

the globus pallidus external (GPe), which in turn, projects to the STN, which
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projects onto the GPi/SNpr. Similar to the other connections in the BG, GPe

inputs into the STN are inhibitory, but the STN provides glutamatergic, ex-

citatory input into the GPi/SNpr. Due to the added inhibitory synapse, the

indirect pathway increases inhibition on the thalamus. These two pathways are

believed to exist in an equilibrium that allows for the release of desired patterns,

while inhibiting unintended ones. Although cortical inputs into the striatum

had a divergent nature, connections between the striatum and the GPi/SNpr

and GPe are believed to be highly convergent (Flaherty and Graybiel, 1993,

1994; Parent and Hazrati, 1993). This convergence of inputs is effectively a re-

duction in the dimensionality of the patterns, and may allow for a certain de-

gree of integration and generalization across specific cortical inputs.

Similar to the PFC, the structure of the BG is ideal for integrating infor-

mation. Most of the cortex projects directly onto the striatum (Kemp and

Powell, 1970; Kitai et al., 1976) in a divergent manner, so that cortical afferents

make connections to multiple striatal neurons (Flaherty and Graybiel, 1991).

The striatum is believed to be subdivided into striosomes and the matrix

(Graybiel and Ragsdale, 1978), with striosomes preferentially receiving in-

puts from the entire cerebral cortex and the matrix primarily receiving inputs

from the limbic and hippocampal systems and from the PFC (Donoghue and

Herkenham, 1986; Gerfen, 1992; Eblen and Graybiel, 1995). Anatomical trac-

ing techniques have suggested that functionally similar cortical areas project
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Striatum (Putamen & Caudate)

GPi/SNpr

Thalamus
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dopaminergic

reward-prediction

error signals

(SNpc/VTA)
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"Direct"

  Pathway

"Indirect"
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Figure 18–3 Simplified circuit diagram for the basal ganglia, illus-

trating the loops it makes with the frontal cortex. See text for expla-

nation. The heavy arrow illustrates the much heavier projection of

midbrain dopaminergic neurons to the striatum than to the cortex.

DA, dopamine; GPe, globus pallidus external; STN, subthalamic

nucleus; GPi, globus pallidus internal; SNpr, substantia nigra pars

reticulata; SNpc, substantia nigra, pars compacta; VTA, ventral teg-

mental area; Glu, glutamate; GABA, gamma-aminobutyric acid.
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into the same striosome (Yeterian and Van Hoesen, 1978; Van Hoesen et al.,

1981; Flaherty and Graybiel, 1991). For example, both sensory andmotor areas

relating to the arm seem to preferentially innervate the same striosome. The

segregated nature of BG inputs are maintained throughout the different nu-

clei such that the output from the BG (via the thalamus) is largely to the

same cortical areas that gave rise to the initial inputs into the BG (Selemon and

Goldman-Rakic, 1985; Parasarathy et al., 1992). Additionally, the frontal cor-

tex receives the largest portion of BG outputs, suggesting a close collaboration

between these structures (Middleton and Strick, 1994, 2000, 2002).

The majority of neurons found in both the striosome and the matrix are

spiny cells (as high as 90%) [Kemp and Powell, 1971]. These neurons are so

named for the high density of synaptic boutons along their dendritic arbor, due

to the convergent nature of cortical inputs. Along with the cortical inputs,

spiny cells receive a strong dopaminergic (DA) input from neurons in the

midbrain. These DA neurons have been suggested to provide a reward-based

‘‘teaching signal’’ that gates plasticity in the striatum. All of this has suggested

that the striatum has an ideal infrastructure for rapid, supervised learning (i.e.,

the quick formation of connections between cortical inputs that predict re-

ward). This is exactly the type of learning that supports the imprinting of spe-

cific stimulus-response pairing that supports concrete rules. Finally, it is im-

portant to note that there are functional and anatomical differences between

the dorsal and ventral striatum. The dorsal striatum is more associated with

the PFC and the stimulus-response-reward learning that is the subject of this

chapter. The ventral striatum is more connected with the sensory cortex

and seems to be more involved in learning the reward value of stimuli (see

O’Doherty et al., 2004).

DOPAMINERGIC TEACHING SIGNALS

The formation of rules requires guidance. Concrete rules are formed, through

feedback, to actively bind neural representations that lead to reward and break

associations that are ineffective. This direct form of plasticity can pair coac-

tivated neurons to form specific rules and predictions. Abstract rules are also

guided by feedback so that relevant events and predictive relationships can be

distinguished from spurious coincidences. Although the form of plasticity is

different for concrete and abstract rules, both need be guided by information

about which associations are predictive of desirable outcomes. This guidance

appears to come in the form of a ‘‘reinforcement signal’’ and is suggested to be

provided by DA neurons in the midbrain.

Dopaminergic neurons are located in both the ventral tegmental area and

the substantia nigra, pars compacta (Schultz et al., 1992, 1997; Schultz, 1998),

and show activity that directly corresponds to the reward prediction error

signals suggested by models of animal learning. These neurons increase activity

whenever the animal receives an unexpected reward and will reduce activity if

an expected reward is withheld. When active, these neurons release dopamine
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onto downstream targets. Dopamine is a neuromodulator that has been sug-

gested to regulate plasticity at the innervated site.

Midbrain DA neurons send heavy projections into both the frontal cortex

and the striatum. The projections into the frontal cortex show a gradient con-

nectivity with heavier inputs anteriorly that drop off posteriorly, suggesting

a preferential input of reward information into the PFC (Thierry et al., 1973;

Goldman-Rakic et al., 1989). However, the midbrain input of DA into the

striatum is much heavier than that of the PFC, by as much as an order of mag-

nitude (Lynd-Balta and Haber, 1994). Furthermore, recent evidence suggests

that neither strengthening nor weakening of synapses in the striatum by long-

term depression or potentiation can occur without DA input (Calabresi et al.,

1992, 1997; Otani et al., 1998; Kerr and Wickens, 2001).

After training, DA neurons in the midbrain will learn to increase activity to

an unexpected stimulus that directly predicts a reward: The event ‘‘stands in’’

for the reward (Schultz et al., 1993). DA neurons will now respond to the pre-

dictive event when it is unexpected, but will no longer respond to the actual,

now expected, reward event. In short, the activity of these neurons seems to

correspond to a teaching signal that says, ‘‘Something good happened and you

did not predict it, so remember what just happened so you can predict it in the

future.’’ Alternatively, if a reward is expected, but not received, the signal pro-

vides feedback that whatever behavior was just taken is not effective in getting

rewarded. If these reward signals affect connections within the PFC and BG that

were recently active, and therefore likely involved in recent behavior, then the

result may be to help to strengthen reward-predicting associations within the

network, while reducing associations that do not increase benefits. In this way,

the brain can learn what rules are effective in increasing desirable outcomes.

‘‘FAST,’’ SUPERVISED BASAL GANGLIA PLASTICITY VERSUS

‘‘SLOWER,’’ LESS SUPERVISED CORTICAL PLASTICITY

One might expect that the greatest evolutionary benefit would be gained from

learning as quickly as possible, and there are obvious advantages to learning

quickly—adapting at a faster rate than competing organisms lends a defi-

nite edge, whereas missed opportunities can be costly (even deadly). However,

there are also disadvantages to learning quickly because one loses the ability

to integrate across multiple experiences to form a generalized, less error-prone

prediction. Take the classic example of one-trial learning: conditioned taste

aversion. Many of us have had the experience of eating a particular food and

then becoming ill for an unrelated reason. However, in many cases, the per-

son develops an aversion to that food, even though the attribution is erro-

neous. Extending learning across multiple episodes allows organisms to detect

the regularities of predictive relationships and leave behind spurious associ-

ations and coincidences. In addition to avoiding errors, slower, more delib-

erate learning also provides the opportunity to integrate associations across

many different experiences to detect common structures.
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It is these regularities and commonalities across specific instances that form

abstractions, general principles, concepts, and symbolisms that are the me-

dium of the sophisticated, ‘‘big-picture’’ thought needed for truly long-term

goals. Indeed, this is fundamental to proactive thought and action. General-

izing among many past experiences gives us the ability to generalize to the

future, to imagine possibilities that we have not yet experienced—but would

like to—and given the generalized rules, we can predict the actions and be-

haviors needed to achieve our goal. In addition, abstraction may aid in cog-

nitive flexibility, because generalized representations are, by definition, con-

cise because they lack the details of the more specific representations. Based on

the compressed representations, it is probably easier to switch between, and

maintain, multiple generalized representations within a given network than to

switch between representations when they are elaborate and detailed.

Networks that learn at a slower rate also tend to bemore stable. It is believed

that fast versus slow learning correlates with large versus small changes in syn-

aptic weights, respectively. Artificial neural networks with small changes in

synaptic weights at each learning episode converge very slowly, whereas large

synaptic weight changes can quickly capture some patterns, the resulting net-

works tend to be more volatile and exhibit erratic behavior. This is due to the

fact that a high learning rate can overshoot minima in the error function, even

oscillating between values on either side of the minima, but never reaching the

minima (for more information on artificial neural networks, see Hertz et al.,

1991; Dayan and Abbott, 2001).

Given the advantages and disadvantages associated with both forms of

learning, the brain must balance the obvious pressure to learn as quickly as

possible with the advantages of slower learning. One possible solution to this

conundrum comes from O’Reilly and colleagues, who suggested that fast learn-

ing and slow learning systems interact with one another (McClelland et al.,

1995; O’Reilly and Munakata, 2000). Studying the consolidation of long-term

memories, McClelland et al. (1995) specifically suggested that fast plasticity

mechanisms within the hippocampus are able to quickly capture new mem-

ories while ‘‘training’’ the slower-learning cortical networks. In this way, the

brain is able to balance the need to initially grasp new memories with the ad-

vantages of a generalized, distributed representation of long-term memories.

The idea is that the hippocampus is specialized for the rapid acquisition of new

information; each learning trial produces large weight changes. The output

of the hippocampus will then repeatedly activate cortical networks that have

smaller weight changes per episode. Continued hippocampal-mediated reac-

tivation of cortical representations allows the cortex to gradually connect these

representations with other experiences. That way, the shared structure across

experiences can be detected and stored, and the memory can be interleaved

with others so that it can be readily accessed.

We propose that a similar relationship exists between the PFC and BG. A

recent experiment by our laboratory provides suggestive evidence (Pasupathy

and Miller, 2005) [see Fig. 18–4]. Monkeys were trained to associate a visual
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cue with a directional eye movement over a period of trials (Fig. 18–4A). Once

performance reached criterion and plateaued, the stimulus-response associ-

ations were reversed and the animals were required to relearn the pairings (Fig

18–4B). During the task, single neurons were recorded in both the PFC and

the BG to determine the selectivity for the cue-direction association in each

area. Over the period of a few tens of trials, the animals quickly learned the

new cue-direction pairing (Fig 18–4B), and selectivity in both the striatum

and PFC increased. As can be seen in Figure 18–5A, neural activity in the

striatum showed rapid, almost bistable, changes in the timing of selectivity.

This is in contrast to the PFC, where changes were much slower, with selective

responses slowly advancing across trials (Fig 18–5B). Interestingly, however,

the slower PFC seemed to be the final arbiter of behavior; the monkeys’

a

b

-60 -40 -20 0 20 40 60
0

25

50

75

100

Trial number (all trials)

P
e
rc

e
n

t 
c
o

rr
e
c
t

-60 -40 -20 0 20 40 60

175

200

225

Trial number (correct trials)

R
e
a
c
ti

o
n

 t
im

e
 (

m
s
)

Reversal Reversal

800 ms

500 ms 1000 ms Response Response

ReversalTarget onsetCue Delay

Fixation

Figure 18–4 A. One of two initially novel cues was briefly presented at the center of
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erage reaction time on correct trials (right) across sessions and blocks as a function of

trial number during learning for two monkeys. Zero (downward arrow) represents the

first trial after reversal. Error bars show standard error of the mean.
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improvement in selecting the correct response more closely matched the tim-

ing of PFC changes than striatum changes.

These results may reflect a relationship between the BG and PFC that is

similar to the relationship between the hippocampus and cortex, as suggested

by O’Reilly. As the animals learned specific stimulus-response associations,

these changes are quickly represented in the BG, which in turn, slowly trains

the PFC. In this case, the fast plasticity in the striatum (strong weight changes)

is better suited to the rapid formation of concrete rules, such as the associa-

tions between a specific cue and response. However, as noted earlier, fast
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[A], and prefrontal cortex (PFC) [B]. Black dots show
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learning tends to be error-prone, and indeed, striatal neurons began predicting

the forthcoming behavioral response early in learning, when that response was

often wrong. By contrast, the smaller weight changes in the PFC may have

allowed it to accumulate more evidence and arrive at the correct answer more

slowly and judiciously. Interestingly, during this task, behavior more closely

reflected the changes in the PFC, possibly due to the fact that the animals were

not under enough pressure to change its behavior faster, choosing instead the

more judicious path of following the PFC.

The faster learning-related changes in the striatum reported by Pasupathy

and Miller (2005) are consistent with our hypothesis that there is stronger

modulation of activity in the striatum than in the PFC during performance of

these specific, concrete rules. But what about abstracted, generalized rules?

Our model of fast BG plasticity versus slower PFC plasticity predicts the op-

posite, namely, that abstract rules should have a stronger effect on PFC activity

than on BG activity because the slower PFC plasticity is more suited to this

type of learning. A recent experiment by Muhammad et al. (2006) showed just

that. Building on the work of Wallis et al. (2001), in this experiment, monkeys

were trained to apply the abstract rules ‘‘same’’ and ‘‘different’’ to pairs of pic-

tures. If the ‘‘same’’ rule was in effect, monkeys responded if the pictures were

identical, whereas if the ‘‘different’’ rule was in effect, monkeys responded if

the pictures were different. The rules were abstract because the monkeys were

able to apply the rules to novel stimuli—stimuli for which there could be no

pre-existing stimulus-response association. This is the definition of an abstract

rule. Muhammad et al. (2006) recorded neural activity from the same PFC and

striatal regions as Pasupathy and Miller (2005), and found that, in contrast to

the specific-cue response associations, the abstract rules were reflected more

strongly in PFC activity (more neurons with effects and larger effects) than in

BG activity, the opposite of what Pasupathy and Miller (2005) reported for the

specific cue-response associations.

In fact, this architecture (fast learning in more primitive, noncortical struc-

tures training the slower, more advanced, cortex) may be a general brain strat-

egy; in addition to being suggested for the relationship between the hippo-

campus and cortex, it has also been proposed for the cerebellum and cortex

(Houk andWise, 1995). Thismakes sense: The first evolutionary pressure on our

cortex-less ancestors was presumably toward faster learning, whereas only later

did we add on a slower, more judicious and flexible cortex. These different styles

of plasticity in the striatum versus PFC might also be suited to acquiring dif-

ferent types of information beyond the distinction between concrete and abstract

discussed so far. This is illustrated in a recent proposal by Daw et al. (2005).

THE PREFRONTAL CORTEX AND STRIATUM: MODEL-BUILDING

VERSUS ‘‘SNAPSHOTS’’

Daw et al. (2005) proposed functional specializations for the PFC and BG

(specifically, the striatum) that may be in line with our suggestions. They
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suggested that the PFC builds models of an entire behavior—it retains infor-

mation about the overall structure of the task, following the whole course

of action from initial state to ultimate outcome. They liken this to a ‘‘tree’’

structure for a typical operant task: Behaviors begin in an initial state, with two

ormore possible response alternatives. Choosing one response leads to another

state, with new response alternatives, and this process continues throughout

the task, ultimately leading to a reward. The PFC is able to capture this entire

‘‘tree’’ structure, essentially providing the animal with an internal model of the

task. By contrast, the striatum is believed to learn the task piecemeal, with each

state’s response alternatives individually captured and separate from the others.

This ‘‘caching reinforcement learning’’ system retains information about which

alternative is ‘‘better’’ in each state, but nothing about the overall structure of

the task (i.e., the whole ‘‘tree’’).

This is believed to explain observations of tasks that use reinforcer devalu-

ation. In such tasks, you change the value of the reward by saturating the animal

on a given reward (e.g., overfeeding on chocolate if chocolate is a reward in that

task). This has revealed two classes of behavior. Behaviors that are affected

by reinforcer devaluation are considered goal-directed because changing the

goal changes the behavior. As mentioned earlier, goal-directed behaviors de-

pend on the PFC. By contrast, overlearned behaviors whose outcomes remain

relatively constant can become habits, impervious to reinforcer devaluation.

Because these behaviors are not affected by changing the goal, they seem to re-

flect control by a caching system in which the propensity for a given alternative

in each situation is stored independently of information about past or future

events (states). Habits have long been considered a specialization of the BG.

Daw et al. (2005) proposed that there is arbitration between each system based

on uncertainty; whichever system is most accurate is the one deployed to con-

trol behavior.

We believe that this maps well onto our notion of the fast, supervised, BG

plasticity versus slow, more-Hebbian, PFC plasticity. Fast plasticity, such as

the nearly bistable changes that Pasupathy and Miller (2005) observed in the

striatum, would seem ideal for learning the reinforcement-related snapshots

that capture the immediate circumstances and identify which alternative is

preferable for a particular state. The slow plasticity in the PFC seems more

suited for the linking in of additional information about past states that is

needed to learn and retain an entire model of the task and thus predict future

states.

The interactions of these systems might explain several aspects of goal-

directed learning and habit formation. The initial learning of a complex op-

erant task invariably begins with the establishment of a simple response im-

mediately proximal to reward (i.e., a single state). Then, as the task becomes

increasingly complex as more and more antecedents and qualifications (states

and alternatives) are linked in, the PFC shows greater involvement. It facilitates

this learning via its slower plasticity, allowing it to stitch together the relation-

ships between the different states. This is useful because uncertainty about the
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correct action in a given state adds up across many states in a complex task.

Thus, in complex tasks, the ability of the reinforcement to control behav-

ior would be lessened with the addition of more and more states. However,

model-building in the PFC may provide the overarching infrastructure—the

thread weaving between states—that facilitates learning of the entire course of

action. This may also explain why, when complex behaviors are first learned,

they are affected by reinforcer devaluation and susceptible to disruption by

PFC damage. Many tasks will remain dependent on the PFC and the models it

builds, especially those requiring flexibility (e.g., when the goal often changes

or there are multiple goals to choose among), or when a strongly established

behavior in one of the states (e.g., a habit) is incompatible with the course of

action needed to obtain a specific goal. However, if a behavior, even a complex

one, is unchanging, then all of the values of each alternative at each juncture

are constant, and once these values are learned, control can revert to a piece-

meal caching system in the BG. That is, the behavior becomes a ‘‘habit,’’ and it

frees up the more cognitive PFC model-building system for behaviors requir-

ing the flexibility it provides.

Note that this suggests that slower plasticity in the PFC might sometimes

support relatively fast learning on the behavioral level (i.e., faster than rely-

ing on the BG alone) because it is well suited to learning a complex task. This

distinction is important, because thus far, we have been guilty of confusing

learning on the neuronal level and learning on the behavioral level. Although it

is true that small changes in synaptic weights might often lead to slow changes

in behavior and vice versa, this is too simplistic. Certain tasks might be learned

better and faster through the generalized, model-based learning seen in the

PFC than through the strict, supervised learning observed in the striatum.

RECURSIVE PROCESSING AND BOOTSTRAPPING

IN CORTICO-GANGLIA LOOPS

‘‘Bootstrapping’’ is the process of building increasingly complex representa-

tions from simpler ones. The recursive nature of the anatomical loops between

the BG and PFC may lend itself to this process. As described earlier, ana-

tomical connections between the PFC and BG seem to suggest a closed loop—

channels within the BG return outputs, via the thalamus, into the same cor-

tical areas that gave rise to their initial cortical input. This recursive structure

in the anatomy may allow for learned associations from one instance to be fed

back through the loop for further processing and learning. In this manner,

new experiences can be added onto previous ones, linking in more and more

information to build a generalized representation. This may allow the boot-

strapping of neural representations to increasing complexity, and with the

slower learning in the PFC, greater abstractions.

A hallmark of human intelligence is the propensity for us to ground new

concepts in familiar ones because it seems to ease our understanding of novel

ideas. For example, we learn to multiply through serial addition and we begin
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to understand quantummechanisms through analogies to waves and particles.

The recursive interactions between the BG and PFC may support this type of

cognitive bootstrapping—initial, simple associations (or concrete rules) are

made in the BG and fed back into the PFC. This feedback changes the repre-

sentation of the original association in the PFC, helping to encode the concrete

rule in both the BG and PFC. Additional concrete associations through dif-

ferent experiences can also be made and modified in a similar manner. The as-

sociative nature of the PFC will begin to bind across experiences, finding sim-

ilarities in both the cortical inputs into the PFC as well as the looped inputs

from the BG. This additional generalization is the basis for the formation of

abstract rules based on the concrete rules that are first learned in the BG. As

this process continues, new experiences begin to look ‘‘familiar’’ to the PFC,

and amore generalized representation of a specific instance can be constructed.

This generalized representation can now be looped through the BG to make

reliable predictions of associations based on previously learned concrete rules.

Reward processing is a specific instance where recursive processing might

provide the framework necessary for the observed neuronal behavior. As pre-

viously described,midbrainDA neurons respond to earlier and earlier events in

a predictive chain leading to a reward. Both the frontal cortex and the striatum

send projections into the midbrain DA neurons, possibly underlying their

ability to bootstrap to early predictors of reward. However, although this is

suggestive, it is still unknown whether these descending projections are critical

for this behavior.

Additionally, the PFC-BG loops suggest an autoassociative type of network,

similar to that seen in the CA3 of the hippocampus. The outputs looping back

on the inputs allow the network to learn to complete (i.e., recall) previously

learned patterns, given a degraded version or a subset of the original inputs

(Hopfield, 1982). In the hippocampus, this network has been suggested to play

a role in the formation of memories; however, BG-PFC loops are heavily in-

fluenced by DA inputs, and therefore may be more goal-oriented.

An intriguing feature of autoassociative networks is their ability to learn

temporal sequences of patterns and thus make predictions. This feature relies

on feedback of the activity pattern into the network with a temporal delay,

allowing the next pattern in the sequence to arrive as the previous pattern is

fed back, building an association between the two (Kleinfeld, 1986; Sompo-

linsky and Kanter, 1986).

The PFC-BG loops have two mechanisms by which to add this lag in feed-

back. One possibility is through the use of inhibitory synapses, which are known

to have a slower time constant than excitatory ones. The ‘‘direct’’ pathway has

two inhibitory synapses, the result being a net excitatory effect on the cortex

via disinhibition of the thalamus, whereas the ‘‘indirect’’ one has three in-

hibitory synapses, making it net inhibitory. These two pathways are believed

to exist in balance—activity in the indirect pathway countermands current

processing in the direct loop. But why evolve a loop out of inhibitory syn-

apses? First, it can prevent runaway excitation and thus allow greater control
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over processing (Wong et al., 1986; Connors et al., 1988; Wells et al., 2000),

but it is also possible that inhibitory synapses are used to slow the circula-

tion of activity through the loops and allow for the binding of temporal se-

quences. Many inhibitory synapses are mediated by potassium channels with

slow time courses (Couve et al., 2000). A second way to add lag to the recur-

sion is through a memory buffer. The PFC is well known for this type of

property; its neurons can sustain their activity to bridge short-term memory

delays. This can act as a bridge for learning contingencies across several sec-

onds, or even minutes. The introduction of lag into the recursive loop through

either mechanism (or both) may be enough to tune the network for sequenc-

ing and prediction.

After training, a lagged autoassociative network that is given an input will

produce, or predict, the next pattern in the sequence. This is a fundamentally

important feature for producing goal-directed behaviors, especially as they

typically extend over time. Experimental evidence for the role of the BG in

sequencing and prediction comes from neurophysiological observations that

striatal neural activity reflects forthcoming events in a behavioral task (Jog

et al., 1999) and that lesions of the striatum can cause a deficit in producing

learned sequences (Miyachi et al., 1997; Bailey and Mair, 2006).

SUMMARY: FRONTAL CORTICAL–BASAL GANGLIA LOOPS

CONSTRUCT ABSTRACT RULES FOR COGNITIVE CONTROL

In this chapter, we have proposed that the learning of abstract rules occur

through recursive loops between the PFC and BG. The learning of concrete

rules, such as simple stimulus-response associations, is more a function of the

BG, which—based on anatomical and physiological evidence—is specialized

for the detection and storage of specific experiences that lead to reward. In

contrast, abstract rules are better learned slowly, across many experiences, in

the PFC. The recursive anatomical loops between these two areas suggest that

the fast, error-prone learning in the BG can help train the slower, more reliable,

frontal cortex. Bootstrapping from specific instances and concrete rules re-

presented and stored in the BG, the PFC can construct abstract rules that are

more concise, more predictive, and more broadly applicable; it can also build

overarching models that capture an entire course of action. Note that we are

not suggesting that there is serial learning between the BG and PFC; we are not

suggesting that the BG first learns a task and then passes it to the PFC. Goal-

directed learning instead depends on a highly interactive and iterative pro-

cessing between these structures, working together and in parallel to acquire

the goal-relevant information.

The result of this learning can be thought of as creating a ‘‘rulemap’’ in the

PFC that is able to capture the relationships between the thoughts and actions

necessary to successfully achieve one’s goals in terms of which cortical path-

ways are needed (Miller and Cohen, 2001) [see Fig. 18–2]. The appropriate

rulemap can be activated when cognitive control is needed: in situations in
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which the mapping between sensory inputs, thoughts, and actions either is

weakly established relative to other existing ones or is rapidly changing. Acti-

vation of the PFC rulemaps establishes top-down signals that feed back to most

of the rest of the cortex, dynamically modulating information flow through the

brain to best regulate important information and generate appropriate goal-

directed thoughts and actions.
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The Development of Rule

Use in Childhood

Philip David Zelazo

Rule use unfolds in time; that much is obvious. It takes time to turn an in-

tention into an action. It takes time to switch between task sets. What may be

less obvious is that the capacity for rule use is itself continually in flux: It im-

proves gradually, albeit in a saltatory fashion, during childhood and adoles-

cence, and it deteriorates in the same way—gradually, and then suddenly—

during senescence. These changes mirror the development of prefrontal cortex

(PFC), and developmental investigations of rule use therefore provide an op-

portunity not only to understand rule use in an additional temporal dimen-

sion, but also to examine the way in which rule use depends on underlying

neural mechanisms.

In developmental cognitive neuroscience, rule use is typically studied under

the rubric of executive function—the processes underlying the conscious con-

trol of thought, action, and emotion. Indeed, according to one theory, the

CognitiveComplexity andControl-revised (CCC-r) theory (Zelazo et al., 2003),

conscious control is always mediated by rules—symbolic representations of

means, ends, relations between means and ends, and the contexts in which

these relations obtain. This theory, which has its origins in the work of Vy-

gotsky (e.g., 1934/1986) and Luria (e.g., 1961), holds that the development of

conscious control in childhood consists mainly of age-related increases in the

complexity of the rule systems that children are able to formulate andmaintain

in working memory. Together with a number of related proposals (e.g., Zelazo

and Müller, 2002; Zelazo, 2004; Bunge and Zelazo, 2006; Zelazo and Cun-

ningham, 2007), CCC-r theory provides a comprehensive framework that

addresses not only rule use and its development, but also (1) the role of self-

reflection in bringing about age-related increases in rule complexity (discussed

in terms of the ‘‘levels of consciousness’’ model), and (2) the way in which the

development of rule use depends on the development of neural systems in-

volving specific regions of PFC. Empirical support for this theory is reviewed in

detail elsewhere (e.g., Zelazo et al., 2003). This chapter summarizes the theory,

provides examples to illustrate key claims, and highlights several predictions

for future research.
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COGNITIVE COMPLEXITY AND CONTROL-REVISED THEORY

The CCC-r theory was initially designed to account for behavioral data show-

ing that, with age, children are able to use increasingly complex representa-

tions to guide their actions. In infancy, the use of representations to guide

behavior has been examined using search tasks, such as ‘‘delayed response’’

(Hunter, 1917) and ‘‘A-not-B’’ (Piaget, 1952). In a typical ‘‘A-not-B’’ task, for

example, infants watch as an object is conspicuously placed at one of two or

more hiding locations (i.e., at location A versus location B). After a delay, the

infants are allowed to search for the object. This is repeated a number of times,

with the object being hidden at location A in each trial. Then, in the crucial

switch trial, infants watch as the object is hidden conspicuously at location B.

Nine-month-old infants often search incorrectly (and perseveratively) at lo-

cation A in this trial—evidently failing to keep a representation of the object at

its current location (i.e., the goal) in mind and use it to guide search. Instead,

their behavior seems to be determined by their prior experience of reaching to

the A location—it seems to be determined by the stimulus-reward association

established during performance of the A trials. Older infants are more likely to

search correctly (see Marcovitch and Zelazo, 1999, for a meta-analysis).

Beyond infancy, conscious control may also be studied by providing chil-

dren with various types of verbal instruction and examining the circumstances

in which they can follow these instructions—the so-called ‘‘rule use paradigm’’

pioneered by Luria. For example, Luria (e.g., 1959) reported that 2-year-olds

often failed to obey a single, conditional rule (e.g., ‘‘When the light flashes, you

will press the ball’’ Luria, 1959). Younger 2-year-olds simply ignored the con-

ditional prerequisite of the rule and acted immediately. Older 2-year-olds, in

contrast, successfully refrained from responding until the first presentation of

the light, although many of them then proceeded to respond indiscriminately.

Following a single rule involves keeping in mind a representation of a condi-

tionally specified response (i.e., a relation between a stimulus and a response),

and considering this relation relative to a goal (e.g., the goal of pleasing the

experimenter). Whereas 1-year-old infants are able to keep a simple goal in

mind, 2-year-olds are also able to represent a conditionally specified means for

obtaining that goal.

Following Luria’s seminal work on the subject (see Zelazo and Jacques, 1996,

for a review), Zelazo and Reznick (1991) investigated the development of rule

use in 2.5- to 3-year-olds using a card sorting task in which children were

presented with not just one, but two ad hoc rules (e.g., ‘‘If it’s something found

inside the house, then put it here. If it’s something found outside the house,

then put it there.’’), and then were asked to use these rules to separate a series

of 10 test cards. Target cards were affixed to each of two sorting trays—for

example, a sofa on one tray and a swing set on the other. Children were told

the rules, and then the experimenter provided a demonstration, sorting one

test card according to each rule. Then, in each test trial, children were shown

a test card (e.g., a refrigerator), told, ‘‘Here’s a refrigerator,’’ and then asked,
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‘‘Where does this go?’’ The younger children often erred, despite possessing

knowledge about the cards, whereas 3-year-olds performed well. Knowledge

about the cards was demonstrated by correct responses to direct questions:

‘‘Here’s a refrigerator. Does it go inside the house or outside the house?’’ An-

alyses of children’s errors revealed a tendency to repeat responses: Children

rarely put all of the cards into the same box, but when they made an error, it

usually involved putting a card into the box in which they had put a card in the

previous trial (Zelazo et al., 1995). These results suggest that 2.5-year-olds

understood the task and the rules, and actually started to use the rules, but had

difficulty keeping two rules in mind and using them contrastively.

By approximately 3 years of age, most children switched flexibly between

the two rules; they seemed to appreciate the need to consider carefully which

of the two antecedent conditions was satisfied. Because successful responding

was underdetermined by the nonlinguistic aspects of the task (e.g., the per-

ceptual similarity of the exemplars), rule use in this task implies that children

were representing the rules, keeping them in mind, and using them to govern

their behavior. (In fact, when children were given the same target and test

cards and simply told to put the test cards with the ones they go with, 3-year-

olds failed to create the categories spontaneously). Three-year-olds still have

difficulty using more complex rules, however.

Limitations on 3-year-olds’ rule use have been investigated using the Di-

mensional Change Card Sort (DCCS) [see Fig. 19–1; see color insert], in which

children are shown two target cards (e.g., a blue rabbit and a red boat) and

asked to sort a series of bivalent test cards (e.g., red rabbits and blue boats),

first according to one dimension (e.g., color), and then according to the other

dimension (e.g., shape). Regardless of which dimension is presented first, the

majority of typically developing 3-year-olds perseverate during the post-

switch phase, continuing to sort test cards by the first dimension (e.g., Zelazo

et al., 2003). Moreover, they do this despite being told the new rules in every

trial, despite having sorted cards by the new dimension on other occasions,

and despite correctly answering questions about the post-switch rules (e.g.,

‘‘Where do the rabbits go in the shape game?’’). They also do this despite being

able, at this age, to keep four ad hoc rules in mind. In contrast, by 5 years of

age, most children switch immediately on the DCCS when instructed to do so.

Like adults, they seem to recognize immediately that they know two ways of

sorting the cards: ‘‘If I’m playing the color game, and if it’s a red rabbit, then it

goes here . . .’’). Despite this accomplishment, however, the ability to switch

rapidly between bivalent pairs of rules continues to improve beyond 5 years of

age (Frye et al. [experiment 3], 1995; Cepeda et al., 2001; Zelazo et al., 2004;

Crone et al., 2006).

According to the CCC-r theory, the age-related improvements in rule use

illustrated by these examples are brought about by developmental changes in

the complexity of the representations that children are able to formulate and

use, as well as increases in the proficiency of using rules at a particular level of

complexity. Toward the end of the first year of life, infants acquire the ability
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to keep a goal in working memory and use it to guide their response, even

when there is interference from prepotent stimulus-response associations, as

in the ‘‘A-not-B’’ task. During the second year, children become able to rep-

resent a conditionally specified response (i.e., a single rule, considered against

the background of a goal kept in mind). By approximately 3 years of age,

children are able to represent a pair of rules and consider them contrastively.

Figure 19–1 Sample target and test cards in the stan-

dard version of the Dimensional Change Card Sort

(DCCS). (Reprinted with permission from Zelazo, Na-

ture Protocols, 1, 297–301. Nature Publishing Group,

2006).
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It is not until approximately age 4 years that most children are able to

formulate a hierarchical system of rules that allows them to select among

bivalent rules. Subsequent development involves increases in the proficiency

of using complex systems of rules—increases in the speed and efficiency with

which children can navigate through complex hierarchies of rules and fore-

ground appropriate information.

The tree diagrams in Figure 19–2 illustrate rules at different levels of com-

plexity, and show how more complex hierarchal systems of rules can be es-

tablished by the formulation of higher-order rules for selecting among rules.

Two-year-old children are able to formulate a rule, such as rule A in Figure 19–

2A, which indicates that response 1 (r1) should follow stimulus 1 (s1). However,

to switch flexibly between two univalent stimulus-response associations—rules

in which each stimulus is uniquely associated with a different response, such as

rules A and B in Figure 19–2B—a higher-order rule, such as rule E, is required.

Rule E is used to select rule A or B, depending on which antecedent conditions

are satisfied. Figure 19–2C shows two incompatible pairs of bivalent rules, in

S1 S2

A

(E)

(A)

B

(B)

(A)

r1

r1 r2

S1

C1 C2

S2

(E)

(F)

(A)

C

(B) (C)

r1 r2

S1

S1

S2

(D)

r2 r1

Figure 19–2 Rule systems at three different levels of complexity. A. A single,

univalent rule (rule A) linking a stimulus to a response. B. A pair of univalent rules

(rules A and B), and a higher-order rule (rule E) for selecting between them. C. A

hierarchical system of rules involving two pairs of bivalent rules (rules A and B

versus rules C and D) and a higher-order rule (rule F) for selecting between them.

s1 and s2, stimuli; r1 and r2, responses; c1 and c2, contexts or task sets.
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Figure 19–3 The implications of reflection (levels of consciousness) for rule use.

A. Automatic action on the basis of unreflective consciousness (minC). An object in the

environment (objA) triggers an intentional representation of that object (IobjA) in

semantic long-term memory (LTM); this IobjA, which is causally connected (cc) to a

bracketed objA, becomes the content of consciousness (referred to at this level as

‘‘minimal consciousness’’) [minC]. B. Action on the basis of one degree of reflection.
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which the same stimuli are linked to different responses in different rules (e.g.,

s1 in rule A versus C). These incompatible rule pairs may be referred to as ‘‘task

sets,’’ or ways of construing a set of stimuli (e.g., in terms of different dimen-

sions). When using one task set (involving rules C and D), one has to ignore

interference from any tendency to use the competing task set (involving rules

A and B) instead. To do so, one has to formulate a still higher-order rule (rule F)

that can be used to select the discrimination between rules A and B, as opposed

to the discrimination between rules C and D. This higher-order rule makes

reference to setting conditions or contexts (c1 and c2) that condition the se-

lection of lower-order rules, and that would be taken for granted in the absence

of a higher-order rule.

According to the theory, these increases in the complexity of children’s rule

systems are made possible by age-related increases in the highest degree of

conscious reflection (or ‘‘level of consciousness’’) [Zelazo, 2004] that children

can muster in response to situational demands. Reflection on rules formulated

at one level of complexity is required to formulate higher-order rules that

control the selection and application of these rules. Rather than taking rules

for granted and simply assessing whether their antecedent conditions are sat-

isfied, reflection involves making those rules themselves an object of consid-

eration and considering them in contradistinction to other rules at the same

level of complexity. The top-down selection of certain rules within a complex

system of rules then results in the goal-directed amplification and diminution

of attention to potential influences on thought (inferences) and action when

multiple possible influences are present. This, in turn, allows for greater cog-

nitive flexibility in situations where behavior might otherwise be determined

by the bottom-up activation of rules that have been primed through previous

experience.

Figure 19–3 contrasts three cases in which action is based on different levels

of consciousness. In Figure 19–3A, action occurs in the absence of any reflection

at all—it occurs on the basis of what is referred to as ‘‘minimal consciousness’’

After minC processing of objA, the contents of minC are then fed back into minC via a

re-entrant feedback process, producing a new, more reflective level of consciousness

referred to as ‘‘recursive consciousness’’ (recC). The contents of recC can be related

(rel1) in consciousness to a corresponding description (descA), or label, which can then

be decoupled from the experience, labeled, and deposited into working memory, where

it can serve as a goal (G1) to trigger an action program in a top-down fashion from

procedural LTM. C. Subsequent (higher) levels of consciousness, including self-con-

sciousness (selfC), reflective consciousness 1 (refC1), and reflective consciousness 2

(refC2). Each level of consciousness allows for the formulation and maintenance in

working memory of more complex systems of rules. descs, descriptions; Iobjs, inten-

tional objects; Sdescs, self-descriptions; ER1, system of embedded rules; PR, pair of

rules; R, rule; C, condition; A, action. (Reprinted with permission from Zelazo, Trends

in Cognitive Sciences, 8, 12–17. Copyright Elsevier, 2004).
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(minC). An object in the environment (objA) triggers a salient, low-resolution

‘‘description’’ from semantic long-termmemory. This description (‘‘intentional

object’’) [IobjA] then becomes an intentional object of minC, and it automat-

ically triggers the most strongly associated action program in procedural long-

term memory or elicits a stored stimulus-reward association. A telephone, for

example, might be experienced by a minC infant as ‘‘suckable thing,’’ and this

descriptionmight trigger the stereotypical motor schema of sucking. In another

example, a particular hiding location may have been associated with an inter-

esting activity (e.g., a hiding event) or a reward (e.g., retrieving an object), and

so, when seen, may elicit reaching toward that location.

In Figure 19–3B, action is based on one degree of reflection, resulting in

a higher level of consciousness called ‘‘recursive consciousness’’ (recC). Now

when objA triggers IobjA and becomes the content of minC, instead of trig-

gering an associated action program directly, IobjA is fed back into minC (at a

subsequent moment), where it can be related to a label (descA) from semantic

long-term memory. This descA can then be decoupled from the minC expe-

rience, labeled, and deposited in long-term memory (where it provides a po-

tentially enduring trace of the experience) and into working memory, where it

can serve as a goal (G1) that triggers an action program, even in the absence of

objA, and even if IobjA would otherwise trigger a different action program.

For example, when presented with a telephone, a toddler operating at this level

of consciousness may activate a specific semantic association and put the tele-

phone to his or her ear (functional play) instead of putting the telephone in his

or her mouth (a generic, stereotypical response). In the ‘‘A-not-B’’ task, the

toddler may respond on the basis of a representation (in working memory) of

the object at its current B location and avoid responding on the basis of an

acquired tendency to reach toward location A. The toddler respondsmediately

to the decoupled label in working memory rather than immediately to a su-

perficial gloss of the situation. This reflective mediation of responding has

consequences not only for action but also for recollection. In the absence of

reflection, the contents of minC are continually replaced by new intero- and

exteroceptor stimulation, and no symbolic trace of the experience is available

for subsequent recollection; the experience is exclusively present-oriented,

moment-by-moment.

Figure 19–3C shows thatmore deliberate action occurs in response to amore

carefully considered construal of the same situation, brought about by sev-

eral degrees of reprocessing the situation. The higher level of consciousness

depicted in Figure 19–3C allows for the formulation (and maintenance in

working memory) of a more complex and more flexible system of rules or

inferences. With each increase in level of consciousness, the same basic pro-

cesses are recapitulated, but with distinct consequences for the quality of the

subjective experience (richer because of the incorporation of new elements), the

potential for episodic recollection (greater because information is processed a

deeper level) [Craik and Lockhart, 1972], the complexity of children’s explicit

knowledge structures, and the possibility of the conscious control of thought,
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action, and emotion. In general, however, as level of consciousness increases,

reflective processing is interposed between a stimulus and a response, creating

psychological distance from what Dewey (1931/1985) called the ‘‘exigencies of a

situation.’’

Because levels of consciousness are hierarchically arranged, one normally

operates on multiple levels of consciousness simultaneously—with processing

at all levels focused on aspects of this same situation. In some cases, however,

processing at different levels may be dissociated. For example, when we drive a

car without full awareness because we are conducting a conversation, our

driving is based on a relatively low level of consciousness (and our experience

of driving is likely to be forgotten), but our conversation is likely to be based

on a higher, more reflective level.

According to the CCC-r theory, language plays a key role in rule use. First,

the formulation of rules is hypothesized to occur primarily, if not exclu-

sively, in potentially silent, self-directed speech. People need to talk their way

through rule use tasks—and more generally, through problems requiring con-

scious control. We often do not notice (or remember) that we are using private

speech, but research on the effects of articulatory suppression is consistent

with this claim (e.g., Emerson and Miyake, 2003). Second, the use of language,

and in particular, labeling one’s subjective experiences, helps to make those ex-

periences an object of consideration at a higher level of consciousness (within

developmental constraints on the highest level of consciousness that children

are able to obtain). The effect of labeling on levels of consciousness and flex-

ibility can be illustrated by work by Jacques et al. (2007), using the Flexible

Item Selection Task. In each trial of the task, children are shown sets of three

items designed so that one pair matches on one dimension, and a different pair

matches on a different dimension (e.g., a small yellow teapot, a large yellow

teapot, and a large yellow shoe). Children are first told to select one pair (i.e.,

selection 1), and then asked to select a different pair (i.e., selection 2). To re-

spond correctly, children must represent the pivot item (i.e., the large yellow

teapot) according to both dimensions. Four-year-olds generally perform well

on selection 1, but poorly on selection 2, indicating inflexibility. Asking

4-year-old children to label their perspective on selection 1 (e.g., ‘‘Why do those

two pictures go together?’’) makes it easier for them to adopt a different per-

spective on selection 2. This finding is consistent with the hypothesis that

labeling their initial subjective perspective places children at a higher level of

consciousness, from which it is possible to reflect on their initial perspective,

and from which it is easier to access an alternative perspective on the same

situation.

On this account, the reprocessing of information through levels of con-

sciousness, the formulation of more complex rule systems, and the mainte-

nance of these rule systems in working memory are believed to be mediated by

thalamocortical circuits involving PFC, although different regions of PFC play

different roles at different levels of complexity (and consciousness). Bunge

(2004) and Bunge and Zelazo (2006) summarized evidence that PFC plays a
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key role in rule use, and that different regions of PFC are involved in re-

presenting rules at different levels of complexity—from simple stimulus-re-

ward associations (orbitofrontal cortex [OFC]), to sets of conditional rules

(ventrolateral prefrontal cortex [VLPFC] and dorsolateral prefrontal cortex

[DLPFC]), to explicit consideration of task sets (rostrolateral prefrontal cortex

[RLPFC]) [see Fig. 19–4].

Figure 19–4 A hierarchical model of rule representation in lateral prefrontal cortex.

Top. Lateral view of the human brain, with regions of prefrontal cortex identified by the

Brodmann areas (BA) that comprise them: orbitofrontal cortex (BA 11), ventrolateral

prefrontal cortex (BA 44, 45, 47), dorsolateral prefrontal cortex (BA 9, 46), and rostro-

lateral prefrontal cortex (BA 10). The prefrontal cortex regions are shown in various

shades of gray, indicating which types of rules they represent. Bottom. Rule structures,

with darker shades of gray indicating increasing levels of rule complexity. The formu-

lation and maintenance in working memory of more complex rules depends on the

reprocessing of information through a series of levels of consciousness, which in turn,

depends on the recruitment of additional regions of prefrontal cortex into an increas-

ingly complex hierarchy of prefrontal cortex activation. S, stimulus; check, reward; X,

nonreward; R, response; C, context, or task set. Brackets indicate a bivalent rule that is

currently being ignored. (Reprinted with permission from Bunge and Zelazo, Current

Directions in Psychological Science, 15, 118–121. Copyright Blackwell Publishing, 2006.)
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The function of PFC is proposed to be hierarchical in a way that corresponds

roughly to the hierarchical complexity of rule use, as shown in Figure 19–4. As

individuals engage in reflective processing, ascend through levels of conscious-

ness, and formulate more complex rule systems, regions of lateral PFC are in-

tegrated into an increasingly elaborate hierarchy of PFC function via thalamo-

cortical circuits. As the hierarchy unfolds, information is first processed via

circuits connecting the thalamus and OFC. OFC generates learned approach-

avoidance (stimulus-reward) rules. If these relatively unreflective processes do

not provide an adequate response to the situation, then anterior cingulate cor-

tex (ACC), serving as a performance monitor (e.g., Ridderinkhof et al., 2004),

signals the need for further reflection, and the information is then reprocessed

via circuits connecting the thalamus and VLPFC. Further processing—as re-

quired, for example, when prepotent response tendencies elicited by bivalent

rules need to be ignored—occurs via circuits connecting the thalamus toDLPFC.

Thalamocortical circuits involving RLPFC play a role in the explicit consider-

ation of task sets at each level in the hierarchy. Iterations of this mechanism

of reprocessing information underlie the ascent through levels of consciousness,

with VLPFC, DLPFC, and RLPFC playing distinct roles in the representation

and maintenance of rules in working memory.

As Bunge and Zelazo (2006) noted, developmental research suggests that

the order of acquisition of rule types shown in Figure 19–4 corresponds to the

order in which corresponding regions of PFC mature. The volume of gray

matter reaches adult levels earliest in OFC, followed by VLPFC, and then by

DLPFC (Giedd et al., 1999; Gogtay et al., 2004). Measures of cortical thickness

suggest that DLPFC and RLPFC exhibit similar, slow rates of structural change

(O’Donnell et al., 2005). With development, children are able to engage neural

systems involving the hierarchical coordination of more regions of PFC—a

hierarchical coordination that develops in a bottom-up fashion, with higher

levels in the hierarchy operating on the products of lower levels through thala-

mocortical circuits.

IMPLICATIONS AND PREDICTIONS

Key aspects of this model have been captured in mathematical and compu-

tational models, leading to testable predictions that have since received em-

pirical support; this material has been reviewed elsewhere (e.g., see Zelazo

et al., 2003). This final section highlights implications that may be particularly

relevant to the developmental cognitive neuroscience of rule use.

1. As children develop, they will be more likely to engage in reflective

processing during challenging measures of rule use. This should re-

sult in increasing reliance on more anterior regions of PFC (i.e.,

frontalization) [see Rubia et al., 2000]. Consistent with this predic-

tion, Lamm et al. (2006) used a high-density (128-channel) electro-

encephalogram to measure event-related potentials as children and

Development of Rule Use in Childhood 451



adolescents performed a ‘‘go/no-go’’ task, which involves a simple pair

of univalent rules, and collected a number of independent measures

of executive function. The source of the N2 component, an index of

cognitive control measured on correct ‘‘go’’ trials, was more anterior

in those children who performed well on the executive function tasks

than it was in those children who performed poorly.

2. Reflective processing and the use of higher-order rules take time to

occur, so the theory makes predictions about the time course of rule

use and the consequences of requiring rapid responses. Response

deadlines will interrupt the cycles of reprocessing involved in re-

flection and the formulation of higher-order rules, resulting in action

based on lower levels of consciousness and less complex hierarchies of

rules, as well as decreases in activation in anterior regions of lateral

PFC.Older children andadults should look like younger childrenwhen

required to respond quickly, resulting not only in poorer performance

but also in characteristic errors (e.g., perseverative errors versus ran-

dom errors) and relatively immature patterns of neural activation.

Given that PFC-mediated reprocessing is effortful,manipulations such

as divided attention would also be predicted to result in decreases in

rule complexity as well as decreases in activation in anterior regions

of lateral PFC.

3. Reflective processing and the use of higher-order rules are hypothesized

to be mediated by language. In children, performance on measures of

rule use is consistently found to be related to measures of language ac-

quisition or skill (e.g., Jacques et al., 2006), and similar results would be

expected for adults. In addition, articulatory suppression should have

predictable effects on rule complexity and patterns of neural activation.

4. Different regions of PFC will be involved in working memory at

different levels of rule complexity. Working memory has traditionally

been linked to DLPFC function using a number of different neuro-

psychological methods, including functional magnetic resonance im-

aging and lesion studies (e.g., Braver et al., 1997; Smith and Jonides,

1999). Given the way in which working memory is typically assessed

in human adults—as the ability to maintain and manipulate informa-

tion to control responses across a series of trials in a single context—

this evidence is consistent with the hypothesis that DLPFC plays a key

role in following bivalent rules: using one rule while ignoring a

competing alternative. That is, measures of working memory require

participants to work on some information (e.g., trial-unique infor-

mation) while ignoring other information (e.g., information from

previous trials). The theory suggests, however, that other regions of

PFC will play a key role in the maintenance in working memory of

other types of rules. For example, VLPFC will play a fundamental role

in the maintenance in working memory of univalent conditional rules

(e.g., Bunge et al., 2003; Crone et al., 2006).
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5. Finally, the model speaks to the distinction between relatively ‘‘hot,’’

motivationally significant aspects of executive function more associ-

ated with OFC, and the more clearly cognitive, ‘‘cool’’ aspects more

associated with lateral PFC (Miller and Cohen, 2001; Zelazo and

Müller, 2002). In terms of the hierarchical model of lateral PFC

function (Fig. 19–4), it is not that ventral regions, such as OFC, are

exclusively involved in hot executive function, but rather that they

remain more activated, even as a hierarchy of lateral PFC regions is

elaborated. Simple rules for approaching versus avoiding concrete

stimuli (the provenance of OFC) are more difficult to ignore in mo-

tivationally significant situations, so in effect, hot executive function

involves increased bottom-up influences on PFC processing, with the

result that hot executive function (versus cool executive function)

requires relatively more attention to (and activation of) lower levels in

rule hierarchies—discriminations at that level become more salient.

Thus, this model views hot-cool as a continuum that is correlated

with the degree of reflection and rule complexity made possible by the

reprocessing of information in lateral PFC.

CONCLUSION

The development of rule use in childhood follows a protracted course that

mirrors the slow development of PFC. In the account summarized here, age-

related improvements in rule use are brought about via increases in the com-

plexity of the rule systems that children are able to formulate and maintain in

working memory. These increases in rule complexity, in turn, are made pos-

sible by increases in the highest level of consciousness that children are able to

muster. The need for reprocessing rules is signaled by ACC activation, indi-

cating that OFC-mediated stimulus-reward rules are inadequate in the current

situation. ACC recruits more lateral areas of PFC associated with higher levels

of consciousness and the formulation (and maintenance in working memory)

of increasingly complex rule hierarchies. More complex rule systems allow for

more flexible selection among competing task sets, and improvements in the

ability to ignore irrelevant information. As outlined here, research on rule use

has the potential to shed light on fundamental topics, such as the role of con-

sciousness in the development of cognitive control.
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