Neurovascular
Medicine

Pursuing Cellular Longevity for Healthy Aging

eoneo 8 Kenneth Maiese




NEUROVASCULAR MEDICINE



This page intentionally left blank



Neurovascular Medicine

Pursuing Cellular Longevity
for Healthy Aging

Kenneth Maiese, MD

Division of Cellular and Molecular
Cerebral Ischemia
Departments of Neurology and Anatomy &
Cell Biology
Barbara Ann Karmanos Cancer Institute
Center for Molecular Medicine and Genetics
Institute of Environmental Health Sciences
Wayne State University School of Medicine
Detroit, M|

OXFORD

UNIVERSITY PRESS

2009



OXFORD

UNIVERSITY PRESS

Oxford University Press, Inc., publishes works that further
Oxford University’s objective of excellence
in research, scholarship, and education.

Oxford New York

Auckland Cape Town Dar es Salaam Hong Kong Karachi
Kuala Lumpur Madrid Melbourne Mexico City Nairobi
New Delhi Shanghai Taipei Toronto

With offices in

Argentina Austria Brazil Chile Czech Republic France Greece
Guatemala Hungary Italy Japan Poland Portugal Singapore
South Korea Switzerland Thailand Turkey Ukraine Vietnam

Copyright © 2009 by Oxford University Press, Inc.

Published by Oxford University Press, Inc.
198 Madison Avenue, New York, New York 10016

Www.oup.com

Oxford is a registered trademark of Oxford University Press

All rights reserved. No part of this publication may be reproduced,
stored in a retrieval system, or transmitted, in any form or by any means,
electronic, mechanical, photocopying, recording, or otherwise,

without the prior permission of Oxford University Press.

Library of Congress Cataloging-in-Publication Data

Neurovascular medicine: pursuing cellular longevity for

healthy aging / [edited by] Kenneth Maiese.

p-;cm.

Includes bibliographical references and index.

ISBN 978-0-19-532669-7

1. Pathology, Cellular. 2. Pathology, Molecular. 3. Nervous system—Degeneration.
4. Inflammation—Mediators. I. Maiese, Kenneth, 1958- [DNLM: 1. Nervous System Physiology.
2. Aging—physiology. 3. Cell Physiology. 4. Neurodegenerative
Diseases—prevention & control. 5. Neurons—physiology. WL 102 N5122 2008]
RBI113.N48 2008

616.07—dc22 2008006253

987654321

Printed in China
on acid-free paper


www.oup.com

Preface

It is estimated that more than 500 million individuals
suffer from nervous and vascular system disorders in
the world. These disorders can comprise both acute
and chronic degenerative diseases that involve hyper-
tension, cardiac insufficiency, stroke, traumatic brain
injury, presenile dementia, Alzheimer’s disease, and
Parkinson’s disease. In regards to metabolic disor-
ders such as diabetes mellitus, diabetes itself is pre-
sent in more than 165 million individuals worldwide,
and by the year 2030, it is predicted that more than
360 million individuals will be affected by diabe-
tes mellitus. Of potentially greater concern is the
incidence of undiagnosed diabetes that consists of
impaired glucose tolerance and fluctuations in serum
glucose levels that can increase the risk for acute and
long-term complications in the vascular and cardiac
systems.

Considering the significant risks that can be pre-
sented to the nervous and vascular systems, it is sur-
prising to learn that organs such as the brain are
highly susceptible to loss of cellular function and have
only limited capacity to avert cellular injury. A vari-
ety of observations support this premise. For example,
the brain possesses the highest oxygen metabolic rate
of any organ in the body, consuming 20% of the total
amount of oxygen in the body and enhancing the
possibility for the aberrant generation of free radi-
cals. In addition, the brain is composed of signifi-
cant amounts of unsaturated fats that can readily
serve as a source of oxygen free radicals to result in
oxidative stress. Although a number of mechanisms
can account for the loss of neuronal and vascular
cells, the generation of cellular oxidative stress rep-
resents a significant component for the onset of
pathological complications. Initial work in this field
by early pioneers observed that increased metabolic
rates could be detrimental to animals in an elevated
oxygen environment. More current studies outline
potential aging mechanisms and accumulated toxic
effects for an organism that are tied to oxidative
stress. The effects of oxidative stress are linked to the

generation of oxygen free radical species in excessive
or uncontrolled amounts during the reduction of
oxygen. These oxygen free radicals are usually pro-
duced at low levels during normal physiological condi-
tions and are scavenged by a number of endogenous
antioxidant systems such as superoxide dismutase;
glutathione peroxidase; and small molecule sub-
stances such as vitamins C, E, D;, and B,.

Yet, the brain and vascular system may suffer from
an inadequate defense system against oxidative stress
despite the increased risk factors for the generation of
elevated levels of free radicals in the brain. Catalase
activity in the brain, an endogenous antioxidant, has
been reported to exist at levels markedly below those
in the other organs of the body, sometimes approach-
ing catalase levels as low as 10% in other organs such
as the liver. Free radical species that are not scavenged
can ultimately lead to cellular injury and programmed
cell death, also known as apoptosis. Interestingly, it
has recently been shown that genes involved in the
apoptotic process are replicated early during pro-
cesses that involve cell replication and transcription,
suggesting a much broader role for these genes than
originally anticipated. Apoptotically induced oxida-
tive stress can contribute to a variety of disease states,
such as diabetes, cardiac insufficiency, Alzheimer’s
disease, trauma, and stroke and lead to the impair-
ment or death of neuronal and vascular endothelial
cells.

It is clear that disorders of the nervous and vascu-
lar systems continue to burden the planet’s population
not only with increasing morbidity and mortality but
also with a significant financial drain through increas-
ing medical care costs coupled to a progressive loss in
economic productivity. With the varied nature of dis-
eases that can develop and the multiple cellular path-
ways that must function together to lead to a specific
disease pathology, one may predict that the complex-
ity that occurs inside a cell will also define the varied
relationships that can result among different cells that
involve neuronal, vascular, and glial cells. For example,
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activated inflammatory microglia may assist during
the recovery phase in the brain following an injury,
such as with the removal of injured cells and debri fol-
lowing cerebral hemorrhage. Yet, under different con-
ditions, these cellular scavengers of the brain may also
be the principal source for escalating tissue inflamma-
tion and promoting apoptotic cell injury in otherwise
functional and intact neighboring cells of the brain.
Given the vulnerability of the nervous and vascular
systems during development, acute injury, and aging,
identifying the cellular pathways that determine cel-
lular function, injury, and longevity may significantly
assist in the development of therapeutic strategies to
either prevent or at least reduce disability from crip-
pling degenerative disorders. With this objective,
Newrovascular Medicine: Pursuing Cellular Longevity for
Healthy Aging is intended to offer unique insights into
the cellular and molecular pathways that can govern
neuronal, vascular, and inflammatory cell function

and provide a platform for investigative perspectives
that employ novel “bench to bedside” strategies from
internationally recognized scientific leaders. In light
of the significant and multifaceted role neuronal, vas-
cular, and inflammatory cells may play during a vari-
ety of disorders of the nervous and vascular systems,
novel studies that elucidate the role of these cells
may greatly further not only our understanding of
disease mechanisms but also our development of tar-
geted treatments for a wide spectrum of diseases. The
authors of this book strive to lay the course for the
continued progression of innovative investigations,
especially those that examine previously unexplored
pathways of cell biology with new avenues of study for
the maintenance of healthy aging and extended cel-
lular longevity.

Kenneth Maiese
Editor
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Chapter 1

ROLE OF PRION

PROTEIN DURING NORMAL

PHYSIOLOGY AND DISEASE
Adriana Simon Coitinho and Glaucia N. M. Hajj

ABSTRACT

Prions are infectious particles composed only of
proteins. Their importance resides in the concept
that information transmission between two organ-
isms can be devoid of nucleic acid. Prions are also
well known as the etiological agents of several neu-
rodegenerative diseases of animals and man called
transmissible spongiform encephalopathies (TSEs).

Literature on prion-associated diseases, transmis-
sion mechanisms, and the related normal isoform
of the protein has grown impressively in the last
few years (the entry prion in the Web-based search
mechanism PubMed gave 8578 hits in July 2007),
making it very difficult to cover all aspects of prion
in depth in this chapter. We will therefore focus on
the history, symptoms, mechanisms of transmission
and diagnosis of prion diseases, and currently pro-
posed therapies. There will also be a short discussion
on the physiological roles of the normal isoform of
the prion.

Keywords: cellular prion protein, prion protein,
physiological function, prion diseases, transmissible
spongiform encephalopathies, neurodegeneration.

HISTORY

tudies on prions and related diseases date

from the beginning of the 20th century,

but several questions remain unresolved.

Table 1.1 lists the most important scientific
reports that have contributed to the current prion
hypothesis. The first disease studied was scrapie, a
naturally occurring neurodegenerative disease of
sheep that can be transmitted experimentally from
one sheep to another (Cuille, Chelle 1939) and even
to mice (Chandler 1961). In experimental models of
scrapie, researchers attempted to isolate the patho-
logical agent from brain extracts of affected animals.
In 1980, Stanley Prusiner and coworkers succeeded in
isolating a brain fraction enriched with the pathologi-
cal agent (Prusiner, Groth, Cochran et al. 1980). This
material had amyloid characteristics that were seen as
small fibrilar aggregates, known as scrapie associated
fibrils (SAF) or “prion rods,” in electron micrographs
(Merz, Somerville, Wisniewski et al. 1981; Prusiner,
McKinley, Bowman et al. 1983). The same aggregates
were purified from the brain extracts of Creutzfeldt—
Jakob disease (CJD) and kuru patients (Merz, Rohwer,
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Table 1.1 Historical Overview of Prion Research

Year Discovery

1898 First scientific description of scrapie (Besnoit, Morel 1898)

1920 First scientific description of C]D (Creutzfeldt 1920, Jakob, 1921)

1939 Experimental transmission of scrapie (Cuille, Chelle 1939)

1957 First scientific description of kuru (Gajdusek, Zigas 1957)

1959 Similarities between kuru and scrapie are observed (Hadlow 1959)

1961 Several strains of the etiological agent of scrapie (Pattison, Millson 1961)
1961 Scrapie experimentally transmitted to mice (Chandler 1961)

1963 Experimental transmission of kuru to chimps (Gajdusek et al. 1966)
1966 Scrapie agent is resistant to UV irradiation (Alper et al. 1966; Alper et al. 1967)
1967 Protein only hypothesis (Griffith, 1967)

1968 CJD transmission to chimps (Gibbs, Jr. et al. 1968)

1980 Scrapie extract is protein rich and proteolysis resistant (Prusiner et al. 1980)
1982 Prion concept (Prusiner 1982)

1985 PrP¢ gene discovered Chesebro et al. 1985; Oesch et al. 1985)

1986 PrP¢ and PrPs¢ come from the same gene (Basler et al. 1986)

1987 First scientific description of BSE (Wells et al. 1987)

1989 PrP¢ mutations cause GSS Hsiao et al. 1989)

1992 PrP¢ knockout mice (Bueler et al. 1992)

1993 PrP¢ knockout mice are resistant to scrapie (Bueler et al. 1993)

1993 Structural differences between PrP¢ and PrPS¢ (Pan et al. 1993)

1994 PrP¢ to PrP™ conversion in a noncellular system (Kocisko et al. 1994)
1996 First scientific description of vCJD (Will et al. 1996)

1996 PrPs¢ from BSE has a unique glycosylation pattern (Collinge et al. 1996)
1996 PrP¢ protein structure described (Riek et al. 1996)

1997 vCJD is caused by BSE infection (Bruce et al. 1997; Hill et al. 1997a)
2000 Experimental BSE transmission through blood (Houston et al. 2000)
2003 PrP¢ depletion in neurons reverses TSEs symptoms (Mallucci et al. 2003)
2004 Recombinant PrP¢ converted to PrP% in vitro (Legname et al. 2004)

Adapted from Aguzzi, Polymenidou 2004.

BSE, Bovine spongiform encephalopathy; CJD, Creutzfedt—Jakob disease; GSS, Gerstmann—
Straussler-Scheinker syndrome; TSE, transmissible spongiform encephalopathy; UV, ultraviolet;

vCJ]D, variant of Creutzfedt-Jakob disease.

Kascsak et al. 1984). The material was partially resis-
tant to proteolysis, generating a protein fragment with
amolecular weight of 27 to 30 kDa (Bolton, McKinley,
Prusiner 1982; McKinley, Bolton, Prusiner 1983).
However, the infectivity of the material was sensitive
to treatments that destroyed nucleic acids (DNA and
RNA) (Alper, Cramp, Haig et al. 1967). These find-
ings led Prusiner to propose the hypothesis of an
infection mediated only by proteins, the “protein only
hypothesis,” which stated that the etiological agent of
scrapie was a “proteinaceous infectious particle” or
prion (Prusiner 1982). Although this hypothesis had
been suggested a decade earlier by other researchers
(Griffith 1967; Gibbons, Hunter 1967), it was credited
only after the infectious agent of scrapie was purified
by the Prusiner laboratory.

The purified infectious agent was used to produce
antibodies that recognized the infectious protein in

brain extracts of infected animals. Curiously, the anti-
body could also identify a protein in brain extracts
from uninfected animals, indicating that a homo-
logue of the infectious agent was present in normal
brain tissue (Oesch, Westaway, Walchli et al. 1985).
The normal protein was sequenced and the encod-
ing gene (Prnp) was discovered. The infectious pro-
tein was subsequently named scrapie prion protein,
or PrP%, and the normal form was called cellular prion
protein, or PrP¢ (Basler, Oesch, Scott et al. 1986).
Researchers later found that both proteins had the
same amino acid sequence (Turk, Teplow, Hood et al.
1988) but had different three dimensional structures;
while PrP¢ had a large o-helical content, PrP5 was
predominantly composed of B-sheets (Pan, Baldwin,
Nguyen et al. 1993). The difference in structure
explains why PrP¢ is a soluble molecule susceptible
to proteolysis and PrP% is insoluble and resistant to
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proteolysis (Meyer, McKinley, Bowman et al. 1986).
The structural properties of PrP% favor the formation
of insoluble aggregates and amyloid plaques, leading
to the hypothesis that PrP% might dimerize with PrP¢,
altering the structure of the normal protein and lead-
ing to progressive plaque deposition. In this model,
PrP5 molecules would be exponentially generated
from PrP¢, a process that would slowly and progres-
sively lead to neuronal death (Prusiner 1989).

Support for the infectious protein theory was
found in animals in which the PrP¢ gene had been
removed. These animals that did not express PrP¢
(PrP¢knockouts) also did not exhibit PrP5¢ deposition
or present neurodegenerative symptoms when inocu-
lated with scrapie (Bueler, Aguzzi, Sailer et al. 1993).
Additional experiments were performed in mice that
did not express PrP¢ in neurons (conditional knock-
outs). When inoculated with the scrapie agent, these
mice produced amyloid plaques and PrP5 deposits
but did not display neurological symptoms or neu-
rodegeneration (Mallucci, Dickinson, Linehan et al.
2003). The final line of evidence supporting the prion
hypothesis came from the in vitro conversion of PrP¢
expressed in bacteria (recombinant PrP¢) into a form
resistant to proteolysis (PrP™) (Kocisko, Come, Priola
et al. 1994). More important was the ability to con-
vert PrP¢ in vitro into an infectious isoform able to
produce disease (Legname, Baskakov, Nguyen et al.
2004; Castilla, Saa, Hetz et al. 2005a).

Prion disease can vary substantially in a single host
species in terms of incubation period, lesion distribu-
tion, and amyloid plaque formation, leading us to the
conceptof prion strains. Interestingly, prion molecules
isolated from distinct types of disease are also struc-
turally distinct (Aucouturier, Kascsak, Frangione et al.
1999). The original strain, when transmitted to the
host, will reproduce the original characteristics of the
inoculum, so that one animal can reproduce several
strains and present the symptoms of each disease
(Telling, Parchi, DeArmond et al. 1996).

PRION DISEASES

The discovery of prion diseases was a very intriguing
event because the pathogenic agent causes a group of
lethal neurodegenerative diseases mediated by a new
transmission mechanism (Prusiner 1998). These dis-
eases affect several animal species, including humans
(Table 1.2), and are called spongiform encephalopathies
because of the sponge-like aspect of brain degenera-
tion (Glatzel, Aguzzi 2001; Fornai, Ferrucci, Gesi et al.
2006).

The oldest prion disease known is scrapie, which
occurs naturally in goat and sheep. Although the dis-
ease was recognized more than 300 years ago, the first
scientific description dates from 1898 (Besnoit, Morel
1898). The affected animals present behavioral dis-
turbances, excitability, ataxia, and paralysis, leading
to death shortly after the appearance of symptoms
(Narang 1987). Scrapie is incurable and fatal in all
cases, as are all prion diseases. The nervous system
presents histological modifications, with large vacu-
ole formation, intense gliosis, and neuronal loss.
Amyloid deposits can also be observed. Scrapie was
the first prion disease that was proved to be infectious
(Cuille, Chelle 1939), although transmissibility to
humans has never been demonstrated. The presence
of PrP5 can be observed in preclinical stages in the
nervous system and in lymphoid tissues (Taraboulos,
Jendroska, Serban et al. 1992).

In 1986, a neurological disease with clinical signs
of rapid progression in behavioral impairment, ataxia,
and disestesywas foundin cattle in the United Kingdom
(Wells, Scott, Johnson et al. 1987). Autopsies found his-
tological alterations in the brains that resembled those
found in scrapie (Narang 1996). Therefore, the dis-
ease was named bovine spongiform encephalopathy (BSE),
popularly known as “mad cow disease.” The number of
cases increased every year, until an epidemic surfaced
in Great Britain in the 1980s, with nearly 400,000
animals affected (Wells, Wilesmith 1995).

Table 1.2 Transmissible Spongiform Encephalopathies

Prion Disease Host References
Scrapie Sheep and Goat Besnoit, Morel 1898
Transmissible mink encephalopathy (TME) Mink Hartsough, Burger 1965
Chronic wasting disease (CWD) Deer and Elk Williams, Young 1980
Feline spongiform encephalopathy (FSE) Cats Wyatt et al. 1991

Bovine spongiform encephalopathy (BSE) Cattle Wells et al. 1987

Kuru Humans Gajdusek, Zigas 1957
Creutzfedt—Jakob disease (CJD) Humans Jakob 1921; Creutzfeldt 1920
new variant of C]D (nvC]D) Humans Will et al. 1996
Gerstmann-Straussler—Scheinker (GSS) Humans Gerstmann 1928
syndrome

Fatal familial insomnia (FFI) Humans Medori et al. 1992
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In the search for the origin of this new disease,
researchers found that the cattle had received a
dietary protein supplement from meat and bone meal
(MBM) from the offal of sheep, cows, and pigs. In
the 1970s, an alteration in the MBM manufacturing
process and the use of scrapie-contaminated sheep
carcasses led to the introduction of prions into cattle
diets (Wilesmith, Ryan, Atkinson 1991). The greatest
concern was the long asymptomatic phase of this dis-
ease. The average incubation time of 5 years is associ-
ated with the risk of contaminated cattle being used
for human consumption for a prolonged duration
before the appearance of any clinical signs.

Other animal species can also be affected by
transmissible spongiform encephalopathies (TSEs).
Domestic cats and large captive felines have been
found with transmissible feline encephalopathy that
was probably acquired from prion-contaminated food
(Wyatt, Pearson, Smerdon et al. 1991). Wild deer and
elk suffer from chronic wasting disease (CWD), a TSE
of unknown origin that is endemic to some wild and
captive populations of the United States. The disease
was first recognized in the 1960s and was initially
thought to be a nutritional deficiency related to stress
or intoxication. It was recognized as a spongiform
encephalopathy (Williams, Young 1980) in 1977 and
has since been experimentally transmitted to a variety
of animal species.

Minks are also susceptible to a form of TSE called
transmissible mink encephalopathy (TME) (Sigurdson,
Miller 2003). TME, a rare sporadic disease of ranched
mink, hypothetically arose from the feeding of scrapie-
or BSE-contaminated products (Hartsough, Burger
1965). Affected minks present behavioral alterations,
weight loss, and progressive debilitation until death
(Marsh, Hadlow 1992).

In humans, the first infectious neurodegenera-
tive disease connected to prions was kuru, a disease
observed in the 1950s among the natives of Papua New
Guinea. Kuru is considered a cerebellar syndrome,
and the symptoms include progressive ataxia, trem-
bling, and loss of movement control, but no dementia.
Histopathological alterations are typical of TSEs and
include vacuolization, astrogliosis, and amyloid plaque
deposition (Gajdusek, Zigas 1957). The similarity of
the neuropathological findings between kuru and
scrapie (Hadlow 1959) led to the proposal that kuru
might also be transmissible, and experimental trans-
mission was accomplished in 1966 (Gajdusek, Gibbs,
Alpers 1966). Epidemiological evidence pointed to an
association between cannibalism and the emergence
of disease. At the time, it was common practice for
members of the Fore tribe to eat the brains of dead
relatives (Gajdusek, Zigas 1957). It is believed that the
disease spread through the ingestion of brain tissue
from a sporadic or hereditary case of prion disease.

The extinction of cannibalistic funeral practices in
the 1960s has drastically reduced the incidence of
kuru (Gajdusek 1977).

The most common human TSE is certainly CJD,
with an incidence of one to two cases per million
per year. It was first described by Creutzfeldt in 1920
and Jakob in 1921 (Masters, Gajdusek, Gibbs 1981).
Symptoms include cognitive deficit, cerebellar signs,
sleep disturbance, and behavioral abnormalities with
the possibility of peripheral neuropathies, leading
to rapid and progressive dementia and death within
12 months. As the disease progresses, pyramidal
and extrapyramidal symptoms, ataxia, and visual
disturbances are seen, and the patient may develop
myoclonus. Histological data (Fig. 1.1) include tissue
“sponging,” astrocyte proliferation associated with
neuronal loss, and amyloid plaques of PrP%¢. The inci-
dence peak is around 55 to 65 years of age (Glatzel,
Stoeck, Seeger et al. 2005).

CJD can be of hereditary, iatrogenic, or sporadic
origin. The sporadic form of CJD represents 85% of
all CJD cases and is believed to develop because of
spontaneous alterations in PrP¢. It cannot be related
to any genetic alteration, environmental risk, or expo-
sure to the infectious agent (Will 2003). There is great
variation in the symptoms between individual cases,
but the disease typically evolves rapidly in multiple
cerebral areas.

Successful experimental transmission of CJD
soon followed the recognition of kuru as infectious,
leading to a new scientific interest in prion diseases

Figure 1.1 Brain sections of CJD patients. (A) Cerebellar atro-
phy, enlargement of ventricular system, and cortex atrophy.
(B) Reactive astrocytic gliosis. (C) Sponge-like lesions, gliosis, and
neuronal death. (D) Immunohistochemistry: intraneuronal and
extraneuronal immunopositive reactions for Prpsc.
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(Gibbs, Jr., Gajdusek, Asher et al. 1968). The fact that
C]D could be experimentally transmitted raised the
hypothesis that it could be transmitted from one per-
son to another during medical procedures. In fact,
the iatrogenic form of CJD can be caused by PrPs
exposure during surgical procedures such as human
dura mater implantation and corneal grafts (Lang,
Heckmann, Neundorfer 1998; Croes, Jansen, Lemstra
et al. 2001) with prion-infected tissues, or treatment
with human growth hormone (hGH) purified from
contaminated pituitaries (Collinge, Palmer, Dryden
1991). hGH injections and dura mater implants have
resulted in 267 cases of iatrogenic CJD over the last
20 years (Flechsig, Hegyi, Enari et al. 2001). The incu-
bation time depends on the inoculation site of PrPc,
Intracerebral exposure is associated with short incu-
bation periods (16 to 28 months), whereas peripheral
exposure results in long incubation periods (5 to 30
years). Evidence indicates that the form of exposure
has an influence on clinical presentation of the dis-
ease. Ataxia is common in cases of infection acquired
through the dura mater or hGH. In cases where PrPs¢
is directly inoculated into the central nervous system
(CNS), dementia is the first symptom (Glatzel, Stoeck,
Seeger et al. 2005). Recently, CJD transmission has
also been demonstrated through blood or its deriva-
tives (Llewelyn, Hewitt, Knight et al. 2004; Peden,
Head, Ritchie et al. 2004).

A relatively novel presentation is the new variant
of CJD (nvC]D), which was first described in 1996.
Recent studies indicate that nvC]JD emerged through
BSE transmission to humans, as the molecular charac-
teristics of nvC]D (electrophoretic migration pattern)
are very different from classic CJD but are strikingly
similar to those of BSE experimentally transmitted
to mice and monkeys (Collinge, Sidle, Meads et al.
1996). Oral transmission of BSE had already been
documented (Prusiner, Cochran, Alpers 1985; Bons,
Mestre-Frances, Belli et al. 1999; Herzog, Sales,
Etchegaray et al. 2004) and symptoms were identical
to those of nvCJD (Asante, Linehan, Desbruslais et al.
2002). From 1996 to 2001, the incidence of nvC]D
in the United Kingdom rose gradually, bringing the
fear of a large epidemic. However, incidence has been
stable since 2001, and only a small number of coun-
tries—the United Kingdom, France, and Ireland—
have reported new nvC]JD cases (Cousens, Zeidler,
Esmonde et al. 1997). The fact that nvC]D has distinct
clinical and pathological features makes defining
diagnosis criteria easier. Compared to sporadic CJD,
the mean duration of nvCJD is 14 months, and patients
are younger (mean 29 years of age) and show psychi-
atric symptoms. Histologically, nvCJD patients show
abundant amyloid plaque deposition surrounded by
vacuoles (“florid plaques”), and spongiform degen-
eration is less evident (Ironside, Bell 1997).

Genetic forms of the human prion diseases give
rise to three distinct phenotypes: the C]JD familial
form, Gerstmann-Straussler—-Scheinker syndrome
(GSS), and fatal familial insomnia (FFI). All of these
diseases are related to one of the 55 recognized patho-
genic mutations in the PrP¢ gene (Prnp) (Table 1.3).
The features of familial CJD vary with the underlying
mutation, but in general symptoms are the same as
those of sporadic CJD, with the exception that onset is
at an earlier age and the duration of the illness is pro-
longed. The first authentic familial case of CJD was
reported in 1924 (Kirschbaum 1924). GSS is charac-
terized by progressive cerebellar ataxia thatappears in
the fifth or sixth decade of life, accompanied by cog-
nitive decline. As opposed to other genetic diseases,
GSS consists of specific neuropathological features
of multicentric PrP% plaques spread over brain tissue
(McKintosh, Tabrizi, Collinge 2003). The experimen-
tal transmission of familial CJD and GSS (Masters,
Gajdusek, Gibbs 1981) was the first known instance
in medical science of diseases that are both infectious
and heritable.

FFI appears in average at age 48 and causes dis-
turbances in circadian rhythm, motor function, and
the endocrine system. A mutation at residue 178
Asp—Asn (D178N) of PrP is responsible for this dis-
ease. Interestingly, the same mutation can lead to CJD,
depending on a polymorphism at amino acid 129. C]D
results when the D178N mutation is accompanied by
two valines (Val/Val homozygote) or a valine and a
methionine (Val/Met heterozygote) in position 129.
When the D178N mutation is accompanied a homozy-
gous Met/Met genotype at amino acid 129, the patient
will present with FFI (Medori, Tritschler, LeBlanc
et al. 1992). The large amount of data generated in
the last 20 years has clearly established the participa-
tion of PrP5¢ and PrP¢ in prion diseases. Nevertheless,
the physiological functions of PrP¢ are still the subject
of intense debate.

CELLULAR PRION PROTEIN

Prion research has evolved immensely in the last
10 years, and today the normal isoform of the infec-
tious prion protein occupies a large part of this
research. The next section describes PrP¢ and the
multiple cellular functions proposed for this protein,
demonstrating how its loss of function could be preju-
dicial to cells.

PrP¢ is a constitutively expressed glycoprotein
found on the outer plasma membrane of many tis-
sues. The protein is expressed at high levels in the
CNS and in low levels in muscle, immune cells, and so
on (Table 1.4) (Glatzel, Aguzzi 2001). It is anchored to
the cell membrane by a glycosylphosphatidylinositol
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Table 1.3 PrP¢ Gene Mutations Associated to Prion Diseases

Codon Mutation Associated Diseases References
51-90 Insertion of 48-216 bp CJD/GSS Goldfarb et al. 1993
102 Pro/Leu GSS Doh-ura et al. 1989
105 Pro/Leu GSS Yamada et al. 1993
117 Ala/Val GSS Doh-ura et al. 1989
131 Gly/Val GSS Panegyres et al. 2001
145 Tyr/STOP GSS Ghetti et al. 1996
171 Asn/Ser Schizophrenia Samaia et al. 1997
178 Asp/Asn FF1/CJD Medori et al. 1992
180 Val/Ile CJD Kitamoto et al. 1993
183 Thr/Ala CJD Nitrini et al. 1997
187 His/Arg GSS Cervenakova et al. 1999
188 Thr/Lys Dementia Finckh et al. 2000
196 Glu/Lys CJD Peoc’h et al. 2000
198 Phe/Ser GSS Hsiao et al. 1992

200 Glu/Lys CJD Inoue et al. 1994
202 Asp/Asn GSS Piccardo et al. 1998
208 Arg/His CJD Mastrianni et al. 1996
210 Val/Ile CJD Pocchiari et al. 1993
211 Glu/Gln CJD Peoc’h etal. 2000
212 GlIn/Pro GSS Piccardo et al. 1998
217 Gln/Arg GSS Hsiao et al. 1992

232 Met/Arg CJD Kitamoto et al. 1993

CJD, Creutzfedt-Jakob disease; FFI,
Straussler—Scheinker syndrome.

Table 1.4 PrP¢ Tissue Expression

References

Harris et al. 1993; Sales et al. 2002;
Ford et al. 2002a

Durig et al. 2000; Kubosaki et al. 2003

PrP¢ Expression

Neurons

Immune cells

Lung Fournier et al. 1998; Ford et al. 2002b
Muscles Kovacs et al. 2004

Blood and bone Mabbott, Turner 2005; Ford et al. 2002b
marrow

Stomach Fournier et al. 1998; Ford et al. 2002b
Kidney Fournier et al. 1998; Ford et al. 2002b
Spleen Fournier et al. 1998; Ford et al. 2002b

(GPI) anchor (Prusiner 1998). The physiological
role of this protein is not completely understood, but
owing to its conservation among species, it is believed
to have a key role in many physiological processes
(Martins, Mercadante, Cabral et al. 2001; Martins,
Brentani 2002).

PrP¢ has been implicated in several phenomena
such as proliferation, neural differentiation, neu-
ritogenesis, and synaptogenesis. For example, PrP¢
expression is positively correlated to proliferative
areas in the subventricular zone of the dentate gyrus
in the brain (Steele, Emsley, Ozdinler et al. 2006).

fatal familial insomnia; GSS, Gerstmann-—

On the other hand, PrP¢ expression also correlates
with neural differentiation (Steele, Emsley, Ozdinler
et al. 2006), and its abundance in synaptic boutons
suggests a role in axon guidance and synaptogenesis
(Sales, Hassig, Rodolfo et al. 2002). The addition of
PrP¢ to cultured neurons stimulates neuritogenesis
and synaptogenesis (Chen, Mange, Dong et al. 2003;
Santuccione, Sytnyk, Leshchyns’ka et al. 2005), both
markers of neuronal differentiation (Table 1.5).

The PrP¢ gene (Prnp) contains three exons in
the mouse and rat and two exons in the hamster and
humans, with the third and second exons, respec-
tively, encoding the entire protein of approximately
250 amino acids (Fig. 1.2). Two signal peptides are
present in the molecule, one at the N-terminus,
which is cleaved during the biosynthesis of PrP¢in the
rough endoplasmic reticulum, and a second at the
C-terminus that contains an attachment site for a GPI
anchor (Prusiner 1998). The Prnp promoter has been
identified, and the region that controls the majority
of transcription was found upstream of the transcrip-
tion initiation site. While PrP¢ is often referred to as
a housekeeping gene and the protein is expressed
under most cellular conditions, the chromatin con-
densation state is also known to alter Prnp promoter
activity (Cabral, Lee, Martins 2002). In addition,
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nerve growth factor (NGF), copper, and heat shock
all increase PrP¢ expression (Shyu, Harn, Saeki et al.
2002; Zawlik, Witusik, Hulas-Bigoszewska et al. 2006;
Varela-Nallar, Toledo, Larrondo et al. 2006).

The internalization of PrP® from the plasma mem-
brane into endocytic organelles has been demon-
strated in cell culture (Prado, Alves-Silva, Magalhaes
et al. 2004). The majority is recycled back to the
plasmalemma without degradation. In neurons, the
endocytosis takes place through caveolae- and clath-
rine-mediated pathways. PrP¢ can also be internalized
in response to copper and accumulates in the perinu-
clear region, particularly in the Golgi network (Lee,
Magalhaes, Zanata et al. 2001; Brown, Harris 2003).

PrP¢ Interaction with Copper lons
and Oxidative Stress

Many reports indicate that PrP¢ interacts with copper
ions (Cu?), but the physiological role of this inter-
action is still a matter of controversy (Brown, Qin,

Table 1.5 PrP¢ Functions

PrP¢ Functions

References
Brown 2005; Brown et al., 2002

Cellular protection from
oxidative stress
Adhesion and
neuritogenesis

Graner et al. 2000a; Graner et al.
2000b; Chen et al. 2003; Lopes et al.
2005; Santuccione et al. 2005
Chiarini et al. 2002; Zanata et al.
2002; Lopes et al. 2005

Coitinho et al. 2003; Criado et al.
2005; Coitinho et al. 2006;
Coitinho et al. 2007

Aguzzi et al. 2003

Bounhar et al. 2001; Roucou,
LeBlanc 2005; Li, Harris 2005

Paitel et al. 2003b; Solforosi et al.

Neuroprotection
Memory consolidation
Immune response
Anti-apoptotic events

Pro-apoptotic events

Herms et al. 1997a). Copper is an essential element
that, as an enzymatic cofactor, plays important roles
in the biochemical pathways of all aerobic organisms.
Cu? can catalyze the formation of dangerous reactive
oxygen species such as the hydroxyl radical, which
makes it extremely toxic when present in excess.
Some reports show that PrP® can bind Cu* through
an octapeptide in the N-terminus of the molecule
(Fig. 1.3), which is extremely conserved among mam-
mals (Miura, Hori-i Takeuchi 1996; Brown, Qin,
Herms et al. 1997a). This binding is consistent with
a transport function, in which PrP¢ might bind extra-
cellular copper and release it in acidic vesicles inside
the cell (Pauly, Harris 1998; Whittal, Ball, Cohen et al.
2000; Miura, Sasaki, Toyama et al. 2005). This action
could have a direct impact on the regulation of the
presynaptic concentration of Cu®, in the conforma-
tional stability of PrP¢ and in the cellular response
to oxidative stress. Nevertheless, direct evidence that
PrP€ does in fact transport Cu?" is still lacking.
Perhaps the most accepted physiological function
of PrP¢ is a protective role against oxidative stress
(Brown, Qin, Herms et al. 1997a; Herms, Tings, Gall
et al. 1999; Klamt, Dal Pizzol, Conte da Frota et al.
2001; Rachidi, Vilette, Guiraud et al. 2003). The
capacity of PrP¢ to bind Cu* could alter the activity
of the major antioxidant enzyme, Cu/Zn superoxide
dismutase (SOD), and, as a consequence, modulate
cellular protection against oxidative stress (Brown,
Besinger 1998). Neuron cultures from PrP® knockout
mice (Prnp~") have displayed 50% lower SOD-1 activ-
ity than that found in wild-type mice, and cell cultures
in which PrP¢ was overexpressed showed an increase
of 20% in SOD activity (Brown, Schulz-Schaeffer,
Schmidt et al. 1997b; Klamt, Dal Pizzol, Conte da
Frota et al. 2001). The low SOD activity in PrP¢
knockout mice could be due to a copper deficiency.
Remarkably, it has been suggested that the loss of anti-
oxidant defenses plays a major role in scrapie-infected

2004 cells (Milhavet, McMahon, Rachidi et al. 2000) and
Octapeptide
region GPI
l 178 213 l
[ ]
N-terminus | = - B o B e o | C-terminus
I I I I I
1 T 23 51 91 180 196 230 T 253
| |
Mat i tei
Signaling ature prion protein Signaling
peptide peptide

Figure 1.2 Schematic of the prion protein precursor. A signaling peptide present in the N-terminus region is cleaved during synthesis, and
another at the C-terminus is the site of glycosylphosphatidylinositol linkage. Glycosylation can occur on residues 180 and 196. A disulfide
bridge (178-213) links two of the alpha-helices in this region. «, alpha-helical domain; 8, beta-sheet domain.
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Figure 1.3 Localization of ligand-binding domains in PrPc. The binding sites for glycosaminoglycans (GAG; 23-35), Cu** ions (51-90),
Vitronectin (105-119), neurotrophin p75 receptor (p75; 106-126), stress-inducible protein 1 (STI1; 113-128), laminin (173-192), neural cell
adhesion molecule (NCAM; 144-154), and laminin receptor 37/67 kDa (144-179) are indicated. Adapted from Hajj, Lopes, Mercadante

et al. 2007.

prion diseases (Guentchev, Voigtlander, Haberler
etal. 2000; Wong, Brown, Pan et al. 2001). Other stud-
ies have failed to find decreased SOD activity in PrP¢
knockout mice (Waggoner, Drisaldi, Bartnikas et al.
2000), and studies in crosses between mice that over-
express PrP¢ and strains in which SOD is upregulated
or downregulated, argue against a protective role for
PrP€ against oxidative stress (Hutter, Heppner, Aguzzi
2003).

In some studies, the cellular prion protein itself
has exhibited SOD-like activity (Brown, Wong, Hafiz
et al. 1999; Brown 2005). Conversion of this protein
to the protease-resistant isoform would be accom-
panied by a loss of antioxidant activity, suggesting a
mechanism for neurodegeneration in prion diseases.
Nevertheless, this is also controversial, since some stud-
ies were not able to detect PrP¢ SOD activity (Jones,
Batchelor, Bhelt et al. 2005). Therefore, although the
binding of copper to PrP¢ appears to impart cellular
resistance to oxidative stress, the mechanisms associ-
ated with this function are still controversial.

PrP¢ and the Extracellular Matrix

PrP€ binds two extracellular matrix proteins, laminin
and vitronectin, in addition to its interaction with gly-
cosaminoglycans (Fig. 1.3). Laminin is an extracel-
lular heterotrimeric 800 kDa glycoprotein involved
in cell proliferation, differentiation, migration, and
death (Beck Hunter, Engel 1990). PrP¢ is a saturable
and high-affinity, specific receptor for laminin. This
interaction may be important in a variety of tissues
where PrP¢and distinct laminin isoforms are found.
The PrP¢~laminin interaction is characterized by
cell adhesion and neurite formation and extension
(Graner, Mercadante, Zanata et al. 2000a; Graner,
Mercadante, Zanata et al. 2000b). PrP¢ also inter-
acts with a 37 kDa/67 kDa laminin receptor that may

participate in PrP¢ internalization in the plasma
membrane (Gauczynski, Peyrin, Haik et al. 2001).
The binding of vitronectin leads to axonal growth
of dorsal root ganglia neurons. In PrP¢ knockout
mice, axon growth is compensated by increased acti-
vation of other vitronectin receptors, the integrins
(Hajj, Lopes, Mercadante et al. 2007). While PrP¢
interacts with glycosaminoglycans, the implications
of these interactions have not yet been established
(Warner, Hundt, Weiss et al. 2002; Pan, Wong, Liu
etal. 2002).

STI1, NCAM, and p75NTR Binding

PrPC€ is able to form other important interactions with
stress-inducible protein (STII), neural cellular adhe-
sion molecule (NCAM), and p75 neurotrophic recep-
tor to produce more established biological functions
(Fig. 1.3).STI1 isaheatshock protein, first described in
a macromolecular complex with the Hsp70 and Hsp90
chaperone protein family. STI1 binds PrP¢ with high
affinity and specificity (Zanata, Lopes, Mercadante
et al. 2002). The PrP¢~STI1 interaction shows a neu-
roprotective response, rescuing neurons from apop-
tosis through the cAMP-dependent protein kinase
(cAMP/PKA) signaling pathway in both retinal and
hippocampal neurons (Chiarini, Freitas, Zanata et al.
2002; Lopes, Hajj, Muras et al. 2005). Furthermore,
STI1 induces neuritogenesis in hippocampal cells in
an extracellular signal-regulated kinase (ERK1/2)-
mediated pathway (Chiarini, Freitas, Zanata et al.
2002; Lopes, Hajj, Muras et al. 2005). The PrP¢ inter-
action site with STI1 differs from the laminin-binding
site (Coitinho, Freitas, Lopes et al. 2006), indicating
that PrP¢ could be a component of a macromolecular
complex, formed between the cell surface and extra-
cellular proteins, that is composed of at least laminin,
STI1, and PrP¢. The interaction between PrP¢ and
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NCAM recruits the latter to lipid raft compartments
in the plasma membrane and induces Fyn phosphory-
lation. The association between PrP¢ and NCAM ulti-
mately leads to neuritogenesis (Santuccione, Sytnyk,
Leshchyns’ka et al. 2005). Conversely, the interaction
between PrP¢ and p75 neurotrophin receptor appears
to promote cell death. The neurotoxicity induced by
a PrP¢ peptide (amino acids 106-126) is a mechanism
dependent on its interaction with p75 (la-Bianca,
Rossi, Armato et al. 2001).

Role of PrP¢in Memory

PrP¢ knockout mice initially presented no apparent
phenotypic aberrations (Bueler, Fischer, Lang et al.
1992). However, upon closer examination, these ani-
mals suffered from increased sensitivity to pharmaco-
logically induced epilepsy (Walz, Castro, Velasco etal.
2002), increased locomotor activity (Roesler, Walz,
Quevedo et al. 1999), and alterations in the gluta-
matergic system (Coitinho, Dietrich, Hoffmann et al.
2002) and circadian rhythm (Tobler, Gaus, Deboer
et al. 1996). Also, PrP¢ knockout animals show normal
hippocampal memory at 3 months of age but display a
deficit at 9 months of age (Coitinho, Roesler, Martins
et al. 2003). It was also shown that PrP¢ knockout ani-
mals are impaired in hippocampus-dependent spatial
learning, while nonspatial learning remained intact.
These deficits were rescued by the introduction of
PrP¢ into neurons (Criado, Sanchez-Alavez, Conti
et al. 2005).

The PrP-laminin interaction is necessary for
long-term memory via PKA and MAPK signaling,
which are classic pathways for memory consolida-
tion (Coitinho, Freitas, Lopes et al. 2006). Long-term
memory, as opposed to short-term memory, depends
on continuous protein synthesis and changes in the
molecular components of the neuronal synapse
(Izquierdo, Medina, Vianna et al. 1999). Moreover,
the PrP¢interaction with STI1 demonstrated a pivotal
role in memory formation (short-term memory) and
consolidation (long-term memory) (Coitinho, Lopes,
Hajj et al. 2007).

In humans, mutations in the PrP¢ gene have also
been involved in the alteration of cognitive processes.
For example, a rare polymorphism at codon 171 is
linked to psychiatric alterations in humans (Samaia,
Mari, Vallada et al. 1997). Furthermore, cognitive
performance is impaired in elderly persons (Berr,
Richard, Dufouil et al. 1998; Kachiwala, Harris,
Wright et al. 2005) and Down syndrome patients (Del
Bo, Comi, Giorda et al. 2003) when valine is codi-
fied at codon 129. Young individuals with at least one
methionine allele in this position were reported to
have better long-term memory than control subjects

with two valine alleles (Papassotiropoulos, Wollmer,
Aguzzi et al. 2005).

PrP¢ in the Immune System

Although the nervous system is the main focus of
research in prion biology, PrP¢ expression is wide-
spread and developmentally regulated in other cell
types. In the immune system, PrP¢ is expressed in
hematopoietic progenitors and mitotic lymphocytes
(Ford, Burton, Morris et al. 2002b).

In T lymphocytes, PrP¢ expression varies depend-
ing on cell activation. T lymphocytes from PrP¢
knockout mice show abnormal proliferation and
altered cytokine levels after activation, suggesting a
role for PrP¢ in T-cell mitogenesis-mediated prolifera-
tion, activation, and antigenic response (Bainbridge,
Walker 2005). Moreover, PrP¢ overexpression gener-
ates an antioxidant context that leads to differential
T-cell development (Jouvin-Marche, Attuil-Audenis,
Aude-Garcia et al. 2006). PrP¢ knockout mice injected
with inflammation-stimulating compounds experi-
ence a reduction in leukocyte infiltration and fewer
polymorphonuclear cells when compared to wild-type
controls (de Almeida, Chiarini, da Silva et al. 2005).

Despite the involvement of specific immune cell
types in the accumulation of PrP%, little is known
about PrP¢ in these cells and the possible conse-
quences for immune responses. Mounting evidence
indicates that PrP® may be important for the devel-
opment and maintenance of the immune system and
immunological responses, suggesting a possible loss
of immune function in prion diseases.

PrP¢ in Cell Death

The role of PrP¢in cell death is controversial because
of conflicting results from a number of studies,
which can vary depending on the cellular context
under observation (Westaway, DeArmond, Cayetano-
Canlas et al. 1994; Paitel, Sunyach, Alves et al. 2003b;
Solforosi, Criado, McGavern et al. 2004). PrP¢ has
been implicated in protection against Bax-mediated
cell death. Bax is a cytoplasmic pro-apoptotic pro-
tein that, in response to apoptotic signals, activates
cell death cascades. Bcl-2, a protein that interacts
with Bax and inhibits its apoptotic effects, has simi-
larity to the N-terminal region of PrP¢, suggesting a
major role for PrP¢ in protection against cell death
(Li, Harris 2005). In fact, PrP¢ suppression of Bax-
mediated cell death in neuron cultures depends on
the PrP¢ N-terminal region domain (Bounhar, Zhang,
Goodyer et al. 2001). Familial mutations (D178N and
T183A) in this region, which are associated with
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prion diseases, suppress the anti-Bax function of PrP¢
(Roucou, LeBlanc 2005).

On the other hand, some studies have identi-
fied PrP¢ as a pro-apoptotic protein. Degeneration
of skeletal muscle, peripheral nerves, and the CNS
is found in mice that overexpress wild-type PrP¢
(Westaway, DeArmond, Cayetano-Canlas et al. 1994).
PrP¢ transfection also enhances cell susceptibility
to apoptotic stimuli such as staurosporine, in a p53-
dependent pathway (Paitel, Fahraeus, Checler 2003a).
Furthermore, the cross-linking of two PrP® mole-
cules by antibodies in vivo induces cell death in the
hippocampus and cerebellum, suggesting that PrP¢
functions in the control of neuronal survival. The pro-
motion of neuronal death through PrP¢ cross-linking
provides a model that explains PrP5 neurotoxicity
(Solforosi, Criado, McGavern et al. 2004).

PrP¢ Signaling

Activation of signal transduction pathways is essential
to all cell phenomena. PrP¢ activation of signal trans-
duction pathways has been demonstrated through
the engagement of PrP® with ligands or antibod-
ies, as well as exposure of cells to recombinant PrP¢
(Table 1.6).

Neuroprotection associated with the engagement
of STI1 with PrP¢ mediates activation of the cAMP/
PKA pathway (Chiarini, Freitas, Zanata et al. 2002;
Lopes, Hajj, Muras et al. 2005). The basal activity lev-
els of both intracellular cAMP and PKA are higher in
PrP¢ knockout neurons than in the wild type, which
likely represents a compensatory response to the lack
of PrP¢ (Chiarini, Freitas, Zanata et al. 2002). The
PKA pathway has also been implicated in the neurite
outgrowth and neuronal survival of cerebellar gran-
ule cells that are induced by recombinant PrP¢ (Chen,
Mange, Dong et al. 2003).

PrP¢ interaction with STI1 (Chiarini, Freitas,
Zanata et al. 2002; Lopes, Hajj, Muras et al. 2005),
antibody-induced clustering of PrP¢ (Schneider,
Mutel, Pietri et al. 2003; Monnet, Gavard, Mege
et al. 2004), or cell treatment with recombinant
PrP¢ (Chen, Mange, Dong et al. 2003) also leads

Table 1.6 Cellular Pathways Induced by PrP¢

Cellular Pathway References

cAMP/PKA Chiarini et al. 2002; Lopes et al. 2005
ERK Chiarini et al. 2002; Lopes et al. 2005
PI3-K Chen et al. 2003; Vassallo et al. 2005
Fyn Mouillet-Richard et al. 2000;

Santuccione et al. 2005

to Erk activation, which is associated with neuron
differentiation. Basal Erk activation was also higher
in PrP¢ knockout neurons than in wild-type cells
(Brown, Nicholas, Canevari 2002; Lopes, Hajj, Muras
et al. 2005). Thus, engagement of PrP¢ at the cell
surface and exposure to extracellular PrP® induces
Erk activation, and expression of PrP¢ affects the
basal level of Erk activity.

Another important cell signaling pathway, Fyn,
is also triggered by antibody cross-linking of PrP¢
(Mouillet-Richard, Ermonval, Chebassier et al. 2000).
The same signaling pathway appears to be essential
for the axon outgrowth induced by recombinant PrP¢
(Kanaani, Prusiner, Diacovo etal. 2005). Furthermore,
functional studies have provided strong evidence that
PrP¢ is able to recruit and stabilize N-CAMs into
lipid rafts and activate Fyn (Santuccione, Sytnyk,
Leshchyns’ka et al. 2005).

The phosphatidylinositol 3-kinase (PI3-K) signal
cascade is a pathway associated with PrP¢ neuronal
treatment. Activation of PI3-K mediates axon out-
growth (Kanaani, Prusiner, Diacovo et al. 2005) and
neuronal survival (Chen, Mange, Dong et al. 2003).
This pathway is inhibited in PrP¢ knockout mice
(Weise, Sandau, Schwarting et al. 2006).

PrP¢ is also associated with calcium-mediated
cellular events, and calcium channels may be trans-
membrane partners of PrP®mediated signaling
(Herms, Tings, Dunker et al. 2001; Korte, Vassallo,
Kramer et al. 2003; Fuhrmann, Bittner, Mitteregger
et al. 2006). However, no evidence of direct physi-
cal interaction of PrP¢ with calcium channels at the
plasma membrane is available to date.

It is important to note that PrP¢ has several func-
tions in cells that depend on its ability to initiate
certain signal transduction pathways. More studies of
the compensatory mechanisms that stem from PrP¢
removal in knockout animals are needed. Almost
all signal transduction pathways studied to date are
upregulated or inhibited in PrP® knockout mice, indi-
cating the importance of this protein in the regulation
of signaling pathway activation. Studies of pathway
regulation alert to the dangers of prion therapeutics
based on the removal of PrP¢ since they may affect
neurons in unexpected ways.

NEUROINVASION AND PATHOGENICITY

A very important point that is still under discussion
is how the prions get to the brain after ingestion. It is
believed that the lymphoreticular system is a reservoir
for prion replication, playing a major role in PrP5 rep-
lication. After peripheral PrP% inoculation, animals
lacking B lymphocytes do not develop prion disease,
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an indication of the importance of this cell type in
the transport of PrP5% to the CNS. Furthermore, it
is possible to find the infectious agent in the spleen
of infected patients, and PrP% transport from the
spleen to the CNS appears to depend on the periph-
eral nerves (Aguzzi, Miele 2004; Glatzel, Giger, Braun
et al. 2004; Caramelli, Ru, Acutis et al. 2006). On the
other hand, there is evidence that PrP might directly
cross the blood—brain barrier (Banks, Niehoff, Adessi
et al. 2004).

Neurodegeneration plays a central role in patho-
genesis, but the mechanism is still controversial
(Fig. 1.4). Two mechanistic hypotheses have been
postulated for the action of prion diseases. In the
gain-of-function hypothesis, neuronal death is due to
PrP5 toxicity and amyloid formation. The drawback
to this hypothesis is that amyloid plaque deposition
does not correlate to neuron death in some forms of
prion disease (Chretien, Dorandeu, Adle-Biassette
et al. 1999). Furthermore, when a transgenic mouse
model in which PrP¢ was ablated only in the neurons
was infected with scrapie, there was extensive depo-
sition of amyloid plaques but no neurodegeneration
(Mallucci, Dickinson, Linehan et al. 2003). In light
of these findings, a loss-of-function mechanism was
proposed in which an important cellular function of
PrP¢would be lost upon its conversion to PrP5¢. Critics
of this theory point out that PrP® knockout animals
present no apparent phenotype (Bueler, Fischer,
Lang et al. 1992), which apparently negates the prem-
ise that PrP¢ is an essential protein for prion disease.
Alternatively, a combination of both factors could
contribute to the disease.

DIAGNOSIS AND THERAPEUTIC
APPROACHES

Initial diagnosis is based on clinical symptoms
that include multifocal neurological dysfunction,
involuntary myoclonic movements, and rapid pro-
gression. In nvCJD, the age of onset is also a very
important diagnostic factor. Although routine
hematological and biochemical indices are usually
normal in prion disease patients, some other exami-
nations may prove helpful. Electroencephalography
(EEG) shows triphasic generalized periodic com-
plexes in two-thirds of patients (Will, Matthews
1984), although these patterns are also found in
other conditions, such as toxic states (Will 1991).
It has been noted that a protein called 14-3-3 is
present in the cerebrospinal fluid of 90% of cases
(Hsich, Beckett, Collinge et al. 1996), but it can also
be present in high concentrations in other diseases
such as encephalitis and brain stroke. Neuroimaging
techniques, especially magnetic resonance imaging
(MRI), may also be useful in prion disease detec-
tion. In classical C]JD, there is an increase in signal
in the caudate and putamen regions of the brain
(Finkenstaedt, Szudra, Zerr et al. 1996), whereas
in nvCJD there is a signal increase in the pulvinar
region of the posterior thalamus (Collie, Sellar,
Zeidler et al. 2001).

Detection of PrPS¢ by brain biopsy is the most
accurate method, although a negative result does not
exclude a sampling error. Furthermore, the proce-
dure has an inherent risk of hemorrhage and abscess
formation. Tonsil biopsy may also be of diagnostic
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value in nvC]JD cases, although it too presents risks for
the patients (Hill, Zeidler, Ironside et al, 1997b).

The diagnostic option for familial diseases is the
sequencing of Prnpin DNA extracted from peripheral
blood and identification of one of the described muta-
tions. Sequencing can also detect a codon 129 poly-
morphism (valine or methionine), where methionine
homozygosity is a risk factor for sporadic CJD and
nvC]D. The biochemical analysis of brain samples,
through proteinase K digestion followed by Western
blotting, allows the classification of the prion strain
within the infected tissue (Glatzel, Stoeck, Seeger
etal. 2005).

Additionally, new methods have been developed
for PrP%¢ detection, such as conformation-dependent
immunoassay, dissociation-enhanced lanthanide
fluorescent immunoassay, capillary gel electrophore-
sis, fluorescence correlation spectroscopy, and flow
microbead immunoassay. All of these methods are
awaiting further clinical validation but promise easier
and more reliable diagnostic methods for prion dis-
eases (Sakudo, Nakamura, Ikuta et al. 2007).

Recent diagnostic tools include protein misfolding
cyclic amplification (PMCA), which is able to detect
small concentrations of PrP% in blood and can be
potentially automated and optimized for highly effi-
cient PrP% amplification. In hamsters, PMCA showed
89% sensitivityand 100% specificity, raising the hope for
an effective and noninvasive blood diagnostic for Prps
(Castilla, Nakamura, Ikuta et al. 2005b; Supattapone,
Geoghegan, Rees 2006). However, the most conclusive
diagnosis remains the postmortem histopathological
analysis, where defined lesions can be observed and
immunohistochemistry can detect PrP5¢ deposits using
specific antibodies (Glatzel, Aguzzi 2001; Glatzel,
Stoeck, Seeger et al. 2005). Today, a combination of
detection methods has been suggested for differential
prion diagnosis: 14-3-3 and other brain-derived pro-
teins in cerebrospinal fluid such as total tau; EEG; and
cerebral MRI, including diffusion-weighted images
(Heinemann, Krasnianski, Meissner et al. 2007).

Despite many attempts, there is still no effective
treatment for prion diseases. However, the knowledge
of these diseases has increased tremendously, and dis-
ease models provide tools for the development of new
therapeutic approaches. Several methods are now
used to search for therapeutic compounds, including
empirical analysis with screens based on the current
knowledge of prion biology. Research-based trials
search for compounds that block PrP% formation in
several ways: by blocking its interaction with PrP¢
changing its conformation and allowing its degrada-
tion; or reducing the availability of PrP¢, thus reduc-
ing the amount of substrate available for conversion.

Pharmacological treatments with a variety of
compounds, including polysulfated anions, dextrans,

Congo Red, oligonucleotides, and cyclic tetrapyrroles,
have been proposed. These compounds increase the
survival of mice infected with scrapie when adminis-
tered at the time of infection, but not if administered
a month or more after inoculation. Other compounds
also clear up infection in cells, but have proved
ineffective in mice and humans (Glatzel, Aguzzi 2001;
Prusiner, May, Cohen 2004). Derivatives of acridine and
the phenothiazine psychotropics have been proposed
as possible therapies because of their activity in cellular
models; however, neither class was able to affect the pro-
tease resistance of preexisting PrP fibrils. More encour-
agingly, in animal models of prion disease, tetracyclines
were found to reduce prion infectivity by direct inactiva-
tion of PrP% (Caramelli, Ru, Acutis et al. 2006).

The utilization ofimmunotherapy-based treatment
has not achieved successful results in vivo. Antibodies,
when injected directly into the brain, give rise to cross-
reactions with PrP¢ causing neurotoxicity (Heppner,
Aguzzi 2004). In contrast, passive immunization stud-
ies with PrP%specific antibodies have indicated that
immunotherapeutic strategies directed against PrP¢
can prevent prion disease (Buchholz, Bach, Nikles
et al. 2006).

There is a concern, however, that current methods
that might be used to destroy amyloid plaques would
do more harm than good. In a recent work, small
oligomers of PrP% were much more toxic than the
plaques themselves. If so, plaque formation would be a
natural route of clearance, and the reversal of this pro-
cess would be even more harmful (Silveira, Raymond,
Hughson et al. 2005). The inactivation of PrP¢ as a
therapeutic method also raises concerns. As discussed
in the last section, PrP® may have fundamental roles
in the nervous system, and its inactivation could preju-
dice normal function of the nervous system. These res-
ervations show that any therapeutic measure should
be studied carefully before validation for human use.

An alternative to disease treatment is the develop-
ment of a postexposure prophylaxis, where the aim is
to avoid PrP5¢ transportation from peripheral regions
to the CNS. Palliative attempts are also envisioned,
and the large cell loss from progressive disease could
be regenerated through stem cell implants (Prusiner,
May, Cohen 2004; Glatzel, Stoeck, Seeger et al. 2005).
Nevertheless, with the advances in the comprehension
of physiological functions and pathogenicity mech-
anisms of prion protein, it is likely that more effec-
tive treatments will be developed in the near future
(Glatzel, Stoeck, Seeger et al. 2005).

FUTURE PERSPECTIVES

Since the mad cow disease crisis in the 1980s,
much has been learned about the mechanisms of
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prion diseases. As a result, BSE has been practically
eradicated. Now the focus has shifted to the biology
of the cellular prion protein, the identification of new
means of transmission, and the development of effi-
cient diagnostic tools and therapies.

Although prion diseases affect the nervous sys-
tem, the immune system is also involved in patho-
genesis, especially after peripheral inoculations.
Animal experiments show that the infection is
detectable in lymphoid tissues and suggest the pos-
sibility of transmission through blood, tissues, or
contaminated surgical materials. Two recent cases
confirmed the risk of transmission through blood
transfusion (Peden, Head, Ritchie et al. 2004;
Mabbott, Turner 2005) and laryngoscopic slides
used in tracheal intubations. These instruments
are potential vectors, since PrP5 is highly resistant
to inactivation through common methods and has
an affinity for metallic materials (Hirsch, Beckett,
Collinge et al. 2005). The spread of spongiform
encephalopathies through blood and contaminated
surgical materials is a public health matter and an
economic concern. Further progress will require
rapid and efficient diagnostic methods and new
strategies of treatment and prevention (Glatzel,
Aguzzi 2001; Mabbott, Turner 2005).

The knowledge based on prion proteins has
developed rapidly over the last few years; however,
efforts are still needed to attain a better understand-
ing of the mechanisms involved in these diseases.
Comprehension of the physiological role of PrP® and
the pathological process of spongiform encephalopa-
thies could also improve our understanding of other,
more common amyloid neurodegenerative diseases,
such as Alzheimer’s disease.
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Chapter 2

ROLE OF PROTEIN KINASE C
AND RELATED PATHWAYS
IN VASCULAR SMOOTH
MUSCLE CONTRACTION

AND HYPERTENSION
Xiaoying Qiao and Raouf A. Khalil

ABSTRACT

Intracellular signaling activities in vascular smooth
muscle (VSM) are central in the control of blood ves-
sel diameter and the regulation of peripheral vascular
resistance and blood pressure (BP). Several studies
have examined the molecular mechanisms underlying
VSM contraction under physiological conditions and
the pathological alterations that occur in vascular dis-
eases such as hypertension. Vasoconstrictor stimuli
activate specific cell surface receptors and cause an
increase in intracellular free Ca?* concentration ([Ca?']),
which forms a complex with calmodulin, activates
myosin light chain (MLC) kinase and leads to MLC
phosphorylation, actin-myosin interaction and VSM
contraction. In unison, activation of protein kinase
C (PKC) increases the myofilament force sensitivity
to [Ca?']; and MLC phosphorylation, and maintains
VSM contraction. PKC comprises a family of Ca?*-
dependent and Ca?'-independent isoforms, which
have different distributions in vascular tissues and
cells, and undergo translocation from the cytosol to
the periphery or the center of the cell depending on

the type of stimulus. PKC translocation to the VSM cell
surface triggers a cascade of events leading to acti-
vation of mitogen-activated protein kinase (MAPK)
and MAPK kinase (MEK), a pathway that ultimately
induces the phosphorylation of the actin-binding
protein caldesmon, and enhances actin—-myosin inter-
action and VSM contraction. PKC translocation to
central locations in the vicinity of the nucleus induces
transactivation of various proteins and promotes
VSM cell growth and proliferation. Several forms of
experimental and human hypertension are associ-
ated with increased expression/activity of PKC and
other related pathways such as inflammatory cytok-
ines, reactive oxygen species, and matrix metallopro-
teinases (MMPs) in VSM as well as the endothelium
and extracellular matrix. Identifying the subcellular
location of PKC may be useful in the diagnosis and
prognosis of VSM hyperactivity states associated
with hypertension. Targeting of vascular PKC using
isoform-specific PKC inhibitors may work in concert
with cytokine antagonists, antioxidants, and MMPs
inhibitors, and thereby provide new approaches in
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the treatment of VSM hyperactivity states and certain
forms of hypertension that do not respond to Ca?*-
channel blockers.

Keywords: vascular biology, calcium, vasoconstric-
tion, blood pressure.

ascular smooth muscle (VSM) constitutes
a significant component of the blood vessel
wall. The ability of VSM to contract and
relax plays an important role in the regula-
tion of the blood vessel diameter and the blood flow
to various tissues and organs. It is widely accepted
that Ca*" is a major determinant of VSM contrac-
tion. Activation of VSM by various physiological and
pharmacological stimuli triggers an increase in intra-
cellular free Ca®* concentration ([Ca®'],) due to ini-
tial Ca?* release from the intracellular stores in the
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sarcoplasmic reticulum and sustained Ca?" influx
from the extracellular space through excitable Ca%*
channels. Four Ca?" ions bind to the regulatory pro-
tein calmodulin (CAM) and form a Ca?'—-CAM com-
plex. Ca?*~CAM then activates myosin light chain
(MLC) kinase, which in turn promotes the phospho-
rylation of the 20-kDa MLC, stimulates the cross-
bridge cycling of the actin and myosin contractile
myofilaments, and leads to VSM contraction (Fig. 2.1).
The reverse process occurs during VSM relaxation.
Removal of the activating stimulus is associated with a
decrease in [Ca®']; due to Ca*" extrusion via the plas-
malemmal Ca*" pump and the Na*-Ca?" exchanger,
as well as Ca?" reuptake by the sarcoplasmic reticu-
lum. The decrease in [Ca*']; also favors the dissocia-
tion of the Ca?*—CAM complex, and the remaining
phosphorylated MLC is dephosphorylated by MLC
phosphatase, leading to detachment of the actin and
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Figure 2.1 Cellular mechanisms of VSM contraction. A physiological agonist (A) binds to its receptor (R), stimulates plasma membrane
PLC-B, and increases production of IP;and DAG. IP3 stimulates Ca2* release from the sarcoplasmic reticulum (SR). At the same time, the
agonist stimulates Ca?" influx through Ca?" channels. Ca?* binds calmodulin (CAM), activates MLC kinase (MLCK), causes MLC phos-
phorylation, and initiates VSM contraction. DAG activates PKC. PKC-induced phosphorylation of CPI-17 inhibits MLC phosphatase and
enhances the myofilament force sensitivity to Ca?". PKC-induced phosphorylation of calponin (Cap) allows more actin to bind myosin.
PKC may also activate a protein kinase cascade involving Raf, MAPK kinase (MEK) and MAPK, leading to phosphorylation of the actin-
binding protein caldesmon (CaD). RhoA/Rho-kinase is another signaling pathway that inhibits MLC phosphatase and further enhances
the Ca?* sensitivity of VSM contractile proteins. AA, arachidonic acid; G, heterotrimeric GTP-binding protein; PC, phosphatidylcholine;
PE, phosphatidylethanolamine; PIP2, phosphatidylinositol 4,5-bisphosphate; PS, phosphatidylserine. Interrupted line indicates inhibition.

Adapted with permission from Salamanca, Khalil 2005.
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myosin filaments and VSM relaxation (Khalil, van
Breemen 1995; Horowitz, Menice, Laporte et al. 1996;
Somlyo, Somlyo 2003; Salamanca, Khalil 2005).

One typical example of Ca*-dependent VSM
contraction occurs during depolarization of VSM
cell membrane. Cell membrane depolarization in
response to mechanical stretch, nerve stimuli, electri-
cal stimulation, or in the presence of high KCl solution
activates voltage-gated Ca?" channels and increases
the probability of the channels being open. Because
of the large concentration gradient between extra-
cellular Ca?" (millimolar) and [Ca?']; (nanomolar),
the opening of Ca?" channels facilitates Ca** influx,
which stimulates MLC phosphorylation and causes
sustained contraction of VSM. The VSM response to
physiological agonists such as norepinephrine, pros-
taglandin Fya and thromboxane A, differs from mem-
brane depolarization in that it involves activation of
other intracellular signaling pathways in addition to
voltage-gated Ca*" channels. The binding of a physi-
ological agonist to its specific receptor at the VSM
plasma membrane causes activation of phospholipase
C (PLC), an enzyme that promotes the hydrolysis of
phosphatidylinositol 4,5-bisphosphate into inositol
1,4,5-trisphosphate (IP;) and diacylglycerol (DAG)
(Berridge, Irvine 1984; Nishizuka 1992; Kanashiro,
Khalil 1998). 1P, is water soluble and therefore dif-
fuses in the cytosol to the sarcoplasmic reticulum
where it binds to IP; receptors and stimulates Ca**
release from the intracellular stores, and the resulting
transient increase in [Ca?"]; initiates VSM contraction.
Agonist-induced stimulation of VSM is also coupled
to activation of ligand-gated and store-operated Ca?*
channels, causing a sustained increase in Ca*" influx,
[Ca%*];, MLC phosphorylation, and VSM contraction
(Fig. 2.1). However, the [Ca?"],/MLC-dependent the-
ory of VSM contraction has been challenged by several
observations. For instance, agonist-induced VSM con-
traction is not completely inhibited by Ca%*-channel
blockers such as nifedipine, verapamil, or diltiazem.
The insensitivity of agonist-induced contraction in
certain blood vessels to Ca?"-channel blockers could
be related in part to the differential dependence of
these vessels on Ca?" release from the intracellular
stores versus Ca®* influx from the extracellular fluid
(Khalil, van Breemen 1995). However, agonist-induced
dissociations between [Ca®"]; and force development
have been demonstrated in several vascular prepara-
tions. Also, agonist-induced sustained VSM contrac-
tion has been observed in blood vessels incubated
in Ca*-free solution and in the absence of detect-
able increases in [Ca®']; or MLC phosphorylation.
Dissociations between [Ca?*]; and MLC phosphoryla-
tion have also been observed during agonist-induced
VSM contraction. These observations have suggested
the activation of additional signaling pathways that

cause sensitization of the contractile myofilaments to
[Ca%*], and enhance VSM contraction. These [Ca?'],
sensitization pathways include Rho-kinase and pro-
tein kinase C (PKC) (Horowitz, Menice, Laporte et al.
1996; Somlyo, Somlyo 2003).

PKC has been identified and characterized for
almost 30 years as one of the downstream effectors
of guanosine triphosphate (GTP)-binding proteins
and DAG. However, the role of PKC in VSM contrac-
tion is not as widely perceived as that of Ca*'. This
may be related to the fact that PKC is relatively larger
in size than Ca?*", making it more difficult to diffuse
in the cytoplasm and activate the contractile myofila-
ments. Also, DAG, an activator of PKC, is lipid solu-
ble and resides in the cell membrane, and therefore
may hinder the movement of PKC into the core of
the cell. Additionally, PKC isoforms have differential
subcellular distribution and a wide spectrum of sub-
strates and biological functions in various systems. An
important question is how the different PKC isoforms
are identified among other protein kinases in VSM,
and how the signal from activated PKC is transferred
from the cell surface to the contractile myofilaments
in the center of the cell. Also, PKC may function in
concert with other pathways in the control of VSM
contraction and the regulation of vascular resistance
and blood pressure (BP). Studies have suggested pos-
sible interaction between PKC and inflammatory
cytokines (Ramana, Chandra, Srivastava et al. 2003;
Tsai, Wang, Pitcher et al. 2004; Ramana, Tammali,
Reddy et al. 2007), reactive oxygen species (ROS)
(Heitzer, Wenzel, Hink et al. 1999; Ungvari, Csiszar,
Huang et al. 2003), and matrix metalloproteinases
(MMPs) (Hussain, Assender, Bond et al. 2002; Park,
Park, Lee et al. 2003; Mountain, Singh, Menon et al.
2007) in the setting of vascular reactivity, growth,
and remodeling. Studies have also suggested possible
association between the vascular changes observed
in hypertension and coronary artery disease and the
amount and activity of cytokines (Nijm, Wikby, Tompa
etal. 2005; McLachlan, Chua, Wong et al. 2005; Libby
2006), ROS (Cardillo, Kilcoyne, Quyyumi et al. 1998;
Heitzer, Wenzel, Hink et al. 1999; Ungvari, Csiszar,
Huang et al. 2003), and MMPs in the plasma and vas-
cular tissues (Laviades, Varo, Fernandez et al. 1998;
Ergul, Portik-Dobos, Hutchinson et al. 2004; Watts,
Rondelli, Thakali et al. 2007). These observations
have suggested that changes in the amount and activ-
ity of PKC and related pathways such as inflammatory
cytokines, ROS, and MMPs in VSM as well as in the
endothelium and extracellular matrix (ECM) could
contribute to the pathogenesis of hypertension.

In this chapter, we will further examine PKC as
a major regulator of VSM function. The chapter will
provide a description of PKC isoforms and their pro-
tein substrates, discuss the subcellular distribution of
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PKC isoforms and the mechanisms that promote their
translocation during VSM activation, describe the var-
ious PKC activators and inhibitors, and evaluate the
usefulness of determining PKC activity in the diagno-
sis and prognosis of VSM hyperactivity disorders and
the potential use of PKC inhibitors in the treatment of
certain forms of hypertension.

PKC ISOFORMS

PKC is a ubiquitous enzyme that has been identified
in many organs and tissues. PKC was originally des-
cribed as a Ca?"-activated, phospholipid-dependent
protein kinase (Takai, Kishimoto, Iwasa et al. 1979).
Biochemical analysis and molecular cloning have
revealed that PKC comprises a family of different
isozymes of closely related structure. Members of
the PKC family are a single polypeptide, comprised
of N-terminal regulatory domain and C-terminal
catalytic domain (Fig. 2.2). The regulatory and the
catalytic halves are separated by a hinge region that
becomes proteolytically labile when the enzyme is
membrane-bound (Newton 1995).

The classic PKC structure has four conserved
regions (C1-C4) and five variable regions (V1-V5).
The Cl domain contains a tandem repeat of the
characteristic cysteine-rich zinc finger-like sequence.
The sequence Cys-X2-Cys-X13(14)-Cys-X7-Cys-X7-Cys,

PKC PKC

Regulatory domain

where X represents any amino acid, is conserved
among the different PKC subspecies. Each 30-residue
sequence of this type is an independently folded unit
that binds a zinc ion (Klevit 1990). The Cys-rich motif
is duplicated in most PKC isozymes and may also form
the DAG or phorbol ester—binding site. The cysteine-
rich zinc finger-like motif is immediately preceded by
an autoinhibitory pseudosubstrate sequence. The Cl
domain also contains the recognition site for acidic
phospholipids such as phosphatidylserine (Newton
1995). In the Ca?'-dependent PKC isoforms, the
(G2 region is rich in acidic residues and has a bind-
ing site for Ca®*. The C3 and C4 regions contain the
adenosine triphosphate (ATP)- and substrate-binding
sites. All PKC subspecies contain the ATP-binding
sequence, Gly-X-Gly-X-X-Gly-----Lys, which is observed
in most protein kinases (Fig. 2.2) (Nishizuka 1992;
Newton 1995).

According to their biochemical structure and
specific modulators, the PKC isoforms are classified
into three subgroups.

1. The conventional PKC isoforms (cPKC) include the
a, BI, BII, and +y isoforms. They have the traditional
four conserved regions (C1-C4) and the five vari-
able regions (V1-V5).

The cDNA clones for o, BI, BII, and y PKC were
isolated from bovine (Coussens, Parker, Rhee et al.
1986; Parker, Coussens, Totty et al. 1986), rat (Ono,
Fujii, Ogita etal. 1989), rabbit (Ohno, Konno, Akita
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Figure 2.2 Biochemical structure of PKC. The PKC molecule has four conserved (C1-C4) and five variable (V1-V5) regions. C1 region
contains binding sites for DAG, phorbol ester, and phosphatidylserine. C2 region contains Ca?*-binding site. C3 and C4 regions contain
binding sites for ATP and PKC substrate. Endogenous or exogenous pseudosubstrate binds to the catalytic domain and prevents PKC
from phosphorylating the true substrate. Upon activation, the PKC molecule unfolds to remove the endogenous pseudosubstrate and
bring ATP into proximity with the substrate. Adapted with permission from Salamanca, Khalil 2005.
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Table 2.1 Vascular Tissue and Subcellular Distribution of PKC Isoforms

PKC Isoform M.W. (kDa) Blood Vessel Resting State Activated State References

Conventional

a 74-82 Ferret portal vein Cytosolic Surface membrane Khalil et al. 1994
Rat aorta Cytosolic Nuclear Haller et al. 1994
Carotid artery Cytosolic Membrane Singer 1990
Rat mesenteric artery Cytosolic/membrane Cytosolic/membrane Ohanian et al. 1996
Coronary artery Cytosolic Membrane Kanashiro 2000
Bovine aorta Cytosolic Membrane Watanabe 1989

B 80-82 Rat aorta Cytosolic Nuclear Haller et al. 1994
Carotid artery Cytosolic Membrane Singer 1990

Y 70-82 Rat mesenteric artery Cytosolic Cytosolic Ohanian et al. 1996

Novel

d 76-82 Rat aorta Cytoskeleton/organelle  Cytoskeleton/organelle  Liou 1994
Rat mesenteric artery Membrane Membrane Ohanian et al. 1996

€ 90-97 Ferret aorta Cytosolic Surface membrane Khalil et al. 1992
Rat mesenteric artery Cytosolic/membrane Cytosolic/membrane Ohanian et al. 1996
Coronary artery Cytosolic Membrane Kanashiro 2000

m NIH 3T3 fibroblasts Cytosolic/membrane Membrane Goodnight 1995

Atypical

4 64-82 Ferret aorta, portal vein ~ Perinuclear Intranuclear Khalil et al. 1992
Rat aorta Perinuclear Intranuclear Liou 1994
Rat mesenteric artery Cytosolic Cytosolic Ohanian et al. 1996

A 70 Rabbit femoral artery Cytosolic Cytosolic Gailly etal. 1997

Rabbit portal vein

et al. 1990), and human brain libraries (Coussens,
Parker, Rhee et al. 1986). Partial genomic analysis
has clarified that I and BII cDNAs are derived from
a single mRNA transcript by alternative splicing,
and differ from each other only in a short range of
~50 amino acid residues in their carboxyl-terminal
end in the variable region V5 (Ono, Fujii, Ogita
et al. 1989; Ohno, Konno, Akita et al. 1990). o, BI,
BII, and y-PKC are downregulated by extended
exposure to phorbol ester, although with different
sensitivities.

. The novel PKC isoforms (nPKC) include the 9, &,
(L), and 6 isoforms. They lack the C2 region and
are therefore Ca?*-independent (Ono, Fujii, Ogita
etal. 1989).

The major areas of divergence of &-PKC from
a-, BI-, BII-, and y-PKC are the regions V1 and
C2 that are extended and deleted, respectively
(Schaap et al. 1989. n-PKC shows phorbol ester—
binding activity comparable to that observed for
a-PKC. The nature of the binding activity, however,
differs from that of a-PKC in that Ca®* does not
affect the affinity of n-PKC for [PH]PDBu (Ohno,
Konno, Akita et al. 1990). n-PKC shows the highest
sequence similarity to e-PKC with 59.4% identity
(Osada, Mizuno, Saido et al. 1992). PKC L is the
human homologue of the mouse m-PKC (Bacher,
Zisman, Berent et al. 1991). 6-PKC consists of
707 amino acid residues and shows the highest

sequence similarity to 8-PKC (67% identity) (Osada,
Mizuno, Saido et al. 1992).

3. The atypical PKC isoforms (aPKC) include the
and N/ isoforms. These isoforms have only one
cysteine-rich zinc finger—like motif. Theyare depen-
dent on phosphatidylserine, but are not affected
by DAG, phorbol esters, or Ca?*. Consistent with
this, the atypical PKC isoforms do not translocate
or downregulate in response to phorbol esters or
DAG derivatives (Fig. 2.2; Table 2.1) (Ono, Fujii,
Ogita et al. 1989).

COMMON PKC SUBSTRATES

In the inactivated state, the PKC molecule is folded
so that the basic autoinhibitory pseudosubstrate is
tightly attached to the acidic patch in the substrate-
binding site, and is therefore protected from prote-
olysis. The pseudosubstrate is unmasked when PKC
is activated by conventional (phosphatidylserine,
DAG, and Ca?"), nonconventional (e.g., short chained
phosphatidylcholines), or cofactor-independent sub-
strates (e.g., protamine) (Takai, Kishimoto, Iwasa
etal. 1979). Also, incubation of PKC with an antibody
directed against the pseudosubstrate has been shown
to activate the enzyme, presumably by removing the
pseudosubstrate from the active substrate-binding
site (Makowske, Rosen 1989).
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Activated PKC phosphorylates protein substrates
that are rich in arginine and displace the pseudosub-
strate from the substrate-binding site in the catalytic
domain (House, Kemp 1987, Orr, Keranen, Newton
1992; Newton 1995). These arginine-rich peptides
neutralize the acidic patch that maintains the pseu-
dosubstrate in the active site, thus releasing the basic
pseudosubstrate by competing for contact (Newton
1995). The amino acid sequence in the vicinity of
the substrate phosphorylation site may provide a
substrate recognition guide for PKC. Although there
is considerable diversity in the local phosphoryla-
tion site sequences for PKC, evidence obtained from
structure—function studies with synthetic peptide
substrates suggests that the enzyme has a require-
ment for basic residue determinants in common with
other serine or threonine protein kinases (House,
Kemp 1987).

Some of the common PKC substrates include
lysine-rich histone and myelin basic protein (Takai,
Kishimoto, Iwasa et al. 1979). PKC isoforms show some
specificity for their substrates. a-, -, y-, and PKC
are potent histone IIIS kinases. 8-, &-, and m-PKC
do not adequately phosphorylate histone IIIS, but
readily phosphorylate myelin basic protein (Schaap
etal. 1989; Dekker, McIntyre, Parker 1993; Kanashiro,
Khalil 1998). However, removal of the regulatory
domain of &-PKC by limited proteolysis generates a
catalytic fragment that can phosphorylate histone
ITIS (Schaap et al. 1989).

One of the major PKC substrates is myristoylated,
alanine-rich C-kinase substrate (MARCKS). MARCKS
is an 87-kDa protein that binds to F-actin and may
function as a crossbridge between cytoskeletal actin
and the plasma membrane (Wang, Walaas, Sihra
etal. 1989; Hartwig, Thelen, Rosen et al. 1992). Other
membrane-bound PKC substrates include the inhibi-
tory GTP-binding protein G;. PKC-induced phosphor-
ylation of G; facilitates the dissociation of its o subunit
from adenylyl cyclase and thereby transforms it from
the inhibited to activated state (Katada, Gilman,
Watanabe et al. 1985).

Plasma membrane ion channels and pumps are
also known substrates for PKC. PKC inhibits the activ-
ity of Ca?*-dependent large conductance K* channel
(BK¢,) in pulmonary VSM (Barman, Zhu, White
2004). Also, thromboxane A, may inhibit voltage-
gated K* channels and pulmonary vasoconstriction
via a pathway involving {PKC (Cogolludo, Moreno,
Bosca et al. 2003). PKC-induced phosphorylation of
the sarcoplasmic reticulum Ca?"-ATPase may pro-
mote Ca*" uptake, and activation of plasmalem-
mal Ca?"-ATPase may promote Ca®" extrusion, and
thereby contribute to reducing the agonist-induced
increase in VSM [Ca?*]; (Limas 1980). The «, subunit
of Na/K-ATPase may also function as a PKC substrate.

Additionally, PKC may phosphorylate and activate the
Na*/H* exchanger and thereby increase the cyto-
plasmic pH and cause cell alkalinization (Rosoff,
Stein, Cantley 1984; Aviv 1994).

PKC may also phosphorylate some of the struc-
tural and regulatory proteins associated with the
VSM cytoskeleton and contractile myofilaments. PKC-
induced phosphorylation of vinculin, a cytoskeletal
protein localized at adhesion plaques, could cause
significant changes in cell shape and adhesion prop-
erties. Tryptic peptide analysis revealed two major
sites of PKC-mediated phosphorylation of vinculin,
one containing phosphoserine and the other contain-
ing phosphothreonine. It has also been shown that
while intact vinculin and its isolated head domain are
only weakly phosphorylated by PKC, the isolated tail
fragment is strongly phosphorylated (Schwienbacher,
Jockusch, Rudiger 1996). PKC could also induce the
phosphorylation of the CPI-17 regulatory protein,
which in turn promotes inhibition of MLC phospha-
tase and thereby increases MLLC phosphorylation and
enhances VSM contraction (Woodsome, Eto, Everett
etal. 2001). PKC could also phosphorylate the 20-kDa
MLC as well as MLC kinase; however, this could coun-
teract the Ca*’-dependent actin—myosin interaction
and force development (Inagaki, Yokokura, Itoh et al.
1987). Interestingly, a-PKC may cause the phosphor-
ylation of the actin-associated regulatory protein cal-
ponin, a process that could free more actin to interact
with myosin and thereby enhance VSM contraction
(Parker, Takahashi, Tao et al. 1994).

DISTRIBUTION OF PKC
IN VARIOUS TISSUES

PKC isoforms are expressed in different amounts in
the VSM layer of various vascular beds (Table 2.1).
a-PKC is a universal isoform that has been identified
in almost all blood vessels examined. y-PKC is mainly
expressed in the neurons and may be found in the
nerve endings of blood vessels. 3-PKC is mainly asso-
ciated with the VSM cytoskeleton. -PKC, another uni-
versal PKC isoform, has been found in many vascular
tissues. m/L-PKC is exclusively present in the lung,
skin, heart, and brain. 6-PKC has been identified in
skeletal muscle. v/N-PKC is expressed in the testis and
ovary (Kanashiro, Khalil 1998).

SUBCELLULAR DISTRIBUTION
OF PKC ISOFORMS

In resting unstimulated cells, the PKC isoforms a,
B and <y are mainly localized in the cytosolic frac-
tion. Activation of PKC is generally associated with
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translocation of PKC isoforms to plasma membrane
or specific binding domains of cells (Newton 1997,
Mochly-Rosen, Gordon 1998). The Ca?"-dependent
a-, -, and y-PKC usually undergo translocation from
the cytosol to the cell membrane fraction during acti-
vation (Kraft, Anderson 1983 (Table 2.1). However,
exceptions to this redistribution pattern have been
reported.

In normal fibroblasts, a-PKC is tightly associated
with the cytoskeleton and appears to be organized
into focal contacts of the plasma membrane that
associates with both the cytoskeleton and the extra-
cellular matrix. The focal contact is composed of sev-
eral structural proteins (vinculin, talin, integrin, and
a-actinin), which mediate the attachment of micro-
filament bundles to the plasma membrane (Hyat,
Klauck, Jaken 1990).

In neural cells, the Bl-subspecies is sometimes
associated with plasma membranes, whereas the BII-
subspecies is often localized in the Golgi complex
(Nishizuka 1992).

In the cerebellum, y-PKC is present in the cell
bodies, dendrites, and axons of Purkinje’s cells.
Immunoelectron microscopic analysis has revealed
that the y-PKC is associated with most membranous
structures present throughout the cell, except for the
nucleus (Kose, Saito, Ito et al. 1988).

The localization of 3-PKC in the vicinity of the
cytoskeleton makes it feasible to identify this isoform
in the particulate fraction of both unstimulated and
activated cells. In contrast, e-PKC undergoes trans-
location from the cytosol to the surface membrane
during activation of VSM cells. {-PKC has been local-
ized in the vicinity of the nucleus of unstimulated
and activated mature VSM cells (Khalil, Morgan
1996). However, {-PKC may have different distribu-
tion and function in the developing embryo and
may play a role in pulmonary vasoconstriction dur-
ing the perinatal period (Cogolludo, Moreno, Lodi
et al. 2005).

TARGETING MECHANISMS FOR
PKC TRANSLOCATION

What causes PKC to translocate from one cell compar-
tment to another? Simple diffusion of PKC could be
a possible driving force, while targeting mechanisms
would allow tight binding of PKC when it happens
to be in the vicinity of its target or substrate (Khalil,
Morgan 1996). Some of the targeting mechanisms
may include the following:

1. Conformation changes and altered hydrophobi-
city: The binding of Ca?' or DAG to PKC could
cause conformational change that unfolds the PKC

molecule and results in exposure of the pseudosub-
strate region or increases the hydrophobicity of PKC
and thereby facilitates its binding to membrane lipids
(Newton 1995).

2. Lipid modification: Modification in the lipid
components of proteins could influence their sub-
cellular distribution. For example, myristoylation of
MARCKS is essential for its binding to actin and the
plasma membrane. PKC is known to phosphorylate
MARCKS and it interferes with its actin cross-linking
and thereby causes its displacement from the plasma
membrane. Dephosphorylation of MARCKS is
associated with its re-association with the plasma
membrane via its stably attached myristic acid
membrane-targeting moiety (Thelen, Rosen, Nairn
et al. 1991).

The architecture of the VSM plasma membrane
may also be regulated by various cellular proteins.
The VSM plasma membrane is composed of several
domains of focal adhesions alternating with zones rich
in caveolae, and both harbor a subset of membrane-
associated proteins. Also, the plasma membrane lip-
ids are segregated into domains of cholesterol-rich
lipid rafts and glycerophospholipid-rich nonraft
regions. The segregation of membrane lipids is criti-
cal for preserving the membrane protein architecture
and for the translocation of proteins to the sarco-
lemma. In smooth muscle, membrane lipid segrega-
tion is supported by annexins that target membrane
sites of distinct lipid composition, and each annexin
requires different [Ca?"] for its translocation to the
sarcolemma, thereby allowing a spatially confined,
graded response to external stimuli and intracellular
PKC (Draeger, Wray, Babiychuk 2005).

3. Phosphorylation: The phosphorylation of pro-
teins could change their conformation or electric
charge and thereby affect their affinity to lipids and
their binding to surface membrane. For example,
phosphorylation of MARCKS may induce an electro-
static effect that could be as important as myristoyla-
tion in determining the protein affinity to the plasma
membrane. Also, phosphorylation of the PKC mol-
ecule itself may be essential for its translocation and
full activation. PKC phosphorylation sites have been
identified in the catalytic domain of a-, B-, and 8-PKC
isoforms (Cazaubon, Parker 1993).

4. Targeting sequence: Binding sites for arginine-
rich polypeptides have been identified in the PKC
molecule distal to its catalytic site, allowing targeting
of PKC to specific subcellular locations (Leventhal,
Bertics 1993). Also, receptors for activated C-kinase
(RACKs) have been suggested to target PKC to cyto-
skeletal elements. Additionally, a peptide inhibitor
derived from the PKC-binding proteins annexin I and
RACKI may interfere with translocation of the 3-PKC
isoform (Ron, Mochly-Rosen 1994).
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PKC FUNCTIONS

The presence of PKC in many cells and tissues allows
it to play a pivotal role in adjusting the cell to the envi-
ronment by stimulating or inhibiting certain cellu-
lar processes. PKC has many physiological functions
including secretion and exocytosis, modulation of
ion channel conductance, gene expression, and cell
growth and proliferation (Nishizuka 1992; Kanashiro,
Khalil 1998).

One important approach to study the role of PKC
in normal and deregulated growth has been through
the production of cells that overexpress PKC. For
example, the introduction of a vector containing
the full-length cDNA encoding the BI-isozyme in rat
fibroblasts led to overexpression of the isozyme and
caused multiple cell growth abnormalities that mim-
icked the effects of tumor promoter phorbol esters.
However, these cell lines did not exhibit the typical
characteristics of malignantly transformed fibro-
blasts. Hence, the overproduction of PKC per se may
not be sufficient to cause cancer, although it may
facilitate the cell conversion to malignancy by geno-
toxic agents (Housey, Johnson, Hsiao et al. 1988).

Tumor promoters enhance tumor formation when
administered after subcarcinogenic levels of initiators.
However, they have little, if any, carcinogenic activity
when administered alone. While the tumors formed
in response to sequential application of initiators
and tumor promoters are usually benign, they may
spontaneously progress to a malignant phenotype.
Although the most well-characterized initiation—
promotion system is the mouse skin model, other
studies indicate that cancers of the breast, colon, blad-
der, and liver also develop as a consequence of initiat-
ing and promoting events (O’Brian, Ward 1989).

PKC may exert negative-feedback control over
cell signaling by downregulation of surface receptors
and/or inhibition of agonist-induced activation of
PLC and phosphoinositide hydrolysis (Nishizuka
1992). Also, numerous studies have suggested a promi-
nent role of PKC in VSM contraction (Nishizuka 1992;
Horowitz, Menice, Laporte et al. 1996; Kanashiro,
Khalil 1998; Dallas, Khalil 2003). The most direct
evidence is that DAG analogues and phorbol esters,
known activators of PKC, cause significant contraction
in vascular segments isolated from various blood ves-
sels and examined ex vivo (Khalil, van Breemen 1988;
Horowitz, Menice, Laporte et al. 1996; Kanashiro,
Khalil 1998). Interestingly, the phorbol ester—induced
vascular contraction may not be associated with
detectable increases in [Ca®"];, suggesting the involve-
ment of a Ca?"-independent PKC isoform such as
e-PKC (Jiang, Morgan 1987; Khalil, Lajoie, Resnick
et al. 1992). Also, PKC inhibitors have been shown
to cause significant inhibition of agonistinduced

contraction of coronary VSM (Khalil, van Breemen
1988; Dallas, Khalil 2003). However, some studies
have demonstrated that PKC-induced phosphoryla-
tion of MLC kinase may inhibit VSM contraction and
may thereby promote vascular relaxation (Inagaki,
Yokokura, Itoh et al. 1987).

ACTIVATORS OF PKC

PKC isoforms have different sensitivity to Ca**, phos-
phatidylserine, DAG, and other phospholipid degra-
dation products. PKC-dependent isoforms bind Ca**
in a phospholipid-dependent manner. The Ca*' ion
may form a “bridge” holding the PKC—phospholipid
complex at the plasma membrane (Bazzi, Nelseusten
1990). Phosphatidylserine is essential for activation of
most PKCisoforms. Phosphatidylinositol and phospha-
tidic acid may activate PKC, but may require high
Ca?" concentrations. DAG activates Ca®*-independent
PKC isoforms and may reduce the Ca?" require-
ment for the activation and membrane association of
Ca*-dependent PKC isoforms (Nishizuka 1992).

Lipids derived from sources other than glycero-
lipid hydrolysis such as cis-unsaturated free fatty acids
and lysophosphatidylcholine, ceramide (a sphingomy-
elinase product), phosphatidylinositol 3,4,5-trisphos-
phate, and cholesterol sulfate may also activate PKC
(Nishizuka 1995). Phorbol esters such as 12-o-tetrade-
canoylphorbol-13-acetate (TPA), phorbol myristate
acetate (PMA), and phorbol 12,13-dibutyrate (PDBu)
can substitute for DAG and activate PKC. Phorbol
esters reduce the apparent K, of PKC for Ca*" and
therebystabilize its membrane association (Kanashiro,
Khalil 1998).

Bryostatin, a marine natural product, is another
PKC activator that binds to and activates PKC and is
more potent than PMA for translocating 8- and e-PKC,
but it is not a carcinogen or a complete tumor pro-
moter (Szallasi, Smith, Pettit et al. 1994). On the other
hand, y-rays may cause activation of the a- and &-PKC
isoforms, a process that could play a role in smooth
muscle cell apoptosis in response to <y-radiation
(Claro, Kanashiro, Oshiro et al. 2007). Also, oxidized
low-density lipoprotein (LDL) increases the activity of
a-and e-PKCisoforms in coronary VSM, a process that
could be involved in oxidized LDL-induced coronary
artery vasoconstriction and atherogenesis (Giardina,
Tanner, Khalil et al. 2001).

Multisite phosphorylation of PKC plays an impor-
tant role in the regulation of the enzyme’s function
both in vitro and in vivo (Keranen, Dutil, Newton
1995; Li, Zhang, Bottaro et al. 1996; Edwards, Newton
1997). PKC activity and affinity for its substrate
may be modified by protein kinase—induced phos-
phorylation or even its own autophosphorylation.
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The a-, BI-, and BII-PKC proteins are expressed as
inactive precursors that may require phosphorylation
by a putative “PKC kinase” for permissive activation.
For example, multiple phosphorylation of a-PKC pre-
vents its downregulation during prolonged stimula-
tion by phorbol ester (Keranen, Dutil, Newton 1995).
Also, phosphorylation of BII-PKC at the extreme
C-terminus allows the active site to bind ATP and
substrate with higher affinity. Additionally, phosphor-
ylation of structure determinants in the regulatory
region of PKC increases its binding affinity with Ca**
(Edwards, Newton 1997).

Autophosphorylation has also been reported for
the Ca?"-independent 3-PKC isoform. It has been
demonstrated that the Ser-643 of 8-PKC is phosphor-
ylated in vivo, a process that could play an important
role in controlling the activity and biological function
of the 3-PKC isoform (Li, Zhang, Bottaro et al. 1996).

INHIBITORS OF PKC

In the last 25 years, several PKC inhibitors with dif-
ferent affinities, efficacies, and specificities have
been developed (Table 2.2). Some of the first PKC
inhibitors appear to act on the catalytic domain and

Table 2.2 Examples of Inhibitors of PKC

compete with ATP, and therefore may not be specific
and could inhibit other protein kinases. PKC inhibi-
tors acting on the regulatory domain by competing
at the DAG- or phorbol ester-, or the phosphatidylser-
ine-binding site may be more specific. Extended expo-
sure to phorbol esters can downregulate a-, 8-, y-, and
e-PKC (Kanashiro, Altirkawi, Khalil et al. 2000), but
the tumor promoting properties of phorbol esters
significantly limit their use.

The pseudosubstrate region in the regulatory
domain of PKC contains an amino acid sequence
between the 19 and 36 residues that resembles the
substrate phosphorylation site. Synthetic oligopep-
tides based on the pseudosubstrate sequence have
been developed. The pseudosubstrate inhibitor pepti-
des inhibit specific PKC isoforms because they exploit
their substrate specificity and do not interfere with
ATP binding. The synthetic peptide (19 to 36) inhibits
not only protein substrate phosphorylation but also
PKC autophosphorylation (House, Kemp 1987). Also,
myr-yPKC, a myristoylated peptide based on the sub-
strate motif of a- and B-PKC, inhibits TPA-induced
PKC activation and phosphorylation of the MARCKS
protein (Eicholtz, de Bont, Widt et al. 1993).

a-Tocopherol inhibits the expression, activity, and
phosphorylation of a-PKC in smooth muscles, while

Chemical Group Examples Specificity Site of Action
1-(5-isoquinolinesulfonyl)- H-7 Also inhibits cyclic AMP Catalytic domain
2-methylpiperazines and cyclic GMP-dependent ~ Compete with ATP at
protein kinases the ATP-binding site
Microbial alkaloids, Staurosporine Also inhibits MLC kinase Catalytic domain,
product of Streptomyces SCH 47112 and tyrosine kinase ATP-binding site
CGP 41251 (PKC412,
midostaurin)
Benzophenanthridine Chelerythrine Competitive inhibitor with  Catalytic domain
alkaloids histone IIIS
Indocarbazoles Go66976 Ca?"-dependent isoforms Catalytic domain
a and BI
Bisindolylmaleimide GF109203X PKC isozymes o, BI, BII, Catalytic domain
derivatives of staurosporine Ro-318220 v, 9,and &
Others Aminoacridine
Apigenin
Sangivamycin

Perylenequinone metabolites
isolated from Cladosporium

UCN-01, UCN-02

Calphostin C
(UCN-1028A)

cladosporioides

Membrane lipids Sphingosine

Others Adriamycin
Cercosporin
Chlorpromazine
Dexniguldipine

Polymixin B
Tamoxifen Trifluoperazine

Binds to the regulatory
domain at DAG-/phorbol
ester-binding site
Competitive inhibitor with
phosphatidylserine

Regulatory domain

Regulatory domain
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B-tocopherol protects PKC from the inhibitory effects
of a-tocopherol (Clement, Tasinato, Boscoboinik et al.
1997).

Short-interference RNA (siRNA) have been devel-
oped to prevent the expression of specific PKC iso-
forms and are becoming very useful in studying the
role of PKC in various cell functions. Antisense tech-
niques, knockout mice, and transgenic animals have
also been useful in studying the effects of downregu-
lation of specific PKC isoforms in vivo.

PKC-ACTIVATED PROTEIN KINASE
CASCADES AND VSM CONTRACTION

VSM contraction may involve the activation of several
protein kinases and the phosphorylation of more than
one substrate. For instance, PKC-induced phosphory-
lation of one of its protein substrates may activate a
cascade of protein kinases that ultimately stimulate
or enhance VSM contraction (Khalil, Menice, Wang
et al. 1995). PKC-induced phosphorylation of CPI-17
promotes the inhibition of MLC phosphatase and
therebyincreases the amount of MLC phosphorylation
and enhances VSM contraction (Fig. 2.1) (Woodsome,
Eto, Everett et al. 2001). The a-PKC may also induce
the phosphorylation of the actin-binding protein
calponin, a process that could reverse the calponin-
mediated inhibition of the actin-activated myosin
ATPase, and may thereby allow more actin to interact
with myosin and enhance VSM contraction (Fig. 2.1)
(Parker, Takahashi, Tao et al. 1994; Horowitz, Menice,
Laporte et al. 1996).

In undifferentiated VSM cells, PKC may function
in concert with MAPK and c-Raf-1 to promote cell
growth and proliferation. MAPK is a Ser/Thr protein
kinase that requires dual phosphorylation at both the
Thr and Tyr residues for its activation. In quiescent
undifferentiated VSM cells, MAPK is mainly distrib-
uted in the cytosol. On VSM cell activation by a growth
factor or a mitogen, MAPK undergoes translocation
from the cytosol to the nucleus where it stimulates
mRNA gene expression and cell growth (Mii, Khalil,
Morgan et al. 1996). Tyrosine kinase and MAPK activ-
ities have been identified in differentiated VSM, sug-
gesting a potential role in VSM contraction (Khalil,
Menice, Wang et al. 1995; Khalil, Morgan 1996). In
differentiated VSM cells, contractile agonists such as
the a-adrenergic agonist phenylephrine induce an
initial and transient translocation of MAPK from the
cytosol to the surface membrane. However, during
maintained VSM activation MAPK undergoes redis-
tribution from the surface membrane and localizes in
the cytoskeleton (Khalil, Menice, Wang et al. 1995).
It has been suggested that agonistinduced activa-
tion and generation of DAG at the surface membrane

promotes the translocation of the Ca?"-independent
e-PKC from the cytosol to the surface membrane,
where it becomes fully activated. The activated e-PKC
in the surface membrane then promotes the translo-
cation of both MAPK kinase (MEK) and MAPK from
the cytosol to the plasmalemma, where the three pro-
tein kinases form a complex at the surface membrane.
PKC then induces the phosphorylation and activation
of MEK, which in turn causes phosphorylation of
MAPK at both Thr and Tyr residues (Adam, Gapinski,
Hathaway 1992). Tyrosine phosphorylation of MAPK
would then target it to the cytoskeleton, where it
induces the phosphorylation of the actin-binding
protein caldesmon (D’Angelo, Graceffa, Wang et al.
1999; Hedges, Oxhorn, Carty et al. 2000). The phos-
phorylation of caldesmon reverses its inhibition of
actin-mediated MgATPase activity, and thus increases
the actin—-myosin crossbridge cycling and enhances
VSM contraction (Fig. 2.1) (Khalil, Menice, Wang
et al. 1995; Horowitz, Menice, Laporte et al. 1996;
Kordowska, Hetrick, Adam et al. 2006).

ROLE OF PKC IN HYPERTENSION

Hypertension is a multifactorial disorder that invo-
Ives changes in the vascular, hormonal, neural, and
renal control mechanisms of BP (Cain, Khalil 2002).
Increases in the amount and activity of PKC and
activation of PKC-mediated pathways could cause
persistent disturbance in one or more of the physi-
ological control mechanisms, leading to significant
increases in BP and hypertension. The pathophysi-
ological mechanisms underlying the relation between
PKC and hypertension could also involve potential
interactions with VSM growth, proliferation and con-
traction pathways, vascular inflammation and inflam-
matory cytokines, oxidative stress and free radicals,
and vascular remodeling by MMPs. The role of PKC
and these related pathways has been demonstrated
in some of the common forms of experimental and
human hypertension.

PKC AND VSM GROWTH AND
REACTIVITY IN HYPERTENSION

Increased expression/activity of PKC isoforms in
VSM could promote VSM growth and prolifera-
tion (Fig. 2.3). The trophic changes in VSM cause
significant increases in the vascular wall thickness
and hypertrophic remodeling that lead to increased
peripheral vascular resistance and hypertension. For
instance, overexpression of o-PKC in A7r5 VSM cell
line stimulates cell proliferation (Wang, Desai, Wright
et al. 1997). Also, the localization of {-PKC in the
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Figure 2.3 Role of PKC in hypertension. Genetic, dietary, and environmental risk factors lead to endothelial cell, neural, and renal
dysfunction, and increased release of various mediators such as reactive oxygen species (ROS), ET-1, Ang Il, norepinephrine, serotonin,
and dopamine. Some of these mediators could stimulate VSM and activate PKC, as well as Ca?* and Rho-kinase, and thereby induce
vasoconstriction and VSM growth and proliferation. The interaction of PKC with matrix metalloproteinases (MMPs) in the extracellular
matrix (ECM) could contribute to vascular remodeling. Ang Il and dopamine could enhance PKC-mediated vasoconstriction, or induce
salt and water retention and increased plasma volume. Persistent increases in vascular resistance and plasma volume lead to hypertension.

RAS, renin—-angiotensin system.

vicinity of the nucleus suggests that it may be involved
in the VSM growth and the hypertrophic remodeling
commonly observed in hypertension (Khalil, Lajoie,
Resnick etal. 1992; Liou, Morgan 1994). The increased
PKC activity in conjunction with elevation of [Ca?*];
may exert trophic effects on the vasculature and the
heart, thereby explaining the narrowing of the lumen
in peripheral arteries and the cardiac hypertrophy of
long-standing hypertension (Aviv 1994).

Increased expression and activity of specific PKC
isoforms could also cause excessive vasoconstriction,
which could contribute to the increased vascular resis-
tance and BP (Fig. 2.3). The Ca?"-dependent a-PKC
has been shown to enhance VSM contraction, and its
overexpression in VSM may be involved in the patho-
genesis of hypertension (Khalil, Lajoie, Morgan et al.
1994; Liou, Morgan 1994). Also, the Ca?*-independent
&-PKC has been suggested to play a role in enhancing
the myofilament force sensitivity to [Ca®']; in VSM,
a signaling pathway that could increase the vaso-
constriction associated with hypertension (Khalil,
Lajoie, Resnick et al. 1992; Horowitz, Menice, Laporte
etal. 1996). The localization of 8-PKC in the cytoskel-
eton suggests that it may play a role in the vascular
remodeling associated with hypertension (Kanashiro,
Khalil 1998).

PKC AND INFLAMMATORY
CYTOKINES IN HYPERTENSION

A growing body of evidence suggests that vascular
inflammation contributes to cardiovascular disease
(Young, Libby, Schonbeck U 2002; Libby 2006). Eleva-
tions in plasma tumor necrosis factor o (TNF-o),
interleukin 18 (IL-1B), and IL-6 are observed in
patients with hypertension and coronary disease
(Waehre, Yndestad, Smith et al. 2004; Funayama,
Ishikawa, Kubo et al. 2004; Lubrano, Cocci,
Battaglia et al. 2005; Nijm, Wikby, Tompa et al.
2005; McLachlan, Chua, Wong et al. 2005; Sardella,
Mariani, D’Alessandro et al. 2006). Also, studies have
shown that infusion of angiotensin II (Ang II) fails
to induce hypertension in IL-6 knockout mice, sup-
porting a role of the cytokine in hypertension (Lee,
Sturgis, Labazi et al. 2006). Interestingly, in isolated
pulmonary arteries, hypoxia induces an increase in
the expression of TNF-a and IL-1B, a process that
is dependent on PKC activation and could promote
pulmonary vasoconstriction (Tsai, Wang, Pitcher
et al. 2004). TNF-a also activates PKC and mitogenic
signaling in cultured VSM cells (Ramana, Chandra,
Srivastava et al. 2003). Furthermore, inhibitors of
PKC-3 block high glucose-induced secretion of TNF-a
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inratand human aortic VSM cells in culture (Ramana,
Tammali, Reddy et al. 2007).

PKC AND OXIDATIVE STRESS
IN HYPERTENSION

Increased oxidative stress has been demonstrated
in all forms of hypertension including essential and
renovascular hypertension. Increased production of
superoxide (O,®) is known to decrease the bioactiv-
ity of the major vasodilator nitric oxide (NO), thereby
contributing to the increased peripheral vascular
resistance associated with hypertension (Cardillo,
Kilcoyne, Quyyumi et al. 1998; Heitzer, Wenzel,
Hink et al. 1999; Ungvari, Csiszar, Huang et al. 2003).
Evidence suggests that increased O,™® production in
hypertension involves PKC. Studies have shown that
high pressure induces O,® production in isolated
arteries via PKC-dependent activation of NAD(P)H
oxidase (Ungvari, Csiszar, Huang et al. 2003). Other
studies have shown that O, ® is elevated in sympathetic
neurons in deoxycorticosterone acetate (DOCA)-salt
hypertension via activation of NAD (P)H oxidase (Dai,
Cao, Kreulen et al. 2006). Also, increased NAD(P)H
oxidase-mediated Oy"® production has been demon-
strated in renovascular hypertension, and the pos-
sible involvement of PKC has been suggested (Heitzer,
Wenzel, Hink et al. 1999).

PKC AND VASCULAR REMODELING
BY MMPS IN HYPERTENSION

MMPs are a family of structurally related, zinc-
containing enzymes that play a role in the degrada-
tion of ECM proteins (Liu, Wang, Greene et al. 1997,
Galis, Khatri 2002; Visse, Nagase 2003; Raffetto,
Khalil 2007). Additional effects of MMPs on the
endothelium and VSM have also been suggested
(Chew, Conte, Khalil et al. 2004; Raffetto, Ross, Khalil
et al. 2007). The activities of MMPs are regulated at
the transcription level as well as by activation of their
pro-form, interaction with specific ECM components,
and inhibition by endogenous tissue inhibitors of
MMPs (TIMPs). Factors that upregulate MMP activi-
ties promote vascular remodeling and include chronic
changes in hemodynamics, vessel injury, inflamma-
tory cytokines, and ROS.

Hypertension is associated with vascular remodel-
ing and rearrangement of various components of the
vascular wall, including ECM proteins. Some clinical
studies have shown that the plasma levels and activi-
ties of MMP-2, MMP-9, and TIMP-1 are increased in
hypertensive patients (Derosa, D’Angelo, Ciccarelli
etal. 2006). Other studies have reported the opposite

finding and demonstrated that the plasma levels of
active MMP-2 and -9 are depressed in patients with
essential hypertension. Also, treatment with amlo-
dipine normalized MMP-9 plasma concentration
(Zervoudaki, Economou, Stefanadis et al. 2003).
These findings suggested a relationship between
abnormal ECM metabolism and hypertension and
raised the possibility that antihypertensive treatment
may modulate collagen metabolism. A recent study
has examined the serum concentrations of carboxy-
terminal telopeptide of collagen type I (CITP) as a
marker of extracellular collagen type I degradation,
MMP-1 (collagenase), TIMP-1, and MMP-1-TIMP-1
complex in patients with untreated essential hyper-
tension and normotensive controls. It was found that
baseline free MMP-1 was decreased and baseline free
TIMP-1 was increased in hypertensives compared with
normotensives. Hypertensive patients treated with
the angiotensin-converting enzyme (ACE) inhibitor
lisinopril for 1 year showed an increase in free MMP-1,
a decrease in free TIMP-1, and an increase in serum
CITP. It was concluded that systemic extracellular
degradation of collagen type I is depressed in patients
with essential hypertension and may facilitate organ
fibrosis, which can be normalized by treatment with
lisinopril (Laviades, Varo, Fernandez et al. 1998).
Studies have also examined the expression and
activity of MMPs in internal mammary artery speci-
mens obtained from normotensive and hypertensive
patients undergoing coronary artery bypass surgery.
Zymographic analysis indicated a decrease in total
gelatinolytic activity of MMP-2 and -9 in hypertension.
MMP-1 activity was also decreased by fourfold without
a significant change in protein levels. Immunoblot
analysis revealed a decrease in the tissue levels of
ECM inducer protein (EMMPRIN, a known stimula-
tor of MMPs transcription), MMP activator protein
(MT1-MMP), and MMP-9 in hypertension. Also,
measurement of plasma markers of collagen synthe-
sis (procollagen type I amino-terminal propeptide
[PINP]) and collagen degradation (carboxy-terminal
telopeptide of collagen type I [ICTP]) indicated no
difference in PINP levels but suppressed the deg-
radation of collagen in hypertension. These data
demonstrate that not only MMP-1 and MMP-9 but
also MMP inducer and activator proteins are down-
regulated in the hypertensive state, which may result
in enhanced collagen deposition in hypertension
(Ergul, Portik-Dobos, Hutchinson et al. 2004).
Experimental studies have shown that the wall
thickness was increased in the aorta of DOCA-salt
versus sham rats as was the medial area, but neither
measure was altered in the vena cava. In hyperten-
sion, MMP-2 expression and activity were increased
in the aorta but not the vena cava, while MMP-9 was
weakly expressed in both vessels. TIMP-2 expression



Chapter 2: Protein Kinase C and Smooth Muscle 33

was increased in the aorta of DOCA rats compared to
sham, but barely detectable in the vena cava of sham
or DOCA-salt hypertensive rats. These data suggest
that vascular remodeling in the aorta of DOCA-salt
hypertensive rats, observed as an increase in wall
thickness and medial area, is linked to the action of
MMP-2. The increase in TIMP-2 expression observed
in the aorta from DOCA-salt rats is presumably an
adaptive increase to the higher-than-normal levels of
MMP-2 (Watts, Rondelli, Thakali et al. 2007).

A recent study has evaluated how MMP-9 might
contribute to the progression of hypertension in vivo.
Wild-type and MMP-9-2 mice were treated with
Ang II, 1 pg/kg per minute by minipump, and a 5%
NaCl diet for 10 days. It was found that the onset of
Ang Il-induced hypertension was accompanied by
increased MMP-9 activity in conductance vessels. The
absence of MMP-9 activity results in vessel stiffness and
increased pulse pressure. It was suggested that MMP-9
activation is associated with a beneficial role early on
in hypertension by preserving vessel compliance and
alleviating BP increase (Flamant et al. 2007).

Growth factors and cytokines such as nuclear factor
kB and IL-la stimulate VSM cells to secrete MMP-1,
-3, -9. These effects appear to be dependent on acti-
vation of (-PKC, and may contribute to inhibition of
VSM proliferation and vascular remodeling in patho-
logical states (Hussain, Assender, Bond et al. 2002).
PKC also increases MMP-2 secretion in endothelial
cells (Papadimitriou, Waters, Manolopoulos et al.
2001), and PKC-a plays a critical role in MMP-9 secre-
tion in bovine capillary endothelial cells through
ERK1/2 signaling pathway (Park, Park, Lee et al.
2003). Additionally, PKC- plays an important signal-
ing role in the expression and activity of MMP-1 and -3
in human coronary artery endothelial cells (Li Liu,
Chen et al. 2003). Furthermore, in cardiac microvas-
cular endothelial cells, IL-1B activates PKC-a and -BI
and causes upregulation in the expression and activity
of MMP-2, while inhibition of PKC-a and -Bl abrogates
the IL-1B stimulated increase in MMP-2 (Mountain,
Singh, Menon et al. 2007).

ROLE OF PKC IN AORTIC CONSTRICTION
MODEL OF HYPERTENSION

Studies have demonstrated an increase in the acti-
vation and translocation of PKC in a rat model of
pressure overload and left ventricular hypertro-
phy produced by banding or clipping of the aorta
(Liou, Morgan 1994). The increased PKC activity
was found to be associated with increased tritiated
phorbol ester ([*H]PDBu) binding and PKC concen-
tration in both the cytosolic and membrane fractions
(Gu, Bishop 1994). Immunoblot analysis has revealed

that the increased PKC activity mainly involves
increases in the amount of BI-, fII- and &-PKC in the
surface membrane and nuclear-cytoskeletal fractions
(Gu, Bishop 1994). Imaging of the subcellular distri-
bution of PKC revealed that in VSM cells of normo-
tensive rats a-PKC is mainly localized in the cytosol,
while (-PKC is located in the perinuclear area (Khalil,
Lajoie, Resnick et al. 1992; Khalil, Lajoie, Morgan
et al. 1994). In VSM of hypertensive rats, a-PKC is
hyperactivated and concentrated at the surface mem-
brane, while (-PKC is localized in the nucleus (Liou,
Morgan 1994).

ROLE OF PKC IN GENETIC MODELS
OF HYPERTENSION

Genetic studies in certain families have gener-
ated important information regarding the genetic
origins of hypertension. For example, mutations in
BMPR2 gene, which encodes a bone morphogenetic
protein receptor II, a TGF-B super family member,
have been linked to 55% of familial pulmonary arte-
rial hypertension (Deng, Morse, Slager et al. 2000;
Machado, Pauciulo, Thomson et al. 2001; Aldred,
Vijayakrishnan, James et al. 2006). Mice carrying
BMPR2 heterozygous alleles (BMPR2'") are geneti-
cally equivalent to mutant human gene and develop
pulmonary artery hypertension under stressed con-
dition (Song, Jones, Beppu et al. 2005). Proteomics
studies on murine tissues have identified B-PKC as
one of the signaling components associated with
BMPR2 (Hassel, Eichner, Yakymovych et al. 2004),
raising the possibility that PKC contributes to the
pathogenesis of genetic hypertension.

Vascular PKC may also play a role in the increased
BP observed in the genetic model of spontaneously
hypertensive rats (SHR). It has been demonstrated
that the norepinephrine-induced contraction of iso-
lated aortic segments is more readily inhibited by the
PKC inhibitor 1-(5-isoquinolinesulfonyl)-2-methyl-
piperazine (H-7) in the aortas from SHR than those
from Wistar-Kyoto rats (WKY). Also, treatment of the
aortic segments with H-7 caused a shift to the right
in the concentration—contraction curve of the PKC
activator TPA in the aortas of SHR, but not in those
of WKY (Shibata, Morita, Nagai et al. 1990). It has
also been shown that the PKC activator PDBu pro-
duces increased contraction and greater reduction
in cytosolic PKC activity in the aortas from SHR than
in those from WKY, suggesting greater functional
alterations of PKC in VSM of SHR (Bazan, Campbell,
Rapoport 1992). In SHR, y-interferon can restore PKC
level to that in the normal control rat, suggesting an
interaction between PKC and the cytokine in genetic
hypertension (Sauro, Hadden 1992).
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To further understand the role of PKC in genetic
hypertension, studies have examined vascular con-
traction and PKC activity during the development
of hypertension in young (5-6 weeks) SHR. It was
found that contractions in response to high K*
depolarizing solution in intact mesenteric arteries
and the Ca*'-force relation in vessels permeabilized
with a-toxin are not different in SHR and WKY rats.
Treatment with the PKC activator PDBu augmented
the high K*-contraction in intact vascular segments,
and enhanced the Ca*'-force relation in permeabi-
lized vessels of SHR in than those of WKY. Also, the
PKC inhibitors H-7 and calphostin C caused greater
suppression of the contractile responses in vascular
segments of SHR than in those of WKY. These data
further suggest that PKC enhances the Ca?" sensitivity
of the contractile proteins in VSM and that the effects
of PKC are greater in blood vessels of the young prehy-
pertensive SHR than in those of WKY. The data also
suggest that activation of PKC in VSM occurs before
overt hypertension, and thereby provide evidence for
arole of PKC as a causative factor in the development
of genetic hypertension (Sasajima, Shima, Toyoda
etal. 1997).

To further examine potential inborn differences
in vascular PKC before the onset of hypertension,
studies have compared the proliferation of VSM
cells from young (1-2 weeks) SHR and WKY rats. In
cultured aortic VSM from SHR and WKY rats, both
Ang II and endothelin-1 (ET-1) enhanced thymidine
incorporation into DNA, an indicator of DNA synthe-
sis. Treatment of the cells with the PKC inhibitor chel-
erythrine caused greater suppression of Ang II- and
ET-1-induced DNA synthesis and VSM growth in cells
of SHR than in those of WKY, suggesting an inborn
increase in PKC activity in VSM cells of SHR (Rosen,
Barg, Zimlichman 1999).

Studies have also assessed the role of PKC in the
changes in vascular tone associated with genetic
hypertension in vivo, and examined the vascular
effects of perfusing the PKC activator PDBu in the
hindlimbs of anesthetized SHR and WKY rats. It was
found that PDBu infusion into the hindlimb caused
prolonged vasoconstriction and elevation of the per-
fusion pressure. The PDBu-induced vasoconstriction
and elevated perfusion pressure were inhibited by the
PKC inhibitor staurosporine to a greater extent in
the SHR as compared to that in the WKY rats. These
data provided evidence for a role of PKC in the regu-
lation of vascular function and BP in vivo and further
suggest an increase in PKC expression and activity in
VSM in rat models of genetic hypertension (Bilder,
Kasiewski, Perrone 1990).

Interestingly, gender differences in the expression
and activity of PKC isoforms have been observed in the
aortic VSM of WKY and SHR. It has been shown that

the VSM contraction and the expression and activity of
a-, 8- and -PKC in response to the phorbol ester PDBu
are reduced in intact female WKY compared with that
in intact male WKY, and that the gender-related dif-
ferences are greater in VSM from SHR compared with
those from WKY rats (Kanashiro, Khalil 2001). The
PDBu-induced contraction and PKC activity were not
significantly different between castrated and intact
male rats, but were greater in ovariectomized (OVX)
female rats than in intact ones. Treatment of OVX
females with 17B-estradiol subcutaneous implants
caused a significant reduction in PDBu contraction
and PKC activity, which was more prominent in SHR
than WKY rats. These data suggested gender-related
reduction in VSM contraction and the expression and
activity of a-, 8-, and {-PKC in female rats compared
with male rats and that these differences are possibly
mediated by estrogen and are enhanced in genetic
forms of hypertension (Kanashiro, Khalil 2001).

ROLE OF PKC IN ANIMAL MODELS OF
SALT-SENSITIVE HYPERTENSION

Increased dietary sodium intake has been implicated
in the pathogenesis of hypertension in salt-sensitive
individuals (Smith, Payne, Sedeek et al. 2003; Khalil
2006). The role of vascular PKC in salt-sensitive hyper-
tension has not been clearly established. However,
evidence from cardiac tissues suggests an increase
in PKC activity in this form of hypertension. Studies
have demonstrated an increase in the BP and the
heart-to-body weight ratio in the DOCA salt-sensi-
tive hypertensive rats as compared to those in con-
trol rats. Also, the relative expression of a-, y-, and
&-PKC is increased, while that of 8-PKC is not altered
in cardiac extracts of DOCA-salt rats as compared to
controls. Additionally, 3-PKC is increased in cardiac
fibroblasts from DOCA-salt rats as compared to con-
trols. These data suggest that the hearts of DOCA-salt
hypertensive rats demonstrate cell-specific increase
in the expression of «, v, 8, or e-PKC (Fareh, Touyz,
Schiffrin et al. 2000). Interestingly, the PKC inhibitor
GF109203X (2-[1-(3-dimethylaminopropyl)-1H-indol-
3-yl]-3-(1H-indol-3-yl)maleimide) has been shown to
decrease both basal tone and MAPK (ERK1/2) activ-
ity in DOCA-salt hypertensive rats. These studies have
suggested that in DOCA-salt hypertensive rats the
basal vascular tone is elevated by the altered activa-
tion of MAPK and that these effects are regulated by
PKC (Kim, Lee, Lee et al. 2005).

Studies have also suggested significant changes
in PKC in the hearts of Dahl salt-sensitive hyperten-
sive rats. Marinobufagenin, an endogenous ligand
of the al subunit of the cardiac Na/K-ATPase, is ele-
vated in NaCl-loaded Dahl salt-sensitive rats and may
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contribute to the hypertension observed in this ani-
mal model (Fedorova, Talan, Agalakova et al. 2003).
It has been suggested that PKC-induced phosphoryla-
tion of the al-Na/K-ATPase may increase its sensitiv-
ity to marinobufagenin, and thereby contribute to the
elevated BP in the Dahl salt-sensitive rat (Fedorova,
Talan, Agalakova et al. 2003).

ROLE OF PKC IN RENOVASCULAR
HYPERTENSION

PKC could also play a role in the development of
renovascular hypertension. Studies have measured
vascular function in aortic segments isolated from
two kidney-one clip (2K-1C) rat model of hyperten-
sion and age-matched controls. It was found that the
PDBu-induced vascular contraction was enhanced,
and the superoxide (O,"®) production was increased
in aortic segments from the 2K-1C hypertensive rats
as compared to those from controls. The increased
vascular contraction and O,"® production were nor-
malized in aortic segments treated with superoxide
dismutase or the PKC inhibitor calphostin C. These
data suggest that the increased vascular O, and
impaired vascular function associated with renovas-
cular hypertension in the 2K-1C rats are possibly due
to PKC-mediated activation of NADPH-dependent
oxidase (Heitzer, Wenzel, Hink et al. 1999).

PKC may also affect the renin-angiotensin—
aldosterone system and thereby, the renal control
mechanism of BP. Studies have shown that infusion
of Ang II in rats causes hypertension as well as vas-
cular endothelial dysfunction and increased vascular
O,® production. Some of the vascular effects of Ang
IT appear to be mediated by increased endothelial cell
release of E'T-1, which is known to activate PKC (Sirous,
Fleming, Khalil 2001; Cain, Tanner, Khalil 2002;
Hynynen, Khalil 2006). Interestingly, Ang II-induced
ET-1 production and vascular PKC activity are greater
in blood vessels of SHR as compared with those of
normotensive control rats (Schiffrin 1995). Other evi-
dence for an effect of PKC on the renin-angiotensin
system is derived from studies using angiotensin-
converting enzyme inhibitors such as enalapril. It has
been demonstrated that PKC activity is higher in the
cytosolic compartment of the aortic VSM from SHR
than those from WKY or enalapril-treated SHR. The
changes in vascular PKC activity were closely associ-
ated with the changes in BP. Membrane-bound PKC
activity was detected in aortic VSM of SHR, but not
in that of the WKY or enalapril-treated SHR. Also,
the expression of a-PKC mRNA and protein was
higher in aortic VSM from SHR than those from
WKY or enalapril-treated SHR. These data suggest
that the beneficial effects of angiotensin-converting

enzyme inhibitors in hypertension may in part
involve changes in expression and activity of a-PKC
in VSM (Kanayama, Negoro, Okamura et al. 1994).
Other studies have shown that PKC could affect the
Na*/Ca?" exchange mechanism in the renal arteri-
oles, leading to defective renal vasodilation associ-
ated with salt-sensitive hypertension (Bell, Mashburn,
Unlap 2000).

PKC may also affect the renal tubular cells and the
kidney function. For instance, in kidney tubular epi-
thelial cells, 8- and {-PKC are localized to the plasma
membrane whereas the other isoforms a- and e-PKC
are cytoplasmic. Dopamine, an important intrarenal
modulator of sodium metabolism and BP, causes trans-
location of a- and &-PKC to the plasma membrane
(Nowicki, Kruse, Brismar et al. 2000; Ridge, Dada,
Lecuona et al. 2002), supporting the role of PKC in
the control of the renal sodium and water reabsorp-
tion and BP (Banday, Fazili, Lokhandwala 2007).

ROLE OF PKC IN PULMONARY
HYPERTENSION

This type of hypertension involves sustained vaso-
constriction of the pulmonary arteries. PKC may
have specific effects on the pulmonary vessels that
may contribute to the pathogenesis of pulmonary
hypertension. It has been demonstrated that both
insulin-like growth factor I and PKC activation stimu-
late the proliferation of pulmonary artery VSM cells.
Activation of PKC may also be one of the signaling
pathways involved in hypoxia-induced pulmonary
artery VSM cell proliferation. Additionally, chronic
hypoxia may act via specific PKC isozymes to enhance
the growth responses in pulmonary artery adventi-
tial fibroblasts (Das, Dempsey, Bouchey et al. 2000).
Interestingly, mice deficient in £-PKC have decreased
hypoxic pulmonary vasoconstriction (Littler, Morris,
Fagan etal. 2003). Also, ET-1 is one of the most potent
vasoconstrictors, and the use of endothelin-receptor
antagonist has yielded clinical benefits in patients with
pulmonary hypertension (Ito, Ozawa, Shimada 2007;
Puri, McGoon, Kushwaha 2007). The effects of ET-1
on pulmonary vessels appear to be mediated by PKC,
and inhibitors of PKC isoforms have been shown to
downregulate ET-1 induced pulmonary arterial con-
traction in several animal models (Barman 2007).

ROLE OF PKC IN ESSENTIAL
HUMAN HYPERTENSION

A large body of evidence suggests that PKC may play
a role in the pathogenesis of essential hypertension
in humans. Studies have demonstrated an increase
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in oxidative stress and growth responses in VSM cells
from resistant arteries of patients with essential hyper-
tension as compared to cells from normotensive con-
trols. It was found that Ang II caused an increase in
ROS, which was enhanced in VSM from hypertensive
subjects as compared to that from normotensive con-
trols. Also, Ang II stimulated phospholipase D (PLD)
activity and DNA and protein synthesis to a greater
extent in VSM cells from hypertensive subjects as com-
pared to those from normotensive controls. Treatment
of the cells with the PKC inhibitors chelerythrine and
calphostin C partially decreased the Ang II-induced
effects. These data suggest that the increased oxida-
tive stress and augmented growth-promoting effects
of Ang II observed in VSM cells from patients with
essential hypertension are associated with increased
activation of PLD- and PKC-dependent pathways,
and that these pathways may contribute to vascular
remodeling associated with hypertension (Touyz,
Schiffrin 2001).

ROLE OF PKC IN HYPERTENSION IN
PREGNANCY AND PREECLAMPSIA

During normal pregnancy decreased BP, increased
uterine blood flow, and decreased vascular responses
to vasoconstrictors and agonists are often observed
(Khalil, Granger 2002; Stennett, Khalil 2006).
Studies on uterine artery from pregnant sheep and
the aorta of late pregnant rats have demonstrated that
decreased vascular contraction during normal preg-
nancy is associated with decrease in vascular PKC
activity (Magness, Rosenfeld, Carr 1991; Kanashiro,
Altirkawi, Khalil et al. 2000). Studies have also shown
that the expression and subcellular redistribution of
the Ca?"-dependent a-PKC and the Ca®*-independent
0- and -PKC are reduced in aortic VSM isolated from
late pregnant rats compared with those from non-
pregnant rats (Kanashiro, Alexander, Granger et al.
1999; Kanashiro, Cockrell, Alexander 2000).

In 5% to 7% of pregnancies, women develop a
condition called preeclampsia characterized by pro-
teinuria and severe increases in peripheral vascular
resistance and BP (Stennett, Khalil 2006). Because of
the difficulty to perform mechanistic studies in preg-
nant women, animal models of hypertension in preg-
nancy have been developed. We have recently shown
that the mean arterial pressure is greater in late
pregnant rats treated with the NO synthase inhibitor
L-NAME, compared with normal pregnant rats or vir-
gin rats nontreated or treated with L-NAME (Khalil,
Crews, Novak et al. 1998). Also, measurements of
vascular contraction in aortic segments demonstrated
an increase in phenylephrine-induced contraction in

aortas from L-NAME-treated pregnant rats as com-
pared to tissues from normal pregnant rats or virgin
rats (Khalil, Crews, Novak et al. 1998; Crews, Novak,
Granger et al. 1999). Additionally, the vascular PKC
activity and the expression and subcellular distri-
bution of a- and 3-PKC isoforms were enhanced in
L-NAME-treated pregnant rats compared with nor-
mal pregnant rats (Kanashiro, Alexander, Granger
et al. 1999; Kanashiro, Cockrell, Alexander 2000).
These data suggest that an increase in the expres-
sion and activity of a- and 8-PKC isoforms may play
a role in the increased vasoconstriction and vascular
resistance observed in hypertension during preg-
nancy (Kanashiro, Alexander, Granger et al. 1999;
Kanashiro, Cockrell, Alexander 2000; Khalil, Granger
2002).

PKC may also play a role in the changes in Ang
IT receptor-mediated signaling associated with
preeclampsia. Studies on cultured neonatal rat car-
diomyocytes have shown that immunoglobulin from
preeclamptic women enhances angiotensin type 1
(AT,) receptor-mediated chronotropic response,
whereas immunoglobulin from control subjects
has no effect. Treatment of cardiomyocytes with the
PKC inhibitor calphostin C prevented the stimulatory
effect of immunoglobulin from preeclamptic women
on AT, receptor-mediated chronotropic response.
Examination of VSM cells with confocal microscopy
has also shown colocalization of purified IgG from
preeclamptic women and AT, receptor antibody.
These studies concluded that preeclamptic patients
develop stimulatory autoantibodies against AT, recep-
tor, and this process appears to be mediated via PKC.
These autoantibodies may participate in the Ang
II-induced vascular lesions in patients with preecla-
mpsia (Wallukat, Homuth, Fischer et al. 1999).

Several studies have suggested that the reduction
in uteroplacental perfusion pressure and the ensuing
placental ischemia or hypoxia cause an increase in
the release of cytokines into the maternal circula-
tion, which in turn leads to the generalized vascular
changes and hypertension (Kupferminc, Peaceman,
Wigton et al. 1994; Vince, Starkey, Austgulen et al.
1995; Conrad, Benyo 1997, Williams, Mahomed,
Farrand et al. 1998; Khalil, Granger 2002; Stennett,
Khalil 2006). In support of the cytokine hypothesis,
it has been shown that the plasma levels of TNF-a
are elevated in women with preeclampsia (Conrad,
Benyo 1997; Williams, Mahomed, Farrand et al. 1998).
Studies have also suggested that sources other than
the placenta may contribute to the elevated concen-
trations of TNF-a in the circulation of preeclamptic
women (Benyo Smarason, Redman et al. 2001). We
and others have shown that infusion of plasma TNF-a
or IL-6 in normal pregnant rats, to reach plasma levels
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similar to those observed in preeclampsia, are asso-
ciated with significant increases in BP and systemic
vasoconstriction (Davis, Giardina, Green et al. 2002;
Orshal, Khalil 2004). We have also shown that treat-
ment of vascular segments isolated from pregnant rats
with cytokines enhances vascular reactivity to vaso-
constrictor stimuli (Giardina, Green, Cockrell et al.
2002; Orshal, Khalil 2004). Cytokines likely increase
the expression and activity of vascular PKC, leading to
increase in the myofilament force sensitivity to [Ca?*];
and the enhancement of VSM contraction associated
with hypertension in pregnancy.

ROLE OF PKC IN ENDOTHELIUM-
MEDIATED CONTROL
MECHANISMS OF BP

Changes in PKC activity in the endothelium could
contribute to the regulation of vascular function
and BP. Studies have suggested a role of PKC in the
endothelial cell dysfunction observed in blood ves-
sels of SHR and DOCA hypertensive rats (Soloviev,
Parshikov, Stefanov 1998; Fatehi-Hassanabad, Fatehi,
Shahidi 2004). NO is one of the major vasodilators
produced by the endothelium. Activated endothelial
NO synthase (eNOS) catalyzes the transformation of
L-arginine to L-citrulline and the concomitant produc-
tion of NO. Mice deficient in eNOS are hypertensive
and lack NO-mediated vasodilation (Huang, Huang,
Mashimo et al. 1995). Studies suggest possible effects
of PKC on NOS activity and NO production or bioac-
tivity. For instance, PKC may regulate eNOS activity
by phosphorylating the Thr 495 residue and dephos-
phorylating Ser 1175 residue of eNOS, thus inhibit-
ing the production of NO (Michell, Chen, Tiganis
et al. 2001; Fleming, Fisslthaler, Dimmeler et al. 2001).
Other studies have shown that a- and 3-PKC iso-
forms phosphorylate eNOS at Ser 1175 and induce
an increase in NO production (Partovian, Zhuang,
Moodie et al. 2005; Motley, Eguchi, Patterson et al.
2007). PKC has also been suggested to play a role in
eNOS “uncoupling,” a process in which an attempt
to get more NO to reduce the vessel tone conversely
produces superoxide when eNOS is overexpressed
or hyperactivated (Vasquez-Vivar, Kalyanaraman,
Martasek et al. 1998; Xia, Tsai, Berka et al. 1998). In
SHR, oral administration of the PKC inhibitor midos-
taurin, a derivative of staurosporine, has been shown
to reverse aortic eNOS “uncoupling” and to cause
upregulation of eNOS expression and to diminish
ROS production. Also, aortic levels of (6R)-5,6,7,
8-tetrahydro-L-biopterin (BH4), a NOS cofactor,
were significantly reduced in SHR compared with
WKY. In addition, midostaurin lowered BP in SHR

and to a lesser extent (Li, Witte, August et al. 2006).
These findings suggest potential benefits of PKC
inhibitors in genetic forms of hypertension. Similarly,
studies have suggested that the impaired vasodilation
and increased vascular O,™® production observed
in the 2K-1C rat model of renovascular hyperten-
sion are likely related to PKC-mediated activation of
membrane-associated NADPH-dependent oxidase
(Fedorova, Talan, Agalakova et al. 2003; Ungvari,
Csiszar, Huang et al. 2003).

ROLE OF PKC IN NEURAL CONTROL
MECHANISMS OF BP

PKC may also participate in the neural control mech-
anisms of BP. It has been demonstrated that the
expression and redistribution of PKC isozymes are
increased in brain tissue of SHR (Hughes-Darden,
Wachira, Denaro et al. 2001). Also, sympathetic and
parasympathetic nerves are known to control the
contraction and dilation of VSM by releasing chem-
ical transmitters such as norepinephrine, which in
turn trigger the increase in [Ca?"]; and PKC activity
and thereby control the VSM contraction and vessel
tone. Polymorphisms in human tyrosine hydroxylase
gene have been associated with increased sympa-
thetic activity, norepinephrine release, and hyperten-
sion (Rao, Zhang, Wessel et al. 2007), and the role
of PKC in these hypertensive subjects remains to be
investigated.

ROLE OF PKC IN THE
METABOLIC SYNDROME

The metabolic syndrome is characterized by hyper-
glycemia and glucose intolerance, insulin resistance,
central and overall obesity, dyslipidemia (increased
triglyceride and decreased high-density lipoprotein
[HDL] cholesterol levels), and different vascular man-
ifestations and complications including hypertension.
Evidence suggests a prominent role of PKC in the met-
abolic syndrome. For example, the glucose-induced
increase in endothelial cell permeability is associated
with activation of the a-PKC isoform. Also, glucose, via
activation of PKC, may alter the Na*/H* exchanger
gene expression and activity in VSM cells. It has also
been demonstrated that an antisense complementary
to the mRNA initiation codon regions for the a- and
B-PKC induces the downregulation of these PKC iso-
forms and inhibits insulin-induced glucose uptake.
Furthermore, inhibitors of the B-PKC isoform have
been shown to ameliorate the vascular dysfunction
observed in rat models of diabetes and attenuate the
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progression of experimental diabetic nephropathy
and hypertension (Ishii, Jirousek, Daisuke et al. 1996;
Kelly, Zhang, Hepper et al. 2003).

PKC INHIBITORS AS MODULATORS
OF VASCULAR FUNCTION IN
HYPERTENSION

Several in vitro and ex vivo studies have suggested
a role of PKC in the increased VSM contraction
observed in blood vessels of animal models of hyper-
tension. However, few studies have examined the in
vivo effects of PKC inhibitors. Recent studies using
the antihypertensive compound cicletanine may pro-
vide strong evidence for potential benefits of target-
ing vascular PKC in the treatment of hypertension.
Salt-sensitive hypertension has been shown to be
associated with dysregulation of the plasmalemmal
sodium pump, possibly due to elevated marinobuf-
agenin, an endogenous inhibitor of al Na/K-ATPase.
Cicletanine appears to be effective in salt-sensitive
hypertension. Dahl salt-sensitive rats on high NaCl
(8%) diet exhibit an increase in BP, marinobufagenin
excretion, and left ventricular mass. An increase in
Na/K-ATPase and BII-PKC and 8-PKC has also been
observed in the myocardium of Dahl salt-sensitive
rats. In Dahl salt-sensitive rats treated with cicleta-
nine, a reduction in BP and left ventricular weight,
decreased sensitivity of Na/K-ATPase to marinobuf-
agenin, no increase in BII-PKC, and reduced phorbol
diacetate—induced Na/K-ATPase phosphorylation
are observed. These data suggest that cicletanine
may target PKC-induced phosphorylation of cardiac
al Na/K-ATPase in the treatment of hypertension
(Fedorova, Talan, Agalakova et al. 2003).

The in vivo effects of cicletanine in treating
hypertension may involve an effect on vascular func-
tion. Studies on mesenteric arteries isolated from
humans have demonstrated that marinobufagenin
induces sustained vasoconstriction, possibly due to
inhibition of the plasmalemmal Na/K-ATPase activ-
ity. Cicletanine causes relaxation of marinobufagen-
in-induced contraction of mesenteric arteries, by
attenuating marinobufagenin-induced Na/K-ATPase
inhibition. Treatment of the vessels with phorbol diac-
etate attenuates cicletanine-induced relaxation of
marinobufagenin-mediated inhibition of Na/K-ATPase
and vascular contraction. It has also been shown that
cicletanine inhibits rat brain PKC activity, and the PKC
inhibition is not observed in the presence of phorbol
diacetate. These data suggest that PKC induces the
phosphorylation of al Na/K-ATPase and thereby
increases its sensitivity and susceptibility to inhibition
by marinobufagenin. Cicletanine, by inhibiting PKC,
reverses the marinobufagenin-induced Na/K-ATPase

and the consequent increase in vasoconstriction.
Taken together, these data suggest that PKC is involved
in the cardiotonic steroid—Na/K-ATPase interactions
on vascular tone, and may represent a potential target
for therapeutic intervention in hypertension (Bagrov,
Dmitrieva, Dorofeeva et al. 2000).

We should note that PKC inhibitors alone may
not be sufficient for treatment of hypertension. On
the other hand, PKC inhibitors could be beneficial
in attenuating the VSM growth and hyperactivity
associated with hypertension, particularly when used
in combination with other treatment strategies. For
instance, PKC inhibitors could potentiate the inhibi-
tory effects of Ca?*-channel blockers on vasoconstric-
tion. Targeting of Ca®'-independent PKC isoforms
could be specifically effective in Ca*" antagonist-
resistant forms of hypertension. The beneficial effects
of PKC inhibitors in reducing vasoconstriction and BP
could also be potentiated by inhibitors of other pro-
tein kinases such as Rho-kinase and MAPK-dependent
pathways. This mechanism is supported by reports
that agonist-induced activation of RhoA/Rho-kinase
causes inhibition of MLC phosphatase and increases
the [Ca®'], of VSM contraction, and the enhanced
vascular tone contributes to the development and
progress of hypertension (Seko, Ito, Kureishi et al.
2003; Lee, Webb, Jin et al. 2004).

PERSPECTIVES

The identification of at least 11 PKC isoforms in
various tissues and cells has made the task of char-
acterizing the role of PKC in vascular function and
vascular disease more challenging. PKC isoforms have
different tissue and subcellular distribution, cellular
substrate, and cell function. Although several pieces
of evidence suggest a role of PKC in the regulation
of VSM contraction and the vascular control mecha-
nisms of BP, several points remain to be investigated.

One of the interesting properties of some PKC iso-
forms is their translocation from the cytosol to the cell
membrane during VSM activation. Such a property
could be useful in the diagnosis and prognosis of the
VSM hyperactivity state associated with hypertension.
We should caution that the subcellular redistribution
of activated PKC may vary depending on the type and
abundance of membrane lipids. Studies have shown
increased cholesterol/phospholipid ratio, higher lev-
els of monounsaturated fatty acids, and lower levels
of polyunsaturated fatty acids in erythrocyte mem-
branes from elderly hypertensive subjects as com-
pared to those from normotensive controls. However,
the levels of activated membrane-associated PKC are
not elevated, but rather reduced in elderly hyperten-
sive subjects. The reduction in PKC translocation and
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membrane association in the erythrocytes of elderly
subjects may not be related to the etiopathology of
hypertension, but may represent an adaptive com-
pensatory mechanism in response to hypertension
(Escriba, Sanchez-Dominguez, Alemany et al. 2003).

Upregulation of PKC expression appears to play
a pathogenic role not only in vascular disease such
as hypertension and atherogenesis but also in other
co-morbidities such as the metabolic syndrome and
cancer promotion. The interaction between PKC
and other pathways such as inflammatory cytokines,
ROS, and MMPs could also be associated with many
forms of vascular disease and other related disor-
ders. The involvement of PKC in many cellular pro-
cesses and diseases may be collectively termed as the
“PKC syndrome” (McCarty 1996). Thus, it is impor-
tant to further screen the effects of PKC inhibitors
in vivo and their simultaneous effects on multiple
systems. Studies of the effects of PKC inhibitors in
animal models of hypertension with other comor-
bidities such as hypercholesterolemia and diabetes
should be carried out. The development of knockout
mice and transgenic animals that lack certain PKC
isoforms has been useful in determining the role of
specific PKC isoforms in a particular cell function
or disease. These discoveries have encouraged inves-
tigators to design inhibitors of the expression and
activity of the specific PKC isoforms. Although the
first generation of PKC inhibitors is not very selec-
tive, the newly developed PKC inhibitors appear to
be more selective. However, further experimental
and specificity studies are needed before these com-
pounds can be used safely in treatment of human
disorders. Also, isoform-specific PKC inhibitors, par-
ticularly when used in combination with cytokine
antagonists, antioxidants, and MMPs inhibitors,
may provide new approaches for the treatment of
certain forms of Ca?" antagonist-insensitive forms
of hypertension.
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Chapter 3

BRAIN TEMPERATURE
REGULATION DURING
NORMAL NEURAL FUNCTION
AND NEUROPATHOLOGY

Eugene A. Kiyatkin

ABSTRACT

This chapter is focused on brain temperature as a
physiological parameter, which is determined pri-
marily by neural metabolism, regulated by cerebral
blood flow, and affected by various environmental
factors and drugs. First, we consider normal fluctua-
tions in brain temperature that are induced by salient
environmental stimuli and occur during motivated
behavior at stable normothermic conditions. On the
basis of thermorecording data obtained in animals,
we define the range of physiological fluctuations in
brain temperature, their underlying mechanisms,
and relations to body temperatures. Second, we dis-
cuss the temperature dependence of neural activity
and the dual “functions” of temperature as a reflec-
tion of metabolic brain activity and as a factor that
affects this activity. Third, we discuss pharmaco-
logical brain hyperthermia, focusing on the effects
of psychomotor stimulants, highly popular drugs
of abuse that increase brain metabolism, diminish
heat dissipation, and may induce pathological brain
overheating. We will demonstrate that the effects
of these drugs are state dependent, showing strong
modulation by activity states and environmental
conditions that restrict heat dissipation. Finally, we
discuss the adverse effects of high temperature on
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neural structures and functions under various patho-
logical conditions. Particularly, we provide evidence
for the role of brain hyperthermia in leakage of the
blood-brain barrier, development of brain edema,
acute abnormalities of neural cells, and neurotoxic-
ity. These data are relevant for understanding the
tight links between brain metabolism, temperature,
and edema during various pathological processes
in humans. Although most data were obtained in
animals and several important aspects of brain tem-
perature regulation in humans remain unknown, our
focus is on the relevance of these data for human
physiology and neuropathology.

Keywords: metabolism, cerebral blood flow, hyp-
erthermia, metabolic brain activation, arousal, behav-
ior, addictive drugs, blood-brain barrier, neuronal
injury, neurotoxicity.

ody temperature is usually viewed as a tightly
regulated homeostatic parameter that is
maintained in mammals at highly stable
levels during robust fluctuations in ambient
temperatures (Schmidt-Nielsen 1997). A temperature
increase above these “normal” levels (hyperthermia,
fever) is a sensitive but nonspecific index of disease.
While temperature regulation is traditionally studied
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within physiology (see Satinoff 1978; Gordon, Heath
1986 for review), much less is known about brain tem-
perature, its normal and pathological fluctuations,
and its role in brain functions under physiological
and pathological conditions.

In contrast to electrophysiological and neuro-
chemical parameters, which reflect brain functions,
temperature is a physical property of brain tissue, one
traditionally not of interest to the fields of neuroscience
and clinical medicine. Interestingly, the first record-
ings of brain temperature in animals were performed
more than 130 years ago (Schiff 1870, cited by Schiff
1894-1898), when the knowledge of brain functions
was quite limited. Multipoint temperature recording
from the human scalp was also used in the second part
of the 19th century (Lombard 1879; Amidon 1880)
as a tool to assess the selectivity of cortical activation
with respect to mental functions. This can be thought
of as a forerunner to the modern functional imag-
ining techniques developed in the last two decades.
Despite further sporadic work with brain tempera-
ture monitoring in animals (Feitelberg, Lampl 1935;
Serota, Gerard 1938; Serota 1939; Abrams, Hammel
1964; Delgado, Hanai 1966; McElligott, Melzack 1967,
Hayward, Baker 1968; Kovalzon 1972), renewed inter-
est in this physiological parameter has derived from
clinical observations that temperature strongly mod-
ulates the outcome of a stroke (Rosomoff 1957; Busto,
Dietrich, Globus et al. 1987, see Maier, Steinberg
2003 for review). This work underscored the negative
impact of fever on stroke-induced neural damage and
attenuation of structural damage by hypothermia.
Another point of interest in brain temperature arrived
from the realization that extreme environmental
heat has an enormous impact on human health.
Many thousands of people die each year as a direct
result of heatstroke, but if the negative impact of
environmental heating on human diseases is taken
into account the real numbers would be much higher.

The present chapterisaimed atanswering the ques-
tion “Why is brain temperature important for normal
neural function and neuropathology?” Although most
thermorecording data discussed in this chapter were
obtained in rats under various physiological, pharma-
cological, and behavioral conditions, our focus is on
the relevance of these data to human conditions.

This work is structured according to the follow-
ing outline. First, we will consider physiological brain
temperature fluctuations and demonstrate that brain
temperature is an unstable parameter that fluctu-
ates within relatively large limits (=3°C), reflecting
alterations in metabolic neural activity associated
with environmental stimulation and/or performance
of motivated behavior. Second, we will consider heat
exchange between the brain and the rest of the body
under different situations and discuss the source and

mechanisms of brain temperature fluctuations. Third,
we will analyze the temperature dependence of neu-
ral activity and neural functions. Here our focus is on
the dual “functions” of temperature: as a reflection of
brain metabolic activity and as a physical factor that
affects neural activity. Fourth, we will discuss phar-
macological brain hyperthermia, focusing on psy-
chomotor stimulants (methamphetamine or METH,
ecstasy or MDMA), highly popular drugs of abuse
that increase brain metabolism, diminish heat dissipa-
tion, and may induce pathological hyperthermia. We
will demonstrate that the effects of these drugs are
state dependent, showing strong modulation by envi-
ronmental conditions that restrict heat dissipation.
Finally, we will consider the adverse effects of high
brain temperature on neural structures and functions.
Here we will discuss a possible role of high brain tem-
perature in leakage of the brain—blood barrier (BBB)
and development of brain edema during acute METH
intoxication. Pathological hyperthermia, coupled with
rapidly developing brain edema, is the most danger-
ous complication of acute intoxication by psycho-
motor stimulant drugs and a possible contributor to
latent neurotoxicity with chronic use of these drugs.
These data are relevant for understanding the tight
link between metabolism, temperature, and edema
during various pathological processes in humans.

PHYSIOLOGICAL BRAIN TEMPERATURE
FLUCTUATIONS: LIMITS AND
MECHANISMS

The brain is part of the body, and brain temperature
under quiet resting conditions is close to body tem-
perature and in most cases fluctuates synchronously.
However, both temperatures are, to some extent,
abstractions because there are significant quantitative
and qualitative differences in different body locations
and brain structures. Despite the belief that brain
temperature in the healthy organism is a stable, tightly
regulated homeostatic parameter, our thermorecord-
ing studies in rats revealed rapid and relatively large
temperature increases following exposure to quite
different somatosensory stimuli (novel environment,
biological smells, tail touch and tail pinch, presenta-
tion of another rat of the same or opposite sex, pro-
cedures of sc and ip injections, rectal temperature
measurements).

Figure 3.1 shows typical examples of tempera-
ture fluctuations in the brain (nucleus accumbens or
NAcc) and several peripheral locations (skin, tempo-
ral muscle) in male rats following two types of salient
somatosensory stimulation (tail pinch and social inter-
action with another male rat). As can be seen, both
somatosensory stimuli induced robust increases in
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Figure 3.1 Changes in brain (nucleus accumbens or NAcc), muscle, and skin temperatures. (A) Relative change vs. baseline; (B) brain—
muscle and skin-muscle temperature differentials; and (C) locomotion in male rats during one-minute tail pinch and social interaction
with another male rat. Filled symbols indicate values significantly different versus baseline (P < 0.05).

NAcc and muscle temperatures, a biphasic, down—up
fluctuation in skin temperature, and locomotor acti-
vation. Although the duration of both stimuli was
1 minute, temperature and locomotor responses were
more prolonged, with different time courses for each
parameter. Temperature changes in the NAcc and
muscle generally paralleled each other, but increases
in the NAcc were more rapid and stronger than those
in muscle, resulting in a significant increase in NAcc—
muscle temperature differentials during the first 4
to 6 minutes after stimulus onset (Fig. 3.1B). Since
temporal muscle is a nonlocomotor head muscle
that receives the same arterial blood (from common
carotid artery) as the brain, this recording location
provides not only a measure of body temperature but
also allows one to control for the contribution of heat

inflow by arterial blood. The increase in brain—muscle
differential, therefore, suggests brain activation as the
primary cause for intrabrain heat production, rather
than heat delivery from the periphery, and a factor
that determines, via activation of effector mechanisms,
subsequent body hyperthermia. Increase in brain-
muscle differential correlated more tightly with loco-
motor activation, which increased momentarily and
slowly decreased for about 20 minutes (Fig. 3.1C).
Each stimulus also induced rapid and robust
decreases in skin temperature, suggesting acute vaso-
constriction (Baker, Cronin, Mountjoy 1976). While
changes in skin temperature are also determined by
arterial blood inflow, they are modulated by changes
in vessel tone. Skin hypothermia was always evident
within the first 20 to 30 seconds after stimulus onset,
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resulting in a significant temperature fall during the
first minute. In contrast to slower and more prolonged
increases in brain and muscle temperature, this effect
was brief, peaking at the first 2 to 4 minutes, and was
followed by a rebound-like hyperthermia. This tran-
sient skin hypothermic response may be due to acute
peripheral vasoconstriction, a phenomenon known to
occur in humans and animals after various arousing
and stressful stimuli (Altschule 1951; Solomon, Moos,
Stone et al. 1964; Baker, Cronin, Mountjoy 1976),
which diminishes heat dissipation. This diminished
heat dissipation was especially evident in skin—muscle
differential, which robustly decreased following each
stimulus presentation (Fig. 3.1B). Skin-muscle dif-
ferential then gradually increased, pointing at the
post-stimulation increase in heat dissipation. Skin
also showed an initial, opposite correlation with brain
and body temperature following stimulation and
inversely mirrored locomotor activation, which also
peaked within the first 1 to 3 minutes after the stimu-
lus starts.

Each recording location also had specific basal
temperatures. When evaluated in habituated rats
under quiet resting conditions, mean temperature
was maximal in the NAcc (36.71 = 0.04; SD = 0.51°C),
lower in muscle (35.82 = 0.05; SD = 0.57°C; P< 0.01
vs. NAcc), and minimal in the skin (34.80 = 0.04;
SD = 0.47°C; P < 0.01 vs. NAcc and muscle). These
“basal” temperatures widely fluctuated in each loca-
tion. The range of normal fluctuations (mean * 3
SD, or 99% of statistical variability) were 35.2°C to
38.2°C, 34.1°C to 37.5°C, and 33.4°C to 36.2°C for
NAcc, temporal muscle, and skin, respectively, that
is, within =3°C. These three parameters also signifi-
cantly correlated with each other (Fig. 3.2). NAcc and
muscle temperature correlated strongly (r = 0.82,
P < 0.001), showing a linear relationship that was
parallel to the line of equality (Fig. 3.2A). Therefore,
although muscle temperature was about 0.9°C lower
than NAcc temperature in quiet resting conditions,
both temperatures changed in parallel. Therefore,
brain temperatures are higher when muscle tem-
peratures are higher and vice versa. Although the
correlation was weaker, skin temperature was also
dependent upon brain and muscle temperatures
(Fig. 3.2B and C). In contrast to parallel changes
in brain—muscle temperatures, the temperature
difference between skin and both NAcc and muscle
was larger at high brain and body temperatures and
progressively decreased at lower temperatures. At
lower muscle temperatures, the difference between
skin and muscle temperatures disappeared. This
may reflect vasoconstriction that is present at higher
brain and muscle temperatures (relatively decreas-
ing skin temperature), but absent at very low basal
temperatures when the rat is asleep.
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Figure 3.2 (A, B, and C) Relationships between brain (NAcc),
muscle, and skin temperatures in habituated rats under quiet
resting conditions. Each graph shows a coefficient of correlation,
regression line, line of no effect, and regression equation.

Our work revealed that brain hyperthermic effects
of all natural arousing stimuli tested were depen-
dent on baseline brain temperatures. As shown in
Figure 3.3, the temperature-increasing effects of
social interaction, tail pinch, and presentation of
a sexual partner were significantly stronger at low
basal temperatures and became progressively weaker
at higher brain temperatures [r = (-)0.61, 0.71, and
0.81 to 0.90]. Similar relationships were found for
the temperature-increasing effects of other stimuli
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Figure 3.3 Relationships between basal brain temperature and its changes induced by various arousing stimuli. (A) Procedures of sc
and ip saline injection; (B) social interaction; (C) tail pinch; and (D) sexually arousing stimuli (smell and sight of a sexual partner in male
and female) in rats. Each graph shows coefficient of correlation, regression line, and regression equation. In each case, the temperature-
increasing effects of arousing stimuli were inversely dependent upon basal brain temperature.

(procedure of ip and sc injections: r = 0.46 and 0.60,
respectively; procedure of rectal temperature mea-
surement: r = 0.64), as well as for several psychoac-
tive drugs (i.e., cocaine). Therefore, this correlation
appears to be valid for any arousing stimulus, reflect-
ing some basic relationships between basal activity
state (basal arousal) and its changes induced by envi-
ronmental stimuli. These observations may be viewed
as examples of the “law of initial values,” which postu-
lates that the magnitude and even direction of auto-
nomic response to an “activating” stimulus is related
to the pre-stimulus basal values (Wilder 1957, 1958).
This relationship was evident for a number of homeo-
static parameters, including arterial blood pressure,
body temperature, and blood sugar levels.

This relatively tight relationship also suggests that
there are upper limits of brain temperature increases
(or arousal) when arousing stimuli become ineffec-
tive. As shown in Figure 3.3, these values slightly dif-
fer for each stimulus, but are close to 38.5°C, that is,
comparable to the upper limits of basal temperatures
(38.24°C for NAcc). These same levels were tonically

maintained during various motivated behavior (see
following text).

Figure 3.4 shows examples of changes in brain and
muscle temperatures during sexual behavior in male
and female rats (Kiyatkin, Mitchum 2003; Mitchum,
Kiyatkin 2004). As can be seen, brain temperature
robustly increased following exposure to sexually
arousing stimuli (Al and A2: smell and sight of a
sexual partner, respectively) and then phasically
fluctuated during subsequent copulatory behav-
ior (mounts and intromissions are shown as vertical
lines), consistently peaking at ejaculation (E). While
the pattern of tonic temperature elevation and their
phasic fluctuations associated with copulatory cycles
were similar in both males and females and in dif-
ferent brain structures, there were several important
between-sex differences. Male rats showed larger
temperature elevations following sexually arousing
stimulation, stronger and more phasic increases that
preceded ejaculations, and stronger temperature
decreases during postejaculatory hypoactivity. Male
rats also showed maximal increases in brain—muscle
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Figure 3.4 Original records of changes in brain (nucleus accum-
bens or NAcc, medial preoptic hypothalamus or MPOA, hip-
pocampus or Hippo) and muscle temperatures in male and
female rats during sexual behavior. Vertical lines show behavioral
events: Al, placement in the cage of previous sexual interaction;
A2, animals are divided by a transparent wall with holes, allowing
a limited interaction; third vertical line shows the moment when
animals began to interact freely; each subsequent line indicates
mounts, intromissions, and ejaculations (E) The last vertical line
shows the moment when sexual partner was removed from the
cage (female out, male out).

differentials (i.e., maximal brain activation) imme-
diately preceding ejaculation, but in females, these
peaks occurred within the first minute after ejacula-
tion. Importantly, sexual behavior was accompanied
by robust brain and body hyperthermia with phasic,
ejaculation-related temperature peaks that were simi-
lar in animals of both sexes. In males, these increases
in NAcc and anterior preoptic hypothalamus were
approximately 38.6°C to 38.8°C (with peaks in indi-
vidual animals up to 39.8°C), obviously indicating
the upper limits of physiological fluctuations in brain
temperature. Although it is unknown whether such
robust temperature increase may occur in humans,
these data are consistent with multiple evidences,
suggesting high-energy consumption during human
sexual behavior and robust fluctuations of other

homeostatic parameters (Masters, Johnson 1966;
Goldfarg 1970; Bohlen, Held, Sanderson et al. 1984;
Stein 2002; Eardley 2005). For example, male sexual
behavior was associated with maximal physiological
increases in arterial blood pressure (up to doubling) —
another tightly regulated homeostatic parameter.

HEAT EXCHANGE BETWEEN THE BRAIN
AND THE REST OF THE BODY: BRAIN-
BODY TEMPERATURE HOMEOSTASIS

The brain has a high level of metabolic activity,
accounting for =20% of the organism’s total oxygen
consumption (Siesjo 1978; Schmidt-Nielsen 1997).
Most of the energy used for neuronal metabolism is
spent restoring membrane potentials after electrical
discharges (Hodgkin 1967; Ritchie 1973; Siesjo 1978;
Laughlin, de Ruyter van Steveninck, Anderson et al.
1998; Sokoloff 1999; Shulman, Rothman, Behar et al.
2004), suggesting a relationship between metabolic
and electrical neural activity. Energy is also used on
other neural processes not directly related to electrical
activity, particularly for synthesis of macromolecules
and transport of protons across mitochondrial mem-
branes. Since all energy used for neural metabolism
is finally transformed into heat (Siesjo 1978), intense
heat production appears to be an essential feature of
brain metabolism.

To maintain temperature homeostasis, ther-
mogenic activity of the brain needs to be balanced by
heat dissipation from the brain to the body and then
to the external environment. Because the brain is iso-
lated from the rest of the body and protected by the
skull, cerebral circulation provides the primary route
for dissipation of brain-generated metabolic heat.
Similar to any working, heat-producing engine, which
receives a liquid coolant, the brain receives arterial
blood, which is cooler than brain tissue (Feitelberg,
Lampl 1935; Serota, Gerard 1938; Delgado, Hanai
1966; McElligott, Melzack 1967; Hayward, Baker 1968;
Kiyatkin, Brown, Wise 2002; Nybo, Secher, Nielson
2002). Similar to a coolant, which takes heat from the
engine, arterial blood removes heat from brain tissue,
making venous blood warmer. After warm venous
blood from the brain is transported to the heart and
mixed with blood from the entire body (cooler blood
from skin surfaces and warmer blood from internal
organs), it travels to the lungs, where it is oxygen-
ated and cooled by contact with air. This oxygenated,
cooled blood travels to the heart again and is then
rapidly transported to the brain.

While brain temperature homeostasis is deter-
mined primarily by intrabrain heat production and
dissipation by cerebral blood flow, it also depends on
the organism’s global metabolism and the efficiency
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of heat dissipation to the external environment via
skin and lung surfaces. Total energy consumption
in humans is about 100 W at rest and may increase
by 10 to 12 times (>1 kW) during intense physical
activity such as running, cycling, or speed skating
(Margaria, Cretelli, Aghemo et al. 1963). While this
enhanced heat production is generally compensated
by enhanced heat loss via skin and lung surfaces,
physical exercise increases body and arterial blood
temperatures (Nybo, Secher, Nielson 2002), thus
affecting brain temperatures. While it is difficult to
separate brain and body metabolism, it was suggested
that physical activity also increases brain metabolism
(Ide, Secher 2000; Ide, Schmalbruch, Quistorff et al.
2000), enhancing brain thermogenesis. In contrast,
Nybo et al. (2002) explained a weak, =7% rise in
metabolic heat production found in the brain dur-
ing intense physical exercise in humans as an effect
entirely dependent upon rise in brain temperature.
Because heat from the body dissipates to the exter-
nal environment, body temperature is also affected by
the physical parameters of the external environment.
Humans have efficient mechanisms for heat loss,
which depend on a well-developed ability to sweat
and the dynamic range of blood flow rates to the skin,
which can increase from =0.2 to 0.5 L/min in ther-
mally neutral conditions to 7 to 8 L/min under maxi-
mally tolerable heat stress (Rowell 1983). Under these
conditions sweat rates may reach 2.0 L/h, providing
a potential evaporative rate of heat loss in excess of
1 kW, that is, more than the highest possible heat pro-
duction. These compensatory mechanisms, however,
become less effective in hot, humid conditions, result-
ing in progressive heat accumulation in the organ-
ism. For example, body temperatures measured at the
end of a marathon run on a warm day were found
to be as high as 40°C (Schaefer 1979), and cases of
fatigue during marathon running were associated
with even higher temperatures (Cheuvront, Haymes
2001). While intense cycling at normal ambient tem-
peratures increased brain temperature less than 1°C,
increases of 2.0°C to 2.5°C (up to 40°C) were found
when cycling was performed in water-impermeable
suits that restricted heat loss via skin surfaces (Nybo,
Secher, Nielson 2002). Therefore, changes in brain
temperature may be determined not only by ther-
mogenic activity of the brain but also by thermogenic
activity of the body and the physical parameters of the
environment.

To clarify the source of physiological brain hyper-
thermia, we simultaneously recorded temperatures
from several brain structures and arterial blood in
awake, unrestrained rats (Kiyatkin, Brown, Wise
2002). Both basal temperatures and their changes
induced by various arousing and stressful stimuli
were analyzed in this study. In these experiments we
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Figure 3.5 Changes in brain (nucleus accumbens or NAcc, stria-
tum, and cerebellum) and arterial blood temperatures in male
rats during three-minute tail pinch. (A) Shows mean changes
(£standard errors); (B) shows temperature differentials between
each brain structure and arterial blood; (C) shows rapid time-
course resolution of temperature recording. Filled symbols in each
graph indicate values significantly different from baseline.

confirmed previous work conducted in cats, dogs,
monkeys, and humans, which demonstrated that
aortal temperature during quiet rest at normal ambi-
ent temperatures (23°C, low humidity) is lower than
the temperature of any brain structure (Fig. 3.5A).
We also found that temperature increases occur-
ring in brain structures following salient stimuli are
more rapid and stronger than those in arterial blood
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(Fig. 3.5B), suggesting intrabrain heat production
rather than delivery of warm blood from the periph-
ery as the primary cause of brain hyperthermia.
This study, in combination with subsequent studies
(Kiyatkin 2005), also confirmed classic observations
(Serota 1939; Delgado, Hanai 1966) that brain tem-
perature increases are qualitatively similar in different
brain structures, although there are some important
between-structure differences in both basal tempera-
ture and the pattern of changes with respect to dif-
ferent stimuli. As shown in Figure 3.5C, increases
in brain temperature occurred on the second scale,
consistently preceding slower and weaker increases in
arterial temperature. Although the pattern of temper-
ature changes generally paralleled in all tested struc-
tures, there were also between-structure differences,
evident at rapid timescale.

Although arterial blood was consistently cooler
than any brain structure under resting conditions
and this difference could only increase during phys-
iological activation, this was not true for body core
temperature. Figure 3.6 shows the relationships
between temperatures in medial preoptic hypothal-
amus (a deep brain structure), hippocampus (more
dorsally located structure), and body core directly
assessed in awake, habituated rats under quiet resting
conditions. As can be seen, the medial preoptic hypo-
thalamus and body core had virtually identical tem-
peratures, while temperature in hippocampus was
consistently lower than in body core. Although the
fact that body core or rectal temperature may be
higher than brain temperature is often considered as
proof of heat inflow from the body to the brain (see
Cabanac 1993 for review), heat exchange between the
brain and the body is determined by the temperature
gradient between brain tissue and arterial blood.

39.0

| © MPAH-body n =22
38.5 4 ¥=341+091x r=0894
- ® Hippo-Body n =22

38.0 4 y=6.49+0.81x r=0.903

37.5 4
37.0
36.5

36.0

MPAH (Hippo) temperature, “C

35.5 < f T T T L— T T T T
355 36.0 365 37.0 375 380 385 390

Body core temperature, "C

Figure 3.6 Relations between temperatures in body core, medial
preoptic hypothalamus (MPAH), and hippocampus (Hippo)
assessed by chronically implanted electrodes in male rats under
quiet resting conditions. Each graph shows coefficient of correla-
tion, regression line, line of no effect, and regression equation.

Although the differences between brain and body
core temperatures in awake animals and humans are
minimal, the brain becomes cooler than the body
during general anesthesia (Kiyatkin, Brown 2005).
As shown in Figure 3.7A, pentobarbital anesthesia
results in powerful temperature decreases that were
evident in brain structures, muscle, and skin. These
decreases, however, are significantly stronger in both
brain structures than in the body core (Fig. 3.7B),
suggesting metabolic brain inhibition, a known fea-
ture of barbiturate drugs (Crane, Braun, Cornford
etal. 1978; Michenfeider 1988), as a primary cause of
brain hypothermia. In contrast, temperature decrease
in skin was significantly weaker than that in body
core, resulting in relative skin warming (Fig. 3.7B).
This effect reflects enhanced heat dissipation that
occurs because of loss of vascular tone during anes-
thesia. On the other hand, this enhanced heat dissi-
pation is another contributor to body hypothermia.
While the brain becomes cooler than the body core
during anesthesia, it is unclear whether arterial blood
arriving to the brain is warmer than the brain during
anesthesia. To test this possibility, we simultaneously
recorded brain (hypothalamus and hippocampus)
and arterial blood temperatures during pentobarbi-
tal anesthesia (unpublished observations). As shown
in Figure 3.7C, hypothalamic temperature under
quiet resting conditions was about 0.5°C higher than
aortal temperature, and the difference increased
during activation (placement in the cage, 3-minute
tail pinch, and social interaction with a female).
After pentobarbital injection, the temperature differ-
ence between the hypothalamus and arterial blood
decreased rapidly, reaching its minima (=0.1°C) at
~90 minutes after drug injection (Fig. 3.7D). The dif-
ference, however, remained positive within the entire
period of anesthesia. Awakening from anesthesia was
preceded by a gradual increase in hypothalamus—
blood differential, which peaks at the time of the first
head movement. Although changes in hippocampal
temperature mirrored those in the hypothalamus,
basal temperature in the hippocampus was equal to
that in the abdominal aorta. During physiological
activation, hippocampal temperature became higher
than the temperature of arterial blood, but was lower
during anesthesia.

These data complement observations suggesting
selective brain cooling during anesthesia. While in
awake animals and humans brain temperatures in
different locations are similar to, or slightly higher
than, body temperature under control conditions
(Hayward, Baker 1968; Mariak, Jadeszko, Lewko
et al. 1998; Mariak, Lebkowski, Lyson et al. 1999;
Mariak, Lyson, Peikarski et al. 2000), these relation-
ships become inverted during anesthesia. In cats,
for example, during halothane and pentobarbital
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Figure 3.7 (A and B) Changes in brain (medial preoptic hypothalamus or MPAH and hippocampus or Hippo), body core, and skin
temperatures assessed in rats by chronically implanted electrodes during sodium pentobarbital anesthesia (50 mg/kg). (A) shows absolute
temperature changes and (B) shows temperature differentials. (C and D) shows individual record of temperature fluctuations in the same

brain locations (Hpt and Hip), skin, and arterial blood.

anesthesia with body warming, cortical tissue was,
respectively, 1.0°C and 1.8°C colder than body core
(Erikson, Lanier 2003). Similar negative brain—-body
temperature differentials were found during pento-
barbital anesthesia in dogs (Wass, Cable, Schaff et al.
1998), urethane anesthesia in rats (Moser, Mathiesen
1996), and anesthesia induced by a-chloralose and
chloral hydrate in rats (Zhu, Nehra, Ackerman et al.
2004). In the latter study, when a-chloralose was com-
bined with body warming, the difference between
cortex and core body reached 4.3°C. In contrast to
our study, these evaluations were performed in acute
experiments, often with an open skull and electrodes
that were not properly thermo-isolated. Although
these experimental conditions would result in brain
cooling and undervalued brain temperatures, espe-
cially in superficial recording sites and on small
animals, these findings suggest that anesthesia may
invert normal brain-body temperature homeosta-
sis. Barbiturate anesthesia also decreases brain and
rectal temperatures in humans, making the positive
brain—body temperature difference smaller than that
in drug-free conditions (Rumana, Gopinath, Uzura
et al. 1998).

It is well known that increased brain metabolism is
accompanied by increased cerebral blood flow (Fox,
Raichle 1986; Raichle 2003; Trubel, Sacolick, Hyder
2006). However, the relationships between brain tem-
peratures and interrelated changes in metabolism

and cerebral blood flow are complex and currently
poorly understood. Although some consider brain
temperature a passive parameter that depends
entirely upon the ability of blood flow to remove met-
abolic heat from brain tissue (Yablonskiy, Ackerman,
Raichle 2000; Sukstanskii, Yablonskiy 2006), direct
relations between temperature and blood flow have
been established in peripheral tissues. An increase
in local temperature is accompanied by strong blood
flow increases in skin (Ryan, Taylor, Bishop etal. 1997;
Charkoudian 2003), muscle tissue (Oobu 1993), the
intestine (Nagata, Katayama, Manivel et al. 2000),
and the liver (Nakajima, Rhee, Song et al. 1992). This
relationship is also observed in the brain tissue of
monkeys (Moriyama 1990), rats (Uda, Tanaka 1990),
and humans (Nybo, Secher, Nielson 2002). Therefore,
increased local brain temperature resulting from
increased neural metabolism can increase local
blood flow. This factor may contribute to the blood
flow increases that exceed the metabolic activity of
brain tissue (Fox, Raichle 1986). As a result, the brain
is able to increase blood flow more and in advance
of actual metabolic demands (“anticipatory” meta-
bolic activation), thus providing a crucial advantage
for successful goal-directed behavior and the organ-
ism’s adaptation to potential energetic demands. By
increasing blood flow above current demand, more
potentially dangerous metabolic heat is removed from
intensively working brain tissue.
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BRAIN TEMPERATURE AS A FACTOR
AFFECTING NEURAL FUNCTIONS

Heat release is an obvious “by-product” of metabolic
activity, but the changes in brain temperature it trig-
gers may affect various neural processes and func-
tions. While it is generally believed that most physical
and chemical processes governing neuronal activity
are affected by temperature with the average Van’t
Hoff coefficient Q,, = 2.3 (i.e., doubling with 10°C
change (Swan 1974), experimental evaluations, using
in vitro slices, revealed widely varying effects of tem-
perature on passive membrane properties, single
spike and spike bursts, as well as on the neuronal
responses (i.e., excitatory postsynaptic and inhibitory
postsynaptic potentials) induced by electric stimula-
tion of tissue or its afferents (Thompson, Musakawa,
Rince 1985; Volgushev, Vidyasagar, Chistiakova et al.
2000; Tryba, Ramirez 2004; Lee, Callaway, Foehring
2005). While confirming that synaptic transmission
is more temperature dependent than the generation
of action potentials (Katz, Miledi 1965), these studies
showed that temperature dependence varies greatly
for each parameter, the type of cells under study, and
the nature of afferent input involved in mediating
neuronal responses.

Although temperature-sensitive neurons were first
described in the preoptic/anterior hypothalamus
(Berner, Heller 1998; Boulant 2000; Nadel 2003)
and were viewed as primary central temperature sen-
sors, cells in many other structures (i.e., visual, motor
and somatosensory cortex, hippocampus, medullary
brain stem, thalamus) also show dramatic modula-
tion of impulse activity by temperature. Many of these
cells, moreover, have a Q,, similar to classic warmth-
sensitive hypothalamic neurons. In the medial
thalamus, for example, 22% of cells show a positive
thermal coefficient >0.8 imp/s/°C (Travis, Bockholt,
Zardetto-Smith et al. 1995), exceeding the number of
temperature-modulated cells found in both anterior
(8%) and posterior (11.5%) hypothalamus. About
18% of neurons in the superchiasmatic nucleus are
warmth sensitive (Burgoon, Boulant 2001) while
>70% of these cells decrease their activity rate with
cooling below physiological baseline (37°C to 25°C)
(Ruby, Heller 1996). Finally, electrophysiologically
identified substantia nigra dopamine neurons in vitro
are found to be highly temperature sensitive (Guatteo,
Chung, Bowala et al. 2005). Within the physiological
range (34°C to 39°C), their discharge rate increases
with warming (Q,, = 3.7) and dramatically decreases
(Qyo = 8.5) during cooling below physiological range
(34°C to 29°C).

While the effects on discharge rate and evoked
synaptic responses suggest that transmitter release is
also strongly temperature dependent, and these data

agree with direct evaluation of stimulated release
of different neuroactive substances in vivo (i.e.,
Qi = 3.6 to 5.5 for K*-induced glutamate release;
Q.= 3.5 to 6.3 for GABA release, and Q,, = 11.3 to
37.7 for K*- and capsaicin-induced release of calcito-
nin gene-related peptide; Nakashima, Todd 1996; Vizi
1998), these changes in release are compensated for
by increased transmitter uptake. For example, within
the physiological range (24°C to 40°C), DA uptake
almost doubles with a 3°C temperature increase
(Q1p=3.5 to 5.9 [Xie, McGann, Kim et al. 2000]), a
fluctuation easily achieved in the brain under condi-
tions of physiological activation.

The fact that temperature has strong effects on
various neural parameters, ranging from the activity
of single ionic channels to such integrative processes
as transmitter release and uptake, has important
implications. First, it suggests that naturally occur-
ring fluctuations in brain temperature affect various
parameters of neural activity and neural functions.
While in vitro experiments permit individual cells
to be studied and individual components of neural
activity and synaptic transmission to be separated,
neural cells in vivo are interrelated and interdepen-
dent. Therefore, their integral changes may be differ-
ent from those of individual components assessed in
in vitro experiments. For example, increased trans-
mitter uptake should compensate for temperature-
dependent increase in transmitter release, thus
limiting fluctuations in synaptic transmission. By
increasing both release and uptake, however, brain
hyperthermia makes neurotransmission more effi-
cient and neural functions more effective at reaching
behavioral goals. Therefore, changes in temperature
may play an important integrative role, involving and
uniting numerous central neurons within the brain.

BRAIN HYPERTHERMIA INDUCED
BY PSYCHOMOTOR STIMULANT
DRUGS: STATE AND
ENVIRONMENTAL MODULATION

Most psychotropic (psychoactive) drugs act on vari-
ous receptor sites in both the brain and periphery to
induce their behavioral, physiological, and psychoe-
motional effects. Most of these drugs affect brain
metabolism and heat dissipation in the organism.
Our focus during the last several years was on psy-
chomotor stimulants—METH and MDMA—widely
used drugs of abuse. It is estimated that a yearly pro-
duction of METH and MDMA is at 500 tons, with
more than 40 million people using them in the last
12 months (United Nations Office on Drugs and
Crime 2003). The prevalence of abuse among youth is
higher than thatin the general population, and much
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higher than that for heroin and cocaine. In recent
years, abuse continues to spread in terms of geogra-
phy, age, and income. Although METH is the most
popular drug, MDMA has shown the largest increases
in abuse in recent years. MDMA is usually used in
pill form as part of recreational, leisure activities,
thus becoming part of a “normal” lifestyle for certain
groups of young people, with more than 1.4 billion
tablets consumed annually. METH, in contrast, is
typically injected, snorted or smoked, and is associ-
ated with heavy abuse, severe psychological problems,
and addiction (United Nations Office on Drugs and
Crime 2003).

Both  METH and MDMA increase metabo-
lism and induce hyperthermia (Sandoval, Hanson,
Fleckenstein 2000; Mechan, O’Shea, Elliot et al. 2001;
Green, Mechan, Elliott et al. 2003), which is believed
to be an important contributor to pathological
changes associated with both acute drug intoxication
and their chronic abuse (Ali, Newport, Slikker 1996;
Davidson, Gow, Lee et al. 2001; Kalant 2001; Schmued
2003). Both METH and MDMA are considered club
drugs typically used under conditions of physical and
emotional activation and often in a warm and humid
environment. While the effects of any drug may be
modulated by environmental conditions and specific
activity states of the individual, these factors may be
especially important for METH and MDMA because,
in addition to metabolic activation, they induce
peripheral vasoconstriction (Gordon, Watkinson,
O’Callaghan et al. 1991; Pederson, Blessing 2001),
thus diminishing heat dissipation from the body to
the external environment.

To assess how these drugs affect brain temperature
and how their effects are modulated by environmen-
tal conditions that mimic human use, we examined
temperature changes in NAcc, hippocampus, and
temporal muscle induced in male rats by METH and
MDMA (1 to 9 mg/kg, sc) in quiet resting conditions
at normal laboratory temperatures (23°C), during
social interaction with a female, and at moderately
warm ambient temperatures (29°C) (Brown, Wise,
Kiyatkin 2003; Brown, Kiyatkin 2004, 2005).

Both METH and MDMA had dose-dependent
hyperthermic effects. As shown in Figure 3.8, both
drugs used at the same high dose (9 mg/kg, sc)
increased brain and muscle temperatures (A). In
both cases, the increases were stronger in brain sites
than the muscle, exceeding those following natural
arousing stimuli (B; compare with Fig. 3.1). Therefore,
intrabrain heat production associated with metabolic
brain activation appears to be the primary cause of
brain hyperthermia and a factor behind more delayed
and weaker body hyperthermia. While hyperthermia is
stronger for METH (>3°C) than for MDMA (=1.4°C),in
both cases changes were prolonged, greatly exceeding

those seen following exposure to natural arousing
stimuli. While METH induced a rapid increase in tem-
perature immediately after the injection, there was a
transient hypothermia after MDMA administration
that is consistent with the robust vasoconstrictive effect
of this drug (Pederson, Blessing 2001).

Hyperthermic effects of METH and MDMA were
strongly dependent on the environmental conditions.
As shown in Figure 3.9, the hyperthermic effect of
MDMA was stronger and more prolonged when the
drug was administered during social interaction
with another animal. Even stronger potentiation of
MDMA-induced hyperthermia was seen in animals
with bilateral occlusion of jugular veins. Although
this procedure did not result in evident changes in
animal behavior or basal temperature of brain or
muscle, drug-induced hyperthermia was about three
times stronger and more prolonged than in control.
Importantly, under these conditions, MDMA induced
robust increases in brain—muscle differentials, greatly
exceeding those seen in control. This finding once
more suggests a role for metabolic brain activation
and intrabrain heat production in the genesis of
hyperthermia. Since jugular veins are the primary
routs for blood outflow from the brain, potentiation
of hyperthermia may result from inability to prop-
erly remove metabolic heat from the brain. Finally,
the effects of MDMA were greatly potentiated by a
slight increase in ambient temperature. Although
29°C is close to normothermy in rats (Romanovsky,
Ivanov, Shimansky 2002), mean temperatures after
MDMA administration increase rapidly in all animals,
resulting in most animals in the clearly pathological
values (>41°C to 42°C) and death in five of six ani-
mals (Fig. 3.10). Similar changes occur with METH.
In this case, four of six tested animals that showed
maximal temperature increases (>41°C) died within
3.5 hours after drug administration. In each case, up
to the moment of death, brain—muscle differentials
were maximal immediately preceding the moment
of death and then rapidly inverted, with the brain
becoming cooler than the body.

A similar phenomenon of selective brain cool-
ing has been described in patients with brain death
(Lyson, Jadeszko, Mariak et al. 2006). Although all
temperatures decreased by 2°C to 4°C, the decrease
was maximal in the brain, and brain temperature,
in fact, was the lowest temperature of the body.
Apparently, brain temperature lower than tempera-
ture in arterial blood appears to be incompatible
with ongoing brain metabolism, and such a tempera-
ture profile might be indicative of brain death.

A powerful modulation of drug-induced toxicity
by environmental conditions may explain exception-
ally strong, sometimes fatal, responses of some indi-
viduals to amphetamine-like substances. Although
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9 mg/kg of MDMA is a two- threefold larger dose than
that typically used by humans, it corresponds to only
one-sixth of the LD, in rats (Davis, Hatoum, Walters
1987) and does not result in lethality in normal envi-
ronmental conditions. The same dose, however, is
lethal for most animals in a moderately warm environ-
ment. Therefore, one (1.5 mg/kg) or two tablets of
MDMA may be highly toxic in predisposed individu-
als if consumed in adverse environmental conditions.

PATHOLOGICAL BRAIN HYPERTHERMIA
AND ITS RELATION TO DAMAGE OF
NEURAL STRUCTURE AND FUNCTIONS

High temperature has harmful effects on any cell
in the human body, and the brain is the most heat-
sensitive organ (Dewhirst, Viglianti, Lora-Michiels
et al. 2003). Neural cells tolerate low temperatures
(at least to 30°C; Arai, Uto, Ogawa et al. 1993; Lucas,
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Emery, Wang et al. 1994), but morphological and
functional abnormalities start to occur at =40°C,
only about 3°C above baseline, and increase exponen-
tially with slight increases above these levels (Lepock,
Cheng, Al-Qysi et al. 1983; Iwagami 1996; Willis,
Jackman, Bizeau et al. 2000; Lepock 2003, 2005).

While it is generally agreed that high temperature
negatively affects neural cells, the exact role of this
factor is difficult to discern in most in vivo experi-
ments because other factors that may affect neural
cells usually exist in most situations associated with
brain hyperthermia. For example, multiple abnor-
malities in neural cells were described during expo-
sure to environmental heat (Kucherenko 1970; Oifa,
Kleshchnov 1985; Godlewski et al. 1986; Sharma,
Cervos-Navarro, Dey 1991), a situation that is accom-
panied by gradual increase in body and brain tem-
perature. However, environmental heating results in
metabolic activation (oxidative stress), robust changes
in systemic and cerebral blood flow, leakage of the
BBB, and finally, hypoxia (Lin 1997). Each of these
factors, along with high temperature, may contribute
to reported neural structural abnormalities. Similar
multiple contributions exist in other situations associ-
ated with robust brain hyperthermia. METH, which
induces robust hyperthermia, is known to induce
both acute and chronic morphological abnormali-
ties and death of neural cells (Bowyer, Ali 2006).
But, METH also induces metabolic activation (oxida-
tive stress) with increased levels of many potentially
neurotoxic substances and alterations in cerebral
blood flow.

While in vitro work cannot mimic conditions
of the active, fully functional brain, it allows one to
exclude other contributions and examine the role of
temperature per se in alterations of cellular structure
and functions. Cellular abnormalities induced by high
temperature were described on different cells studied
in slices and cultures. The most common deficit was
in mitochondrial structure and functions (Gwozdz,
Dyduch, Grzybek et al. 1978; Iwagami 1996; Willis,
Emery, Nonner et al. 2003; Du, Di, Wang 2007), impli-
cating this damage in apoptotic cell death, which is
common to hyperthermia (White, Emery, Nonner
et al. 2003; Ren, Guo, Ye et al. 2006). While all cells
were sensitive to hyperthermia, this sensitivity, and
thus a harmful effect of hyperthermia, is stronger in
metabolically active cells (i.e., cancer cells, epithelial
and endothelial cells); the most temperature-sensitive
cellular elements are mitochondrial and plasma
membranes. Temperature also has direct destructive
effects on protein structure, resulting in conforma-
tional changes and denaturation of some proteins at
temperatures as low as 39.5°C to 40.0°C (McDulffee,
Sensisterra, Huntley et al. 1997; Lepock, Cheng,
Al-Qysi et al. 1983; Lepock 2003, 2005).

Although all brain cells are affected by high
temperature, destruction of endothelial cells and
leakage of serum proteins across the BBB (Sharma,
Hoopes 2003) are important factors in determining
brain edema, the most dangerous acute complica-
tion of pathological brain hyperthermia (Dewhirst,
Viglianti, Lora-Michiels et al. 2003; Sharma 2006).
Heat-induced damage occurs in different brain struc-
tures, but it is stronger within the edematous areas of
the brain, suggesting swelling as an important cofac-
tor of heat-induced damage of brain tissue (Sharma,
Alm, Westman et al. 1998). Heat-induced brain injury
is not limited to the neurons but includes glial cells
and cerebral microvessels. In addition to water accu-
mulation in the brain, hyperthermia-related leakage
of the BBB results in alterations of ionic environ-
ment and travel of some potentially toxic substances
(i.e., glutamate) to brain tissue.

Although high temperature and leakage of the
BBB may be important for cellular damage, more
often they are potentiating factors. An increase in tem-
perature amplifies neural damage induced by experi-
mental hypoxia, ischemia, and cerebral trauma, while
hypothermia is generally neuroprotective (Busto,
Dietrich, Globus et al. 1987, Maier, Steinberg 2003;
Miyazawa, Tamara, Fukui et al. 2003; Olsen, Weber,
Kammersgaard 2003). For example, hyperthermia
potentiates the cytotoxic effects of reactive oxygen
species in vitro (Lin, Quamo, Ho et al. 1991) and
glutamate-induced neurotoxicity (Suehiro, Fujisawa,
Ito et al. 1999). While prevention of fever and mild
hypothermia may be important therapeutic tools to
minimize the extent and severity of neural damage
associated with these pathological conditions, it is
unknown how brain temperature is changed during
these conditions.

Although high temperature per se may harm brain
cells, it is possible that leakage of the BBB, which
appears to occur at high brain temperature, may be
an important contributing factor. Although the tight
link between hyperthermia and leakage of the BBB
has been assumed in studies with environmental
warming (Sharma, Cervos-Navarro, Dey 1991) and
effects of some “hyperthermic” drugs (i.e., morphine
and METH; Bowyer, Ali 2006; Sharma, Ali 2006), the
relationships between these parameters were never
investigated. This issue is of greatimportance for med-
icine because leakage of the BBB is the cause of brain
edema, a dangerous pathological condition, which is
difficult to treat and often results in lethality.

To investigate this issue, we examined the rela-
tionships between brain temperatures and several
parameters that characterize the state of the BBB
during acute METH intoxication (Kiyatkin, Brown,
Sharma 2007). Animals were implanted with chronic
thermocouple electrodes and their temperatures were
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monitored (in brain, muscle, and skin) after METH
administration (9 mg/kg) at normal (23°C) and warm
(29°C) environmental temperatures. When brain tem-
perature peaked or reached clearly pathological values
(>41.5°C), the rat was rapidly anesthetized, perfused,
and brains were taken for analysis. The state of BBB
permeability and edema were determined by measur-
ing brain water content and levels of several ions (Na*,
K*,and CI") as well as diffusion of Evans blue dye, an
exogenous protein tracer that is normally retained by
the BBB, into brain tissue. Immunohistochemistry
was used to quantitatively evaluate albumin leakage,
a measure of breakdown of the BBB permeability,
and glial fibrillary acidic protein (GFAP), an index of
astrocytic activation (see Sharma, Ali 2006; Gordh,
Chu, Sharma 2006). These parameters were corre-
lated with temperatures recorded immediately before
animals were sacrificed.

As shown in Figure 3.11, animals that were
administered METH showed significant and robust
increases in NAcc temperature (2.3°C and 4.7°C
increase vs. control), brain water accumulation (0.6%
and 1.1% increase vs. control), brain levels of Evans
blue (2.8- and 5-fold increase vs. control), as well as
a strong immunoreactivity for albumin and GFAP
(36- and 83-fold increases and 5- to 12-fold increases
vs. control, respectively). While changes in all brain
parameters were significantly different from those in
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controls, animals that received METH at 29°C and
showed larger brain temperature elevation had sig-
nificantly larger increases in all brain parameters.

While these data suggest that higher brain tem-
perature elevations are associated with stronger leak-
age of the BBB, these relationships were clarified by
correlative analysis (Fig. 3.12). As can be seen, there
are exceptionally tight, liner relationships between
NAcc temperatures and each brain parameter stud-
ied. Coefficient of correlation was 0.95 for brain water,
0.97 for intrabrain diffusion of Evans blue, and 0.97
to 0.98 for immunoreactivity for albumin and GFAP,
respectively.

Despite a tight correlation between NAcc tempera-
tures and albumin immunoreactivity during METH
intoxication, suggesting that brain hyperthermia
may play a role in regulating BBB permeability, it is
unclear whether this correlation will hold with brain
temperature elevations resulting from other causes. It
appears that this correlation stands during environ-
mental warming (Sharma, Zimmer, Westman et al.
1992; Cervos-Navarro, Sharma, Westman et al. 1998)
and is strongly dependent on the strength of body
hyperthermia as evaluated by rectal measurements.
Evans blue staining, albumin immunoreactivity, and
an increase in brain water content were intense when
body temperature reached clearly pathological levels
(>41°C). An increase in BBB permeability was also
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Figure 3.11 (A, B, C, and D) Changes in brain temperature and several brain parameters in rats administered methamphetamine (9 mg/kg, sc)
at 23°C and 29°C. Control animals received saline at 23°C. Differences between groups were significant for each individual parameter.
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29°C, a total n = 20) were accepted for this analysis. Each graph shows regression line, regression equation, and coefficient of correlation.

found in humans during intense physical exercise
at warm ambient temperatures (Watson, Shirreffs,
Maughan 2005) and during restraint and forced
swim stress (Sharma, Dey 1986; Esposito, Cheorghe,
Kendere et al. 2001; Ovadia, Abramsky, Feldman et al.
2001), each inducing brain hyperthermia.

Although METH-induced brain temperature
increases correlate tightly with several parameters of
BBB permeability, it does not mean that high temper-
ature per se is the only cause for these changes. Brain
hyperthermia is not only a factor that may directly
affect brain cells but is also an integral physiological
index of METH-induced metabolic activation, which
also manifests as an enhanced release of several neu-
rochemicals, lipid peroxidation and the generation of
free radicals, numerous changes combined as oxida-
tive stress (Seiden, Sabol 1996; Kuhn, Geddes 2000;
Cadet, Thiriet, Jayanthi 2001), as well as autonomic
activation, including a robust increase in arterial
blood pressure (Yoshida, Morimoto, Makisumi et al.
1993; Arora, Owens, Gentry 2001). Although all these
factors may contribute to changes in BBB permeabil-
ity, it is quite difficult to separate them from each

other because they are interdependent, representing
various manifestations of METH-induced metabolic
activation.

It is well known that increased permeability of
the BBB and leakage of serum albumin will initiate
a series of reactions causing alterations in brain
homeostasis as well as neuronal, glial, and myelin
function. It appears that BBB disruption is the main
cause of vasogenic edema formation, a feature seen
in this investigation by measuring water and electro-
lyte contents. The changes in these parameters were
tightly related to brain temperature increase as well
as to albumin staining in the brain, suggesting direct
relationships between increased permeability of the
BBB and brain edema. While brain edema results
in increased intracranial pressure, tissue softening,
increase in brain volume, and compression of vital
centers, thus damaging brain functions, it is also
responsible for secondary cell and tissue injury in the
brain (Barber, Antonetti, Gardner 2000; Li, Ballinger,
Nordal et al. 2001; Li, Chen, Jain et al. 2004; Sharma
2006). While many cellular changes occurring dur-
ing acute METH intoxication appear to be reversible,
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some of them may also reflect the initial stages that
will later result in irreversible cell damage—the most
serious complications of chronic METH use. This
issue, however, is secondary to acute METH intoxi-
cation, which may result in decompensation of vital
functions and an organism’s death before any evident
death of neural cells. Atleast several rats administered
METH at 29°C would naturally die if the experiment
continued. Importantly, this study confirms that path-
ological brain hyperthermia resulting from METH
intoxication under conditions of diminished heat
loss results in a robust increase in brain water content
(edema), which is tightly related to dramatic leakage
of the BBB. Brains of rats that showed >41°C NAcc
hyperthermia (6/8) had more than 1.2% higher con-
tent of water, 5.5-fold higher concentration of Evans
Blue and 88-fold higher albumin immunoreactivity
versus controls.

Although glial activation is usually thought to
represent a late outcome of traumatic, ischemic, or
hypoxic insults or a correlate of various neurodegen-
erative diseases (Cervos-Navarro, Sharma, Westman
etal. 1998; Finch 2003; Hausmann 2003; Gordh, Chu,
Sharma 2006), our data suggest that METH induces
a robust increase in GFAP immunoreactivity within a
surprisingly short period (up to 30 minutes). The lev-
els of GFAP immunoreactivity, moreover, correlated
tightly with the levels of albumin immunoreactivity
and Evans blue concentrations, brain water, and ion
content, as well as with the magnitude of drug-induced
brain temperature elevation, but not with the post-
injection timing per se. While rapid increase in both
GFAP (30 to 60 minutes) and FOS proteins was previ-
ously described after injury to the brain and spinal
cord (Lindsberg, Frericks, Siren et al. 1996; Cervos-
Navarro, Sharma, Westman et al. 1998; Zhao, Ahram,
Berman et al. 2003; Gordh, Chu, Sharma 2006;
Sharma 2006) as well as during environmental heat-
ing (Sharma, Zimmer, Westman et al. 1992; Cervos-
Navarro, Sharma, Westman et al. 1998), this study is
the first to suggest that increase in GFAP immunore-
activity could be induced in the CNS by METH even
within 30 to 40 minutes after drug administration.
Therefore, the intensity of brain hyperthermia may
play a crucial role in increased GFAP immunoreac-
tivity. Rats administered METH at 29°C that showed
robust brain hyperthermia had GFAP levels more
than twice those in animals administered this drug
at 23°C. The levels of GFAP in individual rats, more-
over, were tightly correlated with brain temperature
(r = 0.975) and the mean value of GFAP-positive cells
in six of eight rats with pathological hyperthermia
(>41°C) was =13-fold higher than in control.

Thisrapid and strong increase in GFAP immunore-
activity appears to be inconsistent with what is known
about slow expression of this cytoskeleton protein

(Norton, Aquino, Hozumi et al. 1992; O’Callaghan
1993; Miller, O’Callaghan 2003) and previous data
suggesting later changes in expression of this pro-
tein after a series of METH injections (4 X10 mg/kg
each 2 hours) in mice (Miller, O’Callaghan 1994;
O’Callaghan, Miller 1994). In this case, GFAP levels
increased at 12 to 24 hours, peaked at the second day,
and remained elevated for 7 days after a single series
of METH exposure. These changes, moreover, were
evident only in the striatum and to a lesser degree
in the cortex, correlating with decreased dopamine
levels in these areas. In contrast to our study, in which
GFAP levels were increased at the peak of brain hyper-
thermia and related to robust leakage of the BBB, it is
reasonable to assume that at these later intervals (sev-
eral days) all subjects had temperatures and perme-
ability of the BBB restored to normal or near-normal
levels.

Since GFAP levels tightly correlate with brain tem-
perature and albumin immunoreactivity, a strong
GFAP immunoreactivity may reflect the interaction
of antibodies with GFAP somehow released or made
available during cellular damage. Thus, binding
sites to GFAP antigens could be increased because of
acute breakdown of the BBB rather than because of
proliferation of astrocytes or elevated levels of GFAP
proteins that require more time. This reaction could
also be related to acute, possibly reversible, damage of
glial cells. Damage of astrocytes and swelling of astro-
cytic end feet is known to increase binding of GFAP
antibodies (Bekay, Lee, Lee et al. 1977; Bondarenko,
Chesler 2001; Gordh, Chu, Sharma 2006). Therefore,
rapid increase in GFAP immunoreactivity that occurs
at peak brain temperatures and tightly correlates with
robust leakage of the BBB may reflect acute abnormal-
ities of astrocytes rather than classic astrocytic activa-
tion or astrogliosis. While this hypothesis needs to be
verified morphologically, our preliminary data suggest
that acute METH intoxication in fact results in multi-
ple cellular abnormalities, especially evident in brain
areas with the most pronounced changes in BBB per-
meability and edema (i.e., cortex, hippocampus, some
areas of thalamus and hypothalamus). Although high
temperature may have destructive effects on differ-
ent cells (Iwagami 1996; Willis, Jackman, Bizeau et al.
2000; Du, Di, Wang 2007), multiple evidence sug-
gests that hyperthermia-induced abnormalities might
be stronger in metabolically active brain cells (Oifa,
Kleshchnov 1985; Lin, Quamo, Ho et al. 1991; Lin
1997; Lee, Lee, Akuta et al. 2000; Chen, Xu, Huang
et al. 2003), including glia, endothelial, and epithe-
lial cells (Bechtold, Brown 2003; Sharma, Hoopes
2003)—the primary components of the blood—brain
and blood-CSF barriers, respectively. Our prelimi-
nary data suggesting extensive cellular damage within
the plexus chorioideus in animals showing pathological
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(>41°C) brain hyperthermia during METH intoxica-
tion appears to be consistent with this view.

Therefore, although robust brain hyperthermia
might have direct destructive effects on neural cells,
it appears that these effects are further enhanced by
the breakdown of the BBB and development of vaso-
genic brain edema, thus allowing numerous factors,
including many blood-borne ions, neurotransmitters
(i.e., glutamate, the levels of which are much higher
in plasma than in CSF), and metabolic substances to
enter the brain microenvironment. All these factors,
alone and in combination, will further potentiate
brain damage. These peripheral factors and associ-
ated alteration of the CNS microenvironment could
play an important role in acute damage of brain cells
following drug intoxication. While most of these
changes appear to be reversible, they may contribute
to neurotoxicity following chronic drug use. Because
astrocytes are critical for maintaining normal func-
tions of neurons and endothelial cells, acute astrocytic
reaction may be a valuable early indicator of potential
future brain pathology caused by METH.

CONCLUSIONS: NEUROBIOLOGICAL
AND HUMAN IMPLICATIONS

While the brain plays an essential role in sensing fluc-
tuations in environmental temperature and altering
heat production and loss, it is unclear whether the idea
of temperature regulation can be applied to the brain
itself. This chapter suggests that brain temperature of
the rat fluctuates within 3°C under physiological con-
ditions. It is not known yet whether these fluctuations
occur in the human brain but, based on similarities
found between rats and monkeys (Hayward, Baker
1968), it appears likely.

Although recording of brain temperature in
humans is possible only in patients, available data
suggest that this temperature is consistently higher
than in the body core (Mellergard, Nordstrom 1990;
Mariak, Lewko, Luczaj et al. 1994; Mariak, Jadeszko,
Lewko et al. 1998; Rumana, Gopinath, Uzura et al.
1998; Mariak, Lebkowski, Lyson et al. 1999; Mariak,
Lyson, Peikarski et al. 2000; Mcilvoy 2004). These
data also suggest the existence of a dorsoventral tem-
perature gradient, with ventrally located structures
being warmer than dorsally located structures. The
degree of this gradient, however, varies depending
on the functional state of the individual and techni-
cal aspects of temperature recording. This work also
suggests that the human brain has no specific cooling
mechanism (Bringelmann 1993 vs. Cabanac 1993 for
an alternative point of view) and brain temperature
always remains higher than that of arterial blood
inflow during physiological conditions.

This chapter suggests that physiological brain
hyperthermia is a part of normal brain functioning
rather than an index of disease. Since arterial blood
is cooler than brain tissue, metabolic neural activa-
tion, accompanied by intrabrain heat production,
may be viewed as the primary cause of physiological
brain hyperthermia. Cerebral blood flow, therefore,
not only provides oxygen and nutrients for enhanced
brain metabolism but also removes potentially dan-
gerous metabolic heat from neural tissue. While brain
heat production is an obvious by-product of cerebral
metabolism, physiological fluctuations in brain tem-
perature affect various neural parameters ranging
from the activity of single ionic channels to transmit-
ter release and uptake. Thus, brain hyperthermia may
have adaptive significance, changing the dynamics of
neural functions and making them more efficient for
reaching behavioral goals. Brain hyperthermia may
also result from impaired heat dissipation during
intense physical activity in a hot, humid environment.
While temperature in arterial blood remains cooler
than in brain tissue under these conditions, heat is
accumulated in the brain because of progressive body
warming due to an inability to dissipate metabolic
heat to the external environment. While this deficit
remains compensated under quiet resting conditions,
it may result in dramatic changes in temperature
responses following exposure to various activating
stimuli and pharmacological drugs.

Brain hyperthermia may also be induced by vari-
ous addictive drugs, which increase brain metabo-
lism and impair heat dissipation. Such frequently
used psychomotor stimulants as METH and MDMA
induce dose-dependent brain hyperthermia, which is
enhanced during physiological activation and under
conditions that restrict heat dissipation. Because high
temperature exacerbates drug-induced toxicity and is
destructive to neural cells and brain functions, patho-
logical brain hyperthermia (>40°C) is an important
contributor to both acute life-threatening complica-
tions and chronic destructive CNS changes induced
by psychomotor stimulants. Although humans have
more effective mechanisms for heat dissipation than
rats, this drug—activity-environment interaction is
important for understanding potential health haz-
ards of these drugs of abuse, which are typically taken
during high-energy activity in a hot, humid environ-
ment that prevents heat dissipation from the brain
and body.

Brain hyperthermia may develop during several
pathological conditions (heatstroke, head trauma,
ischemic and necrotic damage), which are accom-
panied by neural cell damage, inflammation, and
impairment of venous blood outflow from the brain,
even under conditions of decreased brain metabo-
lism and relatively normal body temperatures. These
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abnormalities in brain-body temperature homeo-
stasis make these patients especially sensitive to
fever and environmental overheating, both of which
dramatically increase the extent of neural damage
and mortality.

This chapter also indicates that monitoring of
brain temperatures in animals is a valuable tool for
assessment of alterations in metabolic neural activ-
ity induced by environmental stimuli or drugs and
occurring during the development and performance
of motivated behaviors. Although heat production is
a basic feature of neural metabolism, locally released
metabolic heat is continuously redistributed within
brain tissue and affected by a variable inflow of
cooler arterial blood, determining a similar pattern
of temperature fluctuations in different brain struc-
tures. Rapid time-course temperature monitoring
and determining temperature gradients between
brain structures and body, muscle, or arterial blood
allow one to discern between-structure differences
and peaks of neural activation. Brain temperature
fluctuation, however, is a different reflection of neu-
ral activity than a change in neuronal electrical
discharges. While the relationships between these
parameters remain unclear and need to be clarified
in the future, similar to neuronal discharges, brain
temperatures are affected by various salient sensory
stimuli and drugs, show consistent changes during
learning, and fluctuate during motivated behavior,
tightly correlating with key behavioral events.
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RETINAL CELLULAR METABOLISM
AND ITS REGULATION

AND CONTROL
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ABSTRACT

The retina is an extension of the brain with a high
functional activity and high metabolic rate but with
only a limited blood supply. Consequently there is a
delicate balance between high metabolic demands
and limited nutrient supply. Oxygen is known to be
the most supply-limited metabolite in the human
retina, and intraretinal hypoxia is thought to be a
major pathogenic factor in retinal diseases with a
vascular component. These diseases include diabetic
retinopathy, vascular occlusion, and glaucoma. The
metabolic and functional properties of the retina are
highly compartmentalized, and the highly layered
structure of the retina provides an opportunity for
investigating the properties of different subcellular
components not achievable in the brain due to the
complex cell architecture. In this chapter, we demon-
strate the marked heterogeneity of oxygen metabo-
lism across the retina, even in different components
of the same cell, and contrast the requirements of
the inner retina in vascularized and avascular reti-
nas. We examine the influence of several models of
retinal disease and describe the potent regulation
and control mechanisms that exist to protect the
retina from challenges posed by alterations of the

extracellular environment in normal and disease con-
ditions. Knowledge of key molecules and pathways is
essential to understand such regulation and control
mechanisms. If we can determine how the retina is
able to cope with the constraints imposed by the fra-
gility of the retinal circulation, then we can begin to
devise therapeutic strategies to help protect the ret-
ina from the effects of retinal disease.

Keywords: oxygen metabolism, retina, oxygen,
ischemia, hypoxia.

etinal neurons have a high functional activ-
ity, yet the retina necessarily has a limited
blood supply to preserve retinal transpar-
ency. The retina is therefore particularly
vulnerable to ischemic/hypoxic insults, which play
a major role in many retinal diseases. Oxygen is the
only molecule serving as the primary biological oxi-
dant (Vanderkooi, Erecinska, Silver et al. 1991) and
is essential for the survival of cells. The retina is one
of the highest oxygen-consuming tissues in the body
(Anderson 1968). Since oxygen cannot be “stored”
in tissue, a constant and adequate supply must be
guaranteed to preserve function. Oxygen supply to
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the retina is arguably more vulnerable to vascular
deficiencies than in any other organ. Numerous stud-
ies have demonstrated the marked heterogeneity of
oxygen metabolism across the retina, even in differ-
ent components of the same cell. In this chapter, we
describe key aspects of retinal metabolism and vascu-
lar regulation and control, the molecules and path-
ways involved, and their ability to respond to changes
in the internal or external environment and the
response to induced retinal diseases. This is essential
for conserving the stability of the intracellular envi-
ronment and for maintaining cellular function in
normal and diseased retinas. By building a better pic-
ture of the metabolic requirements of each subcellu-
lar component and of how they react to changes in
their particular microenvironment, new avenues of
therapeutic intervention in retinal diseases and glau-
coma with an ischemic or hypoxic component may be
developed.

NORMAL RETINAL STRUCTURE
AND BLOOD SUPPLY

Across the mammalian species studied to date, there
are patterns of retinal vascularization ranging from
completely avascular (anangiotic), very poorly vascu-
larized (paurangiotic), partly vascularized (meran-
giotic), and extensively vascularized (holangiotic).
Examining the metabolic properties of retinas with
such differing degrees of vascularization can shed
light on the mechanisms that have evolved to cope
with limited metabolic supply to the retina. Common
to all mammals is the presence of a well-supplied
vascular bed immediately behind the retina, the cho-
roid. In vascularized retinas such as our own, the
choroid provides the dominant oxygen supply for
the outer retina, but in avascular species it is essen-
tially the only oxygen supply for the full thickness of
retina. The regulatory properties of the choroidal and
retinal circulations differ markedly. The choroid has
a very high blood flow and no clearly demonstrated
regulatory capacity (Riva, Cranstoun, Grunwald et al.
1994), despite the presence of autonomic innervation
(Beckers, Klooster, Vrensen et al. 1993; Li, Grimes
1993). In contrast, the retinal circulation is relatively
sparse, presumably to minimize disruption to the
light path, and exhibits a well-developed regulatory
capacity (Riva, Pournaras, Tsacopoulos 1986), which
is thought to be purely “local” as there is no appar-
ent autonomic innervation (Laties 1967). It seems
likely that these opposing requirements of minimal
interference with the light path and provision of sus-
tenance to the metabolizing retinal tissue have led to
the development of a system that is delicately, if not
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Figure 4.1 Micrograph of retina and choroid of a normal mon-
key in the parafoveal region. Retinal layers are as labeled: Inner
limiting membrane (ILM); nerve fiber layer (NF); ganglion cell
layer (RGC); inner plexiform layer (IPL); inner nuclear layer (INL);
outer plexiform layer (OPL); outer nuclear layer (ONL); inner
segments (IS); outer segments (OS); retinal pigment epithelium
(RPE), choroid, and sclera. Haematoxylin and eosin staining; Scale
bar = 100 um.

precariously, balanced. This is borne out by the high
incidence of retinal diseases with a vascular compo-
nent, making it important to understand the mecha-
nisms that regulate blood flow and oxygen metabolism
in the eye in both health and disease.

Asan example of retinal structure, Figure 4.1 shows
a cross-section of the monkey retina. The section is
from the parafoveal area. The anatomy of retinal neu-
rons is such that the layered structure consists of sub
cellular components rather than neurons alone. All
retinal neurons are densely packed in a thin sheet of
retina that is =300 pm thick. The structure is highly
organized. All cell bodies are located in specific layers
and other cellular components such as the synapses,
axons, inner and outer segments are also constrained
to specific layers.

INTRARETINAL OXYGEN DISTRIBUTION
IN A VASCULAR RETINA

The highly layered structure of the retina provides
an opportunity to study the oxygen metabolism of
subcellular components using microelectrode-based
techniques. This is the only technique currently avail-
able for measuring intraretinal oxygen distribution
with such high resolution. Figure 4.2 shows an intraret-
inal oxygen distribution in the parafoveal area of
the monkey retina (Yu, Cringle, Su 2005a). Oxygen
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tension is shown as a function of track distance from
the retinal surface. Depth into the retina is expressed
as track distance because the angle of penetration of
the retina is not accurately known. The heterogeneous
distribution of oxygen across different retinal layers is
evident. Inner retinal oxygen levels are relatively low
and show perturbations which reflect the influence
of retinal vascular elements in this region. Deeper
into the retina (=250-pm track distance) the elec-
trode enters the avascular region of the retina. The
oxygen level then falls to an intraretinal minimum in
the region of the photoreceptor inner segments, and
then rises dramatically to high values within the out-
ermost retina and choroid. It is evident that the high
oxygen level in the choroid is barely enough to avoid
anoxia in some regions of the outer retina. A recent
study in monkeys demonstrated that oxygen levels in
the outer retina could fall to zero during dark adapta-
tion (Birol, Wang, Budzynski et al. 2007) when outer
retinal oxygen consumption is increased (Stefansson,
Wolbarsht, Landers 1983; Linsenmeier 1986). The
critical point is that in terms of oxygen supply and
consumption there is a very delicate balance between
supply and demand. The monkey retina has a very
interesting response to increased oxygen availability
during systemic hyperoxia (Yu, Cringle, Su 2005a).
In monkeys breathing increasing percentages of oxy-
gen (20%, 40%, 60%, 80%, and 100%), choroidal oxy-
gen tension closely follows the increase in systemic
arterial oxygen levels (Fig. 4.3), reaching almost 400
mmHg during 100% oxygen ventilation. However, the
increase in oxygen levels in the inner retina is much
more constrained. Autoregulation of the retinal cir-
culation may be partly responsible for this effect, but
it has been demonstrated that a dramatic rise in inner
retinal oxygen consumption is likely to be the domi-
nant mechanism controlling inner retinal oxygen lev-
els (Cringle, Yu 2002; Yu, Cringle, Su 2005a).

Experimental studies in primates pose difficulties
both in terms of cost and ethical considerations. It
is reassuring therefore to know that in terms of reti-
nal oxygen supply and consumption, lower mammals
such as rats (Yu, Cringle, Alder et al. 1994b) and
mice (Yu, Cringle 2006) exhibit a similar intrareti-
nal oxygen distribution to the primate. Additionally,
the response to systemic hyperoxia in the mon-
key is not unlike that seen in the pig (Pournaras,
Riva, Tsacopoulos et al. 1989), cat (Linsenmeier,
Yancey 1989), and rat (Yu, Cringle, Alder et al. 1999;
Cringle, Yu 2002). The striking similarities between
the intraretinal oxygen distribution in the monkey
and in these more readily available animal models
is certainly encouraging in terms of the ultimate
relevance of animal studies in these species to the
human eye.
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Figure 4.2 Intraretinal oxygen distribution through the monkey
retina in the parafoveal region. Oxygen tension is shown as a func-
tion of track distance through the retina (Yu, Cringle, Su 2005a).
Reproduced with permission from the Association for Research in
Vision and Ophthalmology.
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Figure 4.3 Intraretinal oxygen distributions through the mon-
key retina in the parafoveal region with increasing levels of oxy-
gen in the inspired gas mixture. Oxygen tension in the choroid
closely follows the increase in systemic oxygen level but the
increase in oxygen level in the inner retina is muted compared
to that in the choroid (Yu, Cringle, Su 2005a). Reproduced
with permission from the Association for Research in Vision and
Ophthalmology.
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INTRARETINAL OXYGEN DISTRIBUTION
IN AN AVASCULAR RETINA

It is in the mammals with avascular or partly avascu-
lar retinas that the intraretinal oxygen environment
and metabolic requirements are significantly differ-
ent from those in species with vascularized retinas.
Studies in such species may therefore provide use-
ful information as to how they cope without a reti-
nal circulation, perhaps highlighting new strategies
for ameliorating retinal damage in vascularized reti-
nas in which the retinal circulation is compromised.
The first such studies of intraretinal oxygen distribu-
tion were performed in the avascular retina of the
guinea pig (Yu, Cringle, Alder et al. 1996). It was
demonstrated that much of the inner retina in the
guinea pig had oxygen levels close to zero, and, not
surprisingly, very low rates of oxygen consumption
in the inner retina (Cringle, Yu, Alder et al. 1996b).
This contradicted well argued assumptions that the
thickness of avascular retinas would correspond to
the penetration depth of choroidally delivered oxy-
gen (Chase 1982; Buttery, Haight, Bell 1990). To
further explore the properties of avascular retinas,
measurements were also performed in the avascular
region of the rabbit retina (Yu, Cringle 2004). In the
rabbit, the retinal vasculature is confined to a nar-
row band on either side of the optic disk as shown in
Figure 4.4. Although oxygen levels in the inner retina
of the rabbit did not approach zero, it was demon-
strated that the inner retina of the rabbit also had a
low oxygen consumption rate, even in the area of the
visual streak, the region of highest visual acuity in
the rabbit (Yu, Cringle 2004). Thus it has been dem-
onstrated that the inner retina in some mammals has
evolved to be able to function with minimal oxygen
consumption.

Figure 4.4 Fundus photograph of the rabbit retina. The narrow
band of retinal vasculature can be seen on either side of the optic
disk. The majority of the retina is avascular.

HYPOXIA AND ISCHEMIA IN HUMAN
RETINAL DISEASES

In man, lack of oxygen is known to be the primary
cause of visual loss following total ischemia of the
intraocular vasculature (Anderson, Saltzman 1964).
Since the retinal oxygen requirements must be
derived from the local blood supply, it is not surpris-
ing that tissue hypoxia is thought to be an important
factor in retinal diseases with a vascular component.
These diseases include diabetic retinopathy, reti-
nal vascular occlusion, and glaucoma. Such diseases
account for the majority of retinal blindness in our
community (Cooper 1990). The oxygen consumption
of the retina on a per gram basis has been described
as higher than that of the brain (Ames 1992). Given
that the brain consumes a highly disproportion-
ate share of the total body oxygen uptake (Coyle,
Puttfarcken 1993), this places the retina as one of the
highest oxygen-consuming tissues in the body. The
requirement for a relatively unobstructed light path
to the photoreceptors presumably places a constraint
on the degree to which the retina can be vascularized.
This results in a very limited blood oxygen supply to
a highly consuming retina. It is understandable that
to keep the retinal neurons in an efficient state, intra-
cellular homeostasis must be maintained, and this
requires considerable energy (Ames, Li, Heher et al.
1992; Ames 2000; Yu, Cringle, Su et al. 2005b).

There is very little direct evidence linking intraret-
inal hypoxia with retinal disease. This stems from the
general inability to use invasive measurements in a
clinical setting and the absence of noninvasive tech-
niques with the required resolution. Indirect evidence
comes from the use of supplemental oxygen therapy
to treat diseases in which retinal hypoxia is suspected.
Supplemental oxygen therapy has been used clini-
cally in cases of retinal artery occlusion, but with lim-
ited success (Beiran, Reissman, Scharf et al. 1993). In
diabetic retinopathy, supplemental oxygen therapy
has also been suggested to have beneficial effects
(Harris, Arend, Danis et al. 1996). Supplemental oxy-
gen therapy has clear limitations in terms of treat-
ment delivery, requiring hyperbaric chamber therapy
or the patient being required to carry an oxygen
supply device (Haddad, Leopold 1965; Dean, Arden,
Dornhorst 1997; Nguyen, Shah, Van Anden et al.
2004). The most common therapy in which addi-
tional oxygen availability is thought to play a role is
in panretinal laser photocoagulation. This therapy
is commonly used in diabetic retinopathy and ische-
mic retinal diseases. In both instances, the underlying
philosophy is that the destruction of selected regions
of ischemic outer retina reduces the stimulus for
retinal vascular proliferation. Intraretinal hypoxia as
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a result of retinal ischemia is thought to upregulate
VEGEF expression, which is a key factor in the prolifer-
ative process (Aiello, Avery, Arrigg et al. 1994; Takagi,
King, Ferrara et al. 1996; Ozaki, Yu, Della et al. 1999).
Reduced oxygen consumption of the outer retina and
the presumed increase in oxygen levels in the inner
retina are thought to be the mechanism relieving the
hypoxic insult to the inner retina following panreti-
nal photocoagulation (Wolbarsht, Landers III, 1980).
There is some direct clinical experimental work sup-
porting this proposal (The Diabetic Retinopathy
Study Research Group 1987). In the future, other
noninvasive techniques for measuring retinal oxygen
levels (Wilson, Berkowitz, McCuen et al. 1992),
induced changes in oxygen level (Berkowitz, Penn
1998), or oxygen saturation of the blood in the ret-
inal vasculature (Hardarson, Harris, Karlsson et al.
2006) may give us a better picture of the retinal oxy-
gen environment in different forms of retinal disease.
There is certainly a great need for improved diagnos-
tic techniques to determine the location and extent of
intraretinal hypoxia in a clinical setting.

OXYGEN METABOLISM IN ANIMAL
MODELS OF RETINAL DISEASE

Retinal Ischemia in Holangiotic
and Merangiotic Retinas

Contrasting effects of total retinal ischemia have been
demonstrated in holangiotic and merangiotic retinas
of the rat and the rabbit. In the rat, the closure of the
retinal circulation (by laser photocoagulation) results
in the development of extensive anoxia in the inner
retina (Yu, Cringle, Yu et al. 2007). Figure 4.5 shows
the rat fundus before and after laser occlusion and
Figure 4.6 shows the intraretinal oxygen distribution
shortly after the induced ischemia.

Under conditions in which the retinal circulation
no longer contributes any oxygen to the inner ret-
ina, mathematical analysis of the intraretinal oxygen

A

Figure 4.5 Fundus photographs of the rat retina
before (A) and after (B) laser photocoagulation of
theretinal arteries supplying the region subjected to
intraretinal oxygen profile measurement. Cessation
of blood flow in the laser treated arteries is indicated
by the white arrows (Yu, Cringle, Yu et al. 2007).
Reproduced with permission from the Association
for Research in Vision and Ophthalmology.

distribution can quantify oxygen consumption rates
in specific retinal layers of the outer and inner ret-
ina. Without going into details of the mathematics,
which are fully described elsewhere (Cringle, Yu,
Alder et al. 1996a; Cringle, Yu, Alder et al. 1996b;
Cringle, Yu, Alder et al. 1999), it is sufficient to note
that the retinal layers with the highest oxygen con-
sumption rates cause the greatest change in oxygen
gradient. Thus, oxygen consumption is greatest in
locations in which the oxygen profile “bends” the
most. In the case of the example shown, there are two
regions of high oxygen consumption corresponding
to the inner segments of the photoreceptors and the
outer plexiform layer. While it had long been known
that the inner segments of the photoreceptor had a
high oxygen uptake (Linsenmeier 1986), the discov-
ery that the outer plexiform layer (OPL) had a high
oxygen uptake was novel. Under these experimen-
tal conditions of retinal occlusion nothing could be
said about the oxygen needs of other layers in the
inner retina since much of the inner retina is essen-
tially anoxic and necessarily has minimal oxygen
uptake. However, when choroidal oxygen levels are
increased by increasing the levels of oxygen that the
rat breathes, much of the anoxic component of the
ischemic insult can be overcome (Yu, Cringle, Yu etal.
2007). Figure 4.7 shows the intraretinal oxygen distri-
bution in a rat with an occluded retinal circulation
at increasing levels of inspired oxygen. Using the
same mathematical analysis it was discovered that
the inner plexiform layer was also a high consumer
of oxygen under these ischemic, but no longer hyp-
oxic, conditions. It was remarkable that in the acutely
ischemic rat retina, it was not generally possible to
raise choroidal oxygen levels to the point where
all of the retina could be supplied with choroidally
derived oxygen. This was somewhat surprising, given
that similar studies in other species suggested that
this should have been readily achieved (Landers
1978). Species differences alone cannot be the expla-
nation since in work in pigs the relief of hypoxia has
been achieved in some studies but not in other studies
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Figure 4.6 Intraretinal oxygen distribution in the rat following
occlusion of the retinal circulation (full symbols). For reference,
the normal oxygen profiles for these rats is shown superimposed
(empty symbols). The mathematical fit of the data to a multilayer
oxygen consumption model is also shown (Yu, Cringle, Yu et al. 2007).

from the same authors (Tsacopoulos, Beauchemin,
Baker et al. 1976; Pournaras, Tsacopoulos, Riva et al.
1990; Pournaras, Petropoulos, Munoz et al. 2004).
It may be that the duration of the ischemic insult is
an important factor (which is often not well docu-
mented), with longer-term occlusion resulting in ret-
inal damage and suppression of oxygen metabolism,
thus allowing all retinal layers to be supported with
oxygen from the choroid during systemic hyperoxia.
This is supported by our observation of longer-term
ischemia and reperfusion in the rat retina. Figure 4.8
shows the intraretinal oxygen distribution in a rat
1 month after initial treatment. The retinal circulation
spontaneously reperfused on day 3 and was occluded
again on the day of the final experiment. It is evident
that the result is very different from that seen in
short-term occlusion of the retinal circulation.

The inability to avoid some degree of hypoxia in
the innermost retina of the rat with an occluded ret-
inal circulation with an acute insult means that no
conclusions regarding the oxygen requirements of ret-
inal ganglion cells (RGCs) can be drawn, since there is
very little oxygen available in this region, even under
100% oxygen ventilation conditions. It is clear, how-
ever, that in the holangiotic rat retina there are at least
three retinal layers with high rates of oxygen consump-
tion, namely, the inner segments of the photorecep-
tors, the outer plexiform layer, and the deeper region
of the inner plexiform layer (Yu, Cringle, Alder et al.
1994b; Yu, Cringle 2001; Cringle, Yu, Yu et al. 2002).
This contrasts markedly with the situation in the
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Figure 4.7 Intraretinal oxygen distributions in the rat retina
following occlusion of the retinal circulation and stepwise incre-
ments in systemic oxygen (Yu, Cringle, Yu etal. 2007). Reproduced
with permission from the Association for Research in Vision and
Ophthalmology.
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Figure 4.8 Intraretinal oxygen distribution in a rat 1 month
after initial occlusion of the retinal circulation. Within 3 days the
retinal circulation cleared the occlusion and the retina was reper-
fused. The retinal circulation was laser occluded once more just
before measurement of the intraretinal oxygen distribution as a
function of inspired oxygen level. It is evident that the intraretinal
oxygen distribution is very different from the acute insult shown in
Figure 4.7. Almost all intraretinal oxygen uptake has been lost and
oxygen levels closely follow those in the choroid (Yu, Cringle 2001).
Reproduced with permission from Elsevier Limited.
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avascular guinea pig retina and in the avascular region
of the rabbit retina in which only the inner segments
of the photoreceptors have been found to have a high
rate of oxygen consumption (Cringle, Yu, Alder et al.
1996b; Yu, Cringle 2004).

In the merangiotic retina of the rabbit, the con-
sequences of loss of the retinal circulation have more
localized effects. In addition to the unusual vascu-
lar distribution in the rabbit retina, the rabbit is also
unusual in that the nerve fibers within the globe are
myelinated. This is what gives the white background
to the region underlying the retinal vasculature
(Fig. 4.4). The more common myelination pattern is
for the nerve fibers to become myelinated posterior
to the lamina at the optic nerve head. Thus, the rab-
bit provides a rare opportunity to study the metabolic
requirements of myelinated nerves and also provides
a model in which well-controlled ischemic insults can
be induced. This is difficult to achieve in the optic
nerve because of a very complex vascular distribu-
tion and the relative inaccessibility of the optic nerve.
In the rabbit, the intraocular nerve fibers are read-
ily visualized and supplied from a relatively simple
arrangement of easily occluded retinal vessels. Guo
et al. (2006) used laser occlusion of the retinal arter-
ies in the rabbit and conducted morphological and
electrophysiological assessment of retinal function.
They demonstrated that the loss of the retinal circula-
tion impacted only on the viability of the nerve fibers
underlying the previously vascularized area of ret-
ina. The remainder of the retina was unaffected and
electrophysiological function was well maintained.
Figure 4.9 shows the extent of damage 6 hours after
the occlusion. At this point the retinal circulation
remains occluded, and we are dealing with a purely
ischemic insult. Retinal damage is relatively mild and
confined to the nerve fiber layer. Figure 4.10 shows
the extent of damage to the nerve fiber layer (NFL)
following occlusion and subsequent reperfusion of
the retinal circulation in the rabbit. Extensive vacu-
olization and necrosis of myelinated axons is evident
but again the underlying retina is relatively undam-
aged. This mixture of ischemia and reperfusion
insult appears to be more damaging than ischemia
alone, an observation well supported by other
ischemia-reperfusion studies. It seems that in the rab-
bit the retinal vasculature is primarily responsible
for the metabolic support of the thick layer of mye-
linated nerve fibers that underlie the area of retinal
vascularization.

Animal Models of Diabetic Retinopathy

Although currently there is no animal model which
duplicates all the features of human diabetic retinop-
athy, much has been learnt from experimental work in

Figure 4.9 Retinal section of the vascular area of a rabbit 6 hours
after laser-induced retinal arterial occlusion. In the lower power
micrograph (A) diffuse swelling of the myelinated nerve fibre layer
can be seen. However, changes in the body of the retinal ganglion
cells and in the inner plexiform layer are not significant. Scale bar:
100 pm. At higher power (B), the nuclei of many of the oligo-
dendrocytes are pyknotic (dark arrows); however, changes in the
astrocytes (white arrows) are less obvious. Muller cell fibers (long
white arrows) are more clearly evident. Scale bar: 50 um (Guo,
Cringle, Su etal. 2006). Reproduced with permission from Elsevier
Limited.

animals (Gariano, Gardner 2005). In terms of oxygen
effects, it has been demonstrated that the inner retina
in long-term diabetic cats was hypoxic (Linsenmeier,
Braun, McRipley et al. 1998) and a reduction of oxy-
gen tension in the vicinity of retinal arteries was noted
in rats after only 5 weeks of induced diabetes (Alder,
Yu, Cringle et al. 1991). Impaired oxygen response to
hyperoxic ventilation has also been reported in dia-
betic rats (Berkowitz, Ito, Kern et al. 2001).

Itis very important to address retinal metabolism at
the subcellular level of retinal neurons to answer some
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Figure 4.10 Sections through the vascularized region of the rab-
bit retina following laser occlusion of the retinal vasculature and
subsequent reperfusion of the retinal vasculature. The eye was
enucleated and fixed one day after treatment. Many large vacu-
oles are evident. Some retinal ganglion cells (GC) appear to have
empty spaces in their cytoplasm (Guo, Cringle, Su et al. 2006).
Reproduced with permission from Elsevier Limited.

fundamentally important questions, such as whether
the retina is really hypoxic in diabetes. Most studies
have emphasized the role of hypoxia, based on clini-
cal retinal angiography showing areas of nonperfused
capillaries. However, direct empirical evidence for
reduced retinal oxygen tension in human diabetic
retinopathy is surprisingly limited. In fact, no stud-
ies have directly demonstrated reduction of retinal
oxygen levels in humans with diabetes compared
with those in controls. Therefore, while substantial
indirect evidence argues for retinal hypoxia, current
data does not establish a causal relationship between
retinal hypoxia and retinal neovascularization in
diabetes (Gariano, Gardner 2005). However, review
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Figure 4.11 Intraretinal oxygen distribution in rats 5 weeks after
STZ-induced diabetes. There is no difference in preretinal or
choroidal Po, at this early time point, but there is a marked reduc-
tion in intraretinal oxygen levels in the middle retinal layers when
compared with controls.

of evidence by Arden et al. (1998) suggests that before
any change in the fundi of diabetics changes occur
to blood flow, electroretinogram (ERG), and visual
function and argues that hypoxia is a major factor in
the development of diabetic retinopathy and recom-
mends intervention in the early stages. Recently, we
have found some solid and direct evidence of intraret-
inal Po, changes in early diabetes in rats. Figure 4.11
shows the averaged intraretinal oxygen distribution
6 weeks after inducing diabetes with streptozotocin
(STZ). In comparison with normal animals, there are
no significant changes of Po, at the surface of the ret-
ina or within the choroid. However, the intraretinal
oxygen environment is markedly affected, with Po, in
the middle layers of the retina being much lower than
in controls. There were no apparent changes in the
fundus and retinal microvasculature at this stage but
retinal vasoactive changes and redistribution of reti-
nal flow have been demonstrated (Cringle, Yu, Alder
etal. 1993; Su, Yu, Alder et al. 1995; Su, Alder, Yu et al.
2000; Su, Alder, Yu et al. 2001; Yu, Cringle, Su et al.
2001a; Yu, Yu, Cringle et al. 2001c). Taken together,
these observations suggest that diversion of blood
flow away from the deep capillary layer may be a fea-
ture of this animal model of early diabetes.

Vascular changes in animal models of longer-
term induced diabetes have also been reported. We
performed a long-term (2.3 years) study to determine
the temporal relationship between systemic glucose
levels and the progression of diabetic retinopathy
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Control

STZ-induced changes in the retinal vasculature

Figure 4.12 Trypsin digests of the retinal circulation of control and STZ rats as a function of time post injection.

Left panel: Control animals. (A) Six weeks (6W): Arteriole (A)-venule (V) pair and the two capillary beds providing homogeneous cover-
age of the retina. Darker PAS staining occurs at arterial branch points (arrows). In the capillaries endothelial cell nuclei are visible, as are
pericyte nuclei. A basement membrane strand (small arrows) can also be seen. (B) Sixty weeks (60W): Retinal vascular structure is still close
to normal. (C) More than 100 weeks (>100W): Sparser capillary beds are seen in this region containing an arteriole (A)-venule (V) pair.
There is marked endothelial cell nuclei loss in capillary beds, leaving some as acellular vessels (empty arrow).

Right three panels: STZ animals. (A) 6W: Note darker PAS staining at arterial branch points (arrows) similar to age-matched controls.
(B) 28W: Dramatic changes evident by this stage. Note enlarged tortuous venules (v) with dilated capillaries. Endothelial cell distribution
heterogeneous with clusters of endothelial cells on the venous side, whereas other regions show loss of endothelial cells. (C) 28W: Region
close to a venule (V) with higher magnification. Note tortuosity of smaller venule and clustered endothelial cells (arrowheads). Note also
adjacent region where loss of endothelial cells is evident. (D) 40W: The retinal vasculature is clearly more quiescent than during the active
stage observed at 28 weeks. (E) 40W: Higher magnification. Note the darker PAS staining in the superficial capillaries (SC) than in the
deep capillaries (DC) and the narrower superficial capillaries with at least two acellular vessels (arrows). (F) 60W: Qualitatively the retina
appears to have almost stabilized with some further reduction in numbers of capillaries. (G) 90W: The retina has become severely abnor-
mal. Superficial capillaries (SC) are mainly ghost vessels, whereas the deep capillaries (DC) are dilated and still retain a few mural cells.
(H) >100W: The darkly stained superficial capillaries (SC) are almost totally acellular, whereas the deeper capillaries (DC) are dilated and
contain mural cells. Saccular microaneurysms (M) are present on the venous side of circulation. (I) >100W: Higher magnification. Note a
saccular microaneurysm (M). Note the mural cell nuclei in the microaneurysm located in the deep capillaries (DC) which still contain mural

cells, whereas the superficial capillaries (SC) are devoid of mural cells (Su, Alder, Yu et al. 2001).

during the natural course of STZ-induced diabetes in
rats (Su, Alder, Yu et al. 2000). The severity of reti-
nopathy was assessed quantitatively and qualitatively
by trypsin digests of the retinal vasculature. Examples
of trypsin digests of control and diabetic retinas are
shown in Figure 4.12. Morphological changes were
evident in the diabetic group, with late stage changes
showing many of the features of clinical diabetic ret-
inopathy. Concurrently, blood glucose, body weight,
and death rate were monitored. Interestingly, in
terms of glucose levels there was a general recovery
from the initial hyperglycemia, with normoglycemia
being restored after =40 weeks. The retinal microan-
giopathy was marked at 28 weeks during the earlier
stage, and then developed more slowly but continued
to worsen, with loss of capillaries in all retinas and
saccular microaneurysms being present in 50% of
retinas. The worsening retinopathy, despite sustained

recovery to normoglycemia, implies that good glucose
control alone does not stop the progression of retinal
microangiopathy in the later stages. It is notable that
the pathological changes in the retinal vasculature,
such as proliferation of endothelial cells, microaneu-
rysms, loss of pericytes, and loss of endothelial cells
predominantly occurred in the deep layer of the ret-
inal capillary bed. Intracellular cytoskeleton changes
and vascular leakage have been shown in the deep
capillary bed in the early stage of the STZ-induced
diabetes in rats (Yu, Yu, Cringle et al. 2001c; Yu, Yu,
Cringle et al. 2005d). The location of these changes in
the vascular endothelial cells may be associated with
the alteration in the intraretinal oxygen distribution,
although a cause and effect relationship cannot yet
be confirmed. These findings may provide some clues
to aid interpretation of the clinical data in diabetic
retinopathy. Serial observations of diabetic patients
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before the development of proliferative diabetic reti-
nopathy have shown that the appearance or worsening
of certain intraretinal lesions is a crucial risk factor
for the development of ocular neovascularization on
the surface of the retina (The Diabetic Retinopathy
Study Research Group 1987).

Retinal vascular endothelium changes have been
further implicated by the observation of tetrahyd-
robiopterin improving vascular endothelium func-
tion in experimental diabetic retinopathy (Yu, Yu,
Cringle et al. 2001c). The conversion of arginine to
form nitric oxide by nitric oxide synthase is depen-
dent on arginine concentration and the availability
of the cofactors such as calcium, calmodulin, and
tetrahydrobiopterin. It has been reported that tetra-
hydrobiopterin is decreased in neural tissue, such
as the brain in diabetic rats (Hamom, Culter, and
Blair 1989).

As mentioned previously, the current treatment
of choice for the proliferative stages of diabetic ret-
inopathy is panretinal photocoagulation. Although
the role of additional oxygen supply to the ischemic
inner retina due to reduced oxygen consumption in
the treated areas of outer retina has long been pro-
posed as the mechanism responsible for the thera-
peutic effect, only recently have such effects been
quantified. We performed measurements of intraret-
inal oxygen distribution in the avascular region of
the rabbit retina before and after graded doses of
laser photocoagulation. Since only a small area
of retina is treated, many measurements can be per-
formed in the same eye, allowing a dose-response
relationship to be determined. Different modes of
laser delivery were assessed. The effect of pulsed
or continuous wave (CW) laser delivery were com-
pared to micropulse (MP) techniques in which the
laser energy is modulated to be present for only a
small portion of the duty cycle (15%, 10%, or 5%).
Figure 4.13 shows the relationship between energy
level and the resultant reduction in outer retinal
oxygen consumption for the different modes of laser
delivery. It was apparent that duty cycles of 10% or
more produced an effect similar to that achieved
with CW laser delivery. However, 5% MP delivery
produced a significantly milder burn for the same
laser power, allowing greater control of the degree of
retinal damage and consequent reduction in outer
retinal oxygen consumption. At the cellular level
this may be explained by short pulse delivery creat-
ing less collateral damage to the cells surrounding
the absorption site, the highly pigmented retinal
pigment epithelium (Moorman, Hamilton 1999).
Whatever the mechanism involved, it seems encour-
aging that such laser techniques may give the clini-
cian better control over the extent of retinal damage
and help produce the desired therapeutic effect of
panretinal laser photocoagulation.
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Figure 4.13 The relationship between reduction of outer retinal
oxygen consumption as a function of the mode of laser delivery
and laser power in a rabbit model of laser photocoagulation. The
absence of inner retinal vasculature in the treated area greatly
simplifies the analysis of the intraretinal oxygen distribution
and allows quantification of outer retinal oxygen consumption
changes. Short duration (5%) micropulse (MP) delivery gives
greater control of outer retinal damage for a given laser power
(Yu, Cringle, Su et al. 2005c). Reproduced with permission from
the Association for Research in Vision and Ophthalmology.

Histological changes to the retinal vascular system
have been studied in a wide variety of animal mod-
els of diabetes (Cogan, Toussaint, Kuwabara 1961;
Su, Alder, Yu et al. 2000; Yu, Cringle, Su et al. 2001a).
While many of the observed changes such as peri-
cyte loss, capillary fallout, and vascular dysfunction
reflect the clinical observations in diabetic retinopa-
thy, the proliferation of retinal vasculature is rarely
noted in animal models of diabetes (Su, Alder, Yu et al.
2000; Yu, Cringle, Su et al. 2001a), even in primates
with long-term diabetes (Tso etal., 1998). Fortunately,
the rat is one animal model in which retinal vascular
proliferation can be achieved, although only with an
almost complete lifetime of diabetic insult (Su, Alder,
Yu et al. 2000).

Axonal Transport and Raised
Intraocular Pressure

The importance of the RGCs and their axons in reti-
nal and optic nerve physiology and pathology is well
known. However, we have only very limited knowl-
edge of their metabolic requirements in normal and
diseased conditions. Clearly, subcellular components
of RGCs such as the synapse, cell processes, cell
body, and axons are located in significantly different
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Figure 4.14 Axonal transport (A) in pig eyes
in control (left) and high IOP (right) eyes. In
the high-1OP eye there is very little transport
of the RITC tracer beyond the lamina crib-
rosa. (B) Van Giesen stained sections from an
adjacent region of nerve are shown for refer-
ence. Scale bar = 400 pm (Balaratnasingam,
Morgan, Bass et al. 2007). Reproduced with
permission from the Association for Research
in Vision and Ophthalmology.

microenvironments, and most likely have differ-
ent metabolic demands. The axons of the RGCs are
very long (>5 cm) and thin, and usually consist of
both myelinated and nonmyelinated zones. In man,
approximately 1 million axons form the optic nerve
and pass through a high pressure gradient at the
lamina cribrosa (Morgan, Yu, Cooper et al. 1995).
These unique features potentially make the axon
particularly vulnerable to disease processes. In most
cases, unmyelinated nerve fibers exit the eye via the
lamina cribrosa, becoming myelinated at its posterior
border. The pig has a strong lamina cribrosa simi-
lar to man, and steep pressure gradients have been
demonstrated in this region (Morgan, Yu, Cooper
et al. 1995). Mitochondria are concentrated in the
prelaminar and laminar regions of the optic nerve,
where the axons are unmyelinated. This distribution
of mitochondria has traditionally been attributed to
mechanical constriction or axoplasmic stasis at the
lamina. However, mitochondrial distribution can also
reflect the energy requirements to maintain conduc-
tion in the unmyelinated regions as compared to the
myelinated regions of the axon. Functional roles of
the cytoskeleton and mitochondria are extremely crit-
ical. The cytoskeleton not only plays a supporting role
in keeping heterogeneous cellular structure but also
has close intimacy with mitochondria. Interactions
and linkage between mitochondria and intermediate

Postlaminar

filaments, microtubules, and actin fibrils have been
reported (Bereiter-Hahn, Voth 1994). The inten-
sity of cytochrome oxidase staining is closely related
to physiological activity (Caldwell, Roque, Solomon
1989), and mitochondrial electron transport chain
complexes are directly involved in the most impor-
tant function of mitochondria (Jung, Higgins, Xu
2002). Understanding the structural and functional
aspects of each retinal subcomponent is fundamen-
tally important for understanding the pathogenic cas-
cade in ischemic/hypoxic insults in the subcellular
components of retinal neurons.

The metabolic needs of the RGCs and their axons
are difficult to assess directly in vivo. However, insights
into the impact of ischemic insults can be obtained
by assessing the efficiency of the axonal transport sys-
tems that are vital for healthy function of the axons.
Such information is of direct relevance to the study of
glaucoma, a common blinding disease in which both
the ischemic and mechanical effects of raised intraoc-
ular pressure (IOP) are important. Figure 4.14 shows
the reduction in axonal transport in pig eyes after
6 hours of raised IOP. The high- IOP eye was main-
tained at 40 to 45 mmHg and the control eye at 10 to
15 mmHg. The tracer rhodamine-B-isothiocyanate
(RITC) was injected into the vitreous cavity at the
start of the experiment. It is evident that in the high-
IOP eye there is collection of RITC in the prelaminar
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and laminar regions and relatively little transport to
the postlaminar regions compared to the control eye.
Thus, it was demonstrated that axonal transport was
compromised in the high-IOP eye.

Confocal images of neurofilament-stained optic
nerves (control and high-IOP eyes) are shown in
Figure 4.15. Antibodies to phosphorylated neurofi-
lament heavy (NFHp), phosphorylation-independent
neurofilament heavy (NFH), neurofilament medium
(NFM), and neurofilament light (NFL) were used to
study the axonal cytoskeleton. Montages of confo-
cal microscopy images were quantitatively analyzed
to investigate simultaneous changes in optic nerve
axonal transport and cytoskeletal proteins in the
high-IOP and control eyes. The extent of neurofila-
ment staining is reduced in the high-IOP eye, indi-
cating that protein synthesis may have been affected.
It was also demonstrated that microtubule proteins,
which are necessary for mitochondrial movement,

Figure 4.15 Confocal images of neurofila-
ment stains. The left panel shows images of
the control eye and the right panel those of
the high-1OP eye. The prelaminar, laminar, and
postlaminar regions of the nerve are labeled.
(A) NFHp, (B) NFH, (C) NFM, and (D) NFL.
Scale bar = 100 ym (Balaratnasingam, Morgan,
Bass et al. 2007). Reproduced with permission
from the Association for Research in Vision and
Ophthalmology.

were not substantially affected at this time point
(Balaratnasingam, Morgan, Bass et al. 2007).

Given the disparate findings regarding oxygen
metabolism properties and the influence of retinal
ischemia in different species with varying degrees
of retinal vascularization, it seemed appropriate to
turn to other tools with which to study the poten-
tial for oxygen metabolism in different retinal layers.
The retina is particularly amenable to histological,
histochemical, and immunohistochemical studies.
Morphologically the retina in a wide variety of mam-
mals has essentially the same appearance in terms
of a highly layered structure and the organization of
different cell types. At the gross structural level there
is little hint of the widely varying oxygen metabolism
properties that have been demonstrated in vascular-
ized and avascular retinas. Figure 4.16 shows retinal
histology of a rat, mouse, guinea pig, and rabbit, and
Figure 4.17 shows examples of normal intraretinal



Figure 4.16 Micrographs of retina and choroid
of normal rat (A), mouse (B), guinea pig (C), and
rabbit (D). In the vascular retina of the rat and
mouse, the layered structure of the retina is simi-
lar to that in the avascular retina of the guinea pig
and in the avascular region of the rabbit retina;
however, the avascular retinas are thinner. Scale
bar = 50 um.
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Figure 4.17 Intraretinal oxygen profiles under air-breathing conditions in four different species, rat, mouse, guinea pig, and rabbit. The influ-
ence of the retinal circulation is evident in the rat and the mouse. In the avascular retina of the guinea pig inner retinal oxygen levels fall close
to zero. In the avascular region of the rabbit retina oxygen levels do not fall to zero but the choroid is the only source of retinal oxygenation.
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oxygen profile in each species. Apart from a thin-
ner retina, the avascular guinea pig and rabbit retina
exhibit the same layered structure as seen in the vas-
cularized retinas of the rat and mouse. The intrareti-
nal oxygen distribution reflects the lack of a retinal
circulation in the guinea pig and in the avascular
region of the rabbit retina, and the choroid is the only
source of retinal oxygenation. These special condi-
tions can offer very simple models for studying retinal
oxygen metabolism (Cringle, Yu, Alder et al. 1996a;
Cringle, Yu, Alder et al. 1996b; Cringle, Yu, Su et al.
1998). Other researchers who have made intraretinal
oxygen measurements in species with vascularized
retinas of the cat (Linsenmeier 1986; Linsenmeier,
Yancey 1989; Braun, Linsenmeier, Goldstick 1995), pig
(Molnar, Poitry, Tsacopoulos et al. 1985; Pournaras,
Riva, Tsacopoulos etal. 1989; Pournaras, Tsacopoulos,
Riva et al. 1990) and monkey (Ahmed, Braun, Dunn
et al. 1993; Birol, Wang, Budzynski et al. 2007) have
reported the same general findings that we have found
in the cat (Alder, Cringle, Constable 1983; Alder,
Ben-nun, Cringle 1990), rat (Yu, Cringle, Alder et al.
1994b; Yu, Cringle, Alder et al. 1999; Cringle, Yu, Yu
et al. 2002), mouse (Yu, Cringle 2006), and monkey
(Yu, Cringle, Su 2005a).

Regulation of Intraretinal Oxygen Levels

Surprisingly little is known about the specific mech-
anisms that regulate the intraretinal oxygen envi-
ronment. Perhaps the most striking example of
regulation of intraretinal oxygen level is that seen
in the avascular retina of the guinea pig. Figure 4.18
shows the result of stepwise increments in systemic
oxygen levels in the guinea pig. Remarkably the oxy-
gen level in the choroid rises very little, even in the
face of 100% oxygen ventilation. Since the choroid is
the only source of retinal oxygenation in the guinea
pig this results in intraretinal oxygen levels being
almost unchanged during systemic hyperoxia. Blood
gas levels were closely monitored in those studies to
observe the typical increase in systemic arterial oxy-
gen level with stepwise increments in oxygen per-
centage in the ventilation gas. Figure 4.19 shows the
arterial blood gas levels which increased to more than
400 mmHg with 100% oxygen ventilation. It is evident
that the guinea pig has mechanisms in place to tightly
regulate intraretinal oxygen levels through control
of choroidal oxygen level. How this is achieved is not
presently known, although it has been demonstrated
that such regulation is disrupted to some extent by
systemic hypercapnia (Yu, Cringle, Alder et al. 1996),
so blood flow regulation may be implicated.

In contrast, the avascular retina of the rabbit
shows no ability to regulate intraretinal oxygen levels
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Figure 4.18 Intraretinal oxygen distribution in the avascular
guinea pig retina during stepwise increments in systemic oxy-
gen level. The choroid shows only a very small increase in oxygen
tension, and intraretinal oxygen levels show almost no change
(Yu, Cringle, Alder et al. 1996). Reproduced with permission from
Elsevier Limited.
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Figure 4.19 Arterial blood gas values in the guinea pig retina dur-
ing stepwise increments in systemic oxygen level. The expected
rise in systemic arterial oxygen level with increasing percentage
of oxygen in the ventilation gases is evident (Yu, Cringle, Alder
et al. 1996).

in the face of systemic hyperoxia (Cringle, Yu 2004).
Figure 4.20 shows the intraretinal oxygen distribu-
tion in the avascular region of the rabbit retina during
systemic hyperoxia. For each increment in inspired
oxygen percentage the choroidal oxygen tension
increases and this flows on to an increased oxygen
level in all retinal layers. With 100% oxygen ventilation,
the inner retinal oxygen levels in the rabbit far exceed
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Figure 4.20 Intraretinal oxygen distribution in the avascular
region of the rabbit retina during stepwise increments in sys-
temic oxygen level. Systemic hyperoxia creates very high oxygen
levels in all retinal layers (Cringle, Yu 2004). Reproduced with
permission from the Association for Research in Vision and
Ophthalmology.

anything seen in any other animal studied. This find-
ing is consistent with the earlier work of Berkowitz et al.
(1991a, 1991b), who showed very large changes in pre-
retinal oxygen tension in the rabbit.

The absence of any clear oxygen regulatory abil-
ity in the rabbit may help explain the potent toxic-
ity of systemic oxygen supplementation to the adult
rabbit retina (Noell 1955; Noell 1962; Bresnick 1970)
that is not seen in other species. Noell reported that
more than 70% of the visual cells were degener-
ated after only 48 hours of oxygen exposure (Noell
1955). There is clearly scope for further studies on
the effects of oxygen exposure on the adult rabbit
retina.

These differing oxygen regulation properties in
the retina in different species are well demonstrated
by Figure 4.21, which summarizes the oxygen levels
in the innermost retina and choroid as a function of
inspired oxygen percentage. It is evident that as far as
inner retinal oxygen level during systemic hyperoxia
is concerned, the rabbitis the odd one out. In the cho-
roid, it is the guinea pig which goes against the trend.
This highlights the need to carefully consider the
choice of animal model when planning studies of the
effect of supplemental oxygen on the retina. It is evi-
dent from Figure 4.21 that in the avascular region of
the rabbit and guinea pig retinas the change in inner
retinal oxygen level during systemic hyperoxia ranges
from extreme in the rabbit to essentially no change at
al in the guinea pig. In their work on miniature pig
retinas, Pournaras et al. (1989) showed that inner-
most retinal Po, in the pig was essentially unchanged
by systemic hyperoxia, so such control mechanisms
seem to be operating in a range of species.
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Figure 4.21 Average oxygen levels in the innermost retina and
choroid in four different species as a function of inspired oxy-
gen percentage. The oxygen level within the retina shows a high
degree of variability between species.

REGULATION AND CONTROL
OF RETINAL METABOLISM

Intracellular Homeostasis
and Microenvironment

Intracellular homeostasis is essential for maintain-
ing cell stability and efficient function in response
to changes in the internal or external environment.
All living cells have to closely communicate with their
external environments via abundant signal molecules,
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which are interlinked and which interact forming
multiple pathways. To adapt to changes in the extra-
cellular environment, cells can control and regulate
their own metabolic rate, and also interact with other
cells such as glial cells and vascular endothelial and
smooth muscle cells, resulting in alteration of the
extracellular environment. The mechanisms and pro-
cesses of cellular regulation and control are complex
and must be dynamic.

The retina performs the vital task of transducing
and encoding the visual input for later processing by
the visual centers of the brain. Of all afferent fibers
of cranial nerves, 38% are from the optic nerve. The
retina has the conflicting constraints of a high meta-
bolic requirement and transparency of the retina that
cannot be compromised by an overly rich vascular
network on the inner retinal side. It is now established
that specific layers within the retina dominate the
oxygen requirements of the retina. There is no doubt
that the functionally active retina with high metabolic
demands and a limited blood supply needs a consider-
able capacity for metabolic control and regulation to
cope with alterations of supply and demand. The anat-
omy of retinal neurons is such that the layered struc-
ture consists of subcellular components rather than
of neurons alone. All cell bodies are located in spe-
cific layers, and other cellular components such as the
synapses, axons, inner and outer segments, are also
constrained to specific layers. It is important to study
each microenvironment as a compartment within the
retina. The individual enzymes of a metabolic path-
way are capable of converting a starting material to
end products without accumulating elevated concen-
trations of the metabolic intermediates. This further
compounds the problem of adequate provision of
nutrients and the removal of metabolic waste products
to maintain retinal homeostasis. The inner segments
of the photoreceptors lie in a completely avascular
region of the retina, and the relatively sparse retinal
vasculature needs to supply both the inner and outer
plexiform layers. This can only be achieved by precise
regulation of vascular elements to match local blood
flow with tissue demands.

Metabolic Regulation and Control
Mechanisms in the Retina

Metabolic regulation and control mechanisms in the
retina are complicated, and our knowledge in this
field is very limited. Understanding regulation and
control of retinal metabolism requires studies not only
at the cellular and molecular levels, but also from a
dynamic point of view. Many of the small metabolites
and ions do not diffuse freely through the cytoplasm

because they are often associated with the macromo-
lecular structure. Concentration gradients are there-
fore present in most neurons (Bereiter-Hahn, Voth
1994). Restricted molecular mobility forms micro-
compartmentations, which are morphological and
functional entities. These concentration gradients
reflect the nonuniform nature of the function and
metabolism within the neuron. This is also reflected
in the uneven distribution of mitochondria across the
retina. This distribution is dynamic. The dynamics
of mitochondria have been demonstrated in single
cells (Bereiter-Hahn, Voth 1994) and in support-
ive cells such as Muller cells (Germer, Biedermann,
Wolburg et al. 1998a; Germer, Schuck, Wolburg et al.
1998b). Mitochondria are endowed with the ability
to change their shape and location and play a promi-
nent role in cellular energy production and coordi-
nate all microcompartmentations inside a living cell
to face all physiological and pathological challenges
(Bereiter-Hahn, Voth 1994). Furthermore, metabolic
control and regulation are interlinked, but different.
Metabolic control is a response to an altered external
environment by adjusting the output of a metabolic
pathway while metabolic regulation maintains some
variable relatively constant over time. As each cellu-
lar reaction is catalyzed by its own enzyme, every cell
contains a large number of different enzymes. The
amount of metabolite produced through any meta-
bolic pathway will depend upon the activities of the
individual enzymes involved. From a theoretical view-
point, metabolic control can be categorized as two lev-
els of alterations in response to environment changes:
(I) long-term changes—the total cellular popula-
tion of enzyme molecules is changed; and (2) fast
changes—the activity of the preexisting enzyme mol-
ecule is modulated. However, the results from most
acute experiments appear to be short-term changes.
This means that the control mechanism may be based
on preexisting enzyme activity changes. This can be
thought of as metabolic transducers “sensing” the
momentary metabolic needs of the cell and modu-
lating flux through the various pathways accordingly
(Plaxton 2004). Long-term control mechanisms were
evident in our previous work in retinal degeneration
models such as P23H and Royal College of Surgeons
(RCS) rats (Yu, Cringle, Su et al. 2000a; Yu, Cringle
2001; Yu, Cringle, Valter et al. 2004). It has been dem-
onstrated that the retina has control and regulation
capabilities and switches mechanism between aerobic
and anaerobic conditions (Winkler 1981; Ames 1983;
Ames, Li 1992; Ames 1992; Winkler, Arnold, Brassell
et al. 1997; Yu, Cringle, Alder et al. 1999; Yu, Cringle,
Su 2005a; Yu, Cringle, Yu, et al. 2007). However, the
regulatory or pacemaker enzyme(s) of a pathway such
as in retinal ischemia/hypoxia have not yet been
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clearly defined, although such information may be
useful in developing therapeutic strategies. Currently,
we are working on the retinal biochemistry and mito-
chondria in the retina in the hope that we can iden-
tify the mechanisms behind the metabolic differences
in vascular and avascular retinas. This may then open
up the possibility of modification of the inner retinal
oxygen uptake in vascular retinas in order to amelio-
rate the effects of ischemic/hypoxic insults.

As we described, hyperoxia induces increased
heterogeneities in intraretinal oxygen distribution in
vascular retinas, both with intact retinal circulations
and under ischemic conditions induced by retinal
artery occlusion and also in naturally avascular reti-
nas (Yu, Cringle, Alder et al. 1996; Yu, Cringle, Alder
et al. 1999; Yu, Cringle, Su et al. 2000b; Yu, Cringle
2001; Cringle, Yu, Yu et al. 2002; Cringle, Yu 2004; Yu,
Cringle, Su 2005a; Yu, Cringle 2006; Yu, Cringle, Yu
etal. 2007). Hyperoxia-induced heterogeneity changes
in tissue oxygen distribution have also been found in
other organs (Johnston, Steiner, Gupta et al. 2003).
For example, in muscle tissue, hyperoxia increases the
mean tissue oxygen tension but with increased hetero-
geneity, such that some regions of the tissue have lower
oxygen tension than that in normoxia (Lund, Jorfeldt,
Lewis 1980). Hyperoxia also induces tissue oxygen het-
erogeneity in the brain (Eintrei, Lund 1986).

An important question in the management of
tissue ischemia/hypoxia in retina and brain is how to
ensure adequate tissue oxygen delivery in the face of
systemic and regional hypoxemia by modulation of
blood flow and tissue oxygen uptake and increase in
inspired oxygen level. It has been clearly shown that
interactions between changes of blood flow and tissue
oxygen uptake, and tissue oxygen level existed. There
is increasing appreciation of the modulatory role of
hyperoxia in vascular tone and blood circulation and
a consideration of the effects of such modulation
on the maintenance of tissue oxygen tension. It is
expected that vascular and tissue oxygen responses to
hyperoxia may change in disease. Our knowledge in
these areas may provide important insights into path-
ophysiological mechanisms and may provide novel
targets for therapy.

The mechanisms of hyperoxia-induced changes
in the heterogeneities in intraretinal oxygen distri-
bution remain unclear. The increase in heterogeneity
is speculated to be a result of redistribution of blood
flow, with vasoconstriction in some areas and shunt-
ing in others. The intricate relationship involved in
producing an accurate matching between oxygen
supply and oxygen demand in a tissue requires some
feedback to allow regulation of blood flow. Oxygen
is known to be a vasoactive trigger in many circula-
tions, including the cerebral and retinal circulations.

There are some limited studies in the ocular vascula-
ture (Hickam, Frayser 1966; Riva, Grunwald, Sinclair
1983; Brinchmann-Hansen, Myhre 1989). Various
mediators and mechanisms have been suggested to
play a role in ocular vessels (Alder, Su, Yu et al. 1993)
and in cerebral vessels (Johnston, Steiner, Gupta et al.
2003), including increased effects of serotonin, nitric
oxide synthase inhibition, inhibition of endothelial
prostaglandin synthesis, and increased leukotriene
production.

However, vascular responses to increased oxygen
tension vary with different vasculature and species. In
vascular retinas such as in rats and monkeys, there
is significant difference between retinal and choroi-
dal vasculature in response to stepwise increases in
inspired oxygen levels and blood oxygen tension. The
retinal vasculature generally has more regulatory
capability to maintain normoxic oxygen levels than
the choroid. However, the regulatory capability in the
choroidal vasculature varies dramatically in differ-
ent species with avascular retinas. For example, the
choroidal vasculature in the guinea pig has potent
response to increased blood oxygen level in the cho-
roid, whereas the rabbit has none. Itis predictable that
various mediators and mechanisms must be involved
but they remain to be investigated.

Control and regulation of cellular metabolism
plays a major role in hyperoxia-induced increases in
heterogeneity of intraretinal oxygen distribution.
There is no doubt that occlusion of the retinal circu-
lation renders the majority of the inner retina anoxic.
Ventilation with 100% oxygen ventilation does not
generally avoid some degree of intraretinal anoxia.
Under 100% oxygen ventilation conditions the oxygen
consumption of the inner retina is more than four
times that of the outer retina. A marked degree of
heterogeneity in oxygen uptake of different retinal
layers is clearly evident. We also confirmed that the
dominant oxygen consumers are the inner segments
of the photoreceptors, the outer plexiform layer,
and the inner plexiform layer (Yu, Cringle 2001; Yu,
Cringle, Yu et al. 2007). Increased oxygen uptake in
these dominant oxygen consumers during graded
hyperoxia has also been found in the vascular retina
with intact retinal circulation in which contraction of
the retinal circulation and the relative lack of blood
vessels in the inner plexiform layers allow oxygen con-
sumption to be measured (Cringle, Yu, Yu et al. 2002).

One possible explanation for the significant
increase in oxygen uptake in the plexiform layers is
that there is normally a high rate of both oxidative
and anaerobic metabolism in the plexiform layers in
normoxia. Anaerobic metabolism is known to exist in
the rat inner retina (Winkler 1995). When environ-
mental oxygen levels are raised following total retinal
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ischemia, a switching to more oxidative metabolism in
the plexiform layers may be responsible for this effect
(Pasteur Effect). We have shown that the synaptic lay-
ers of the inner retina have a particularly high rate of
oxygen metabolism, which may provide new insights
into the particular vulnerability of the inner retina
to ischemic or hypoxic insult. The use of hyperoxic
ventilation in this acute model of arterial occlusion
is able to partially overcome the intraretinal anoxia
seen in the inner retina with successive increases in
choroidal oxygen tension confining the anoxic zone
to the more proximal retinal layers. However, even
with 100% oxygen ventilation complete relief from
intraretinal anoxia could not be guaranteed.

Oxygen availability is crucial for cellular metab-
olism. The matching of oxygen supply to metabolic
demand in tissues and cells is one of the principal
physiological challenges. It is interesting to know the
signal molecules and pathway in response to changes
in oxygen tension at tissues and cells. The exact site
and mechanism of the oxygen sensor is yet to be
fully elucidated. There may be more than one sen-
sor. Research over the last few decades has provided
significant insights into the molecular processes
underlying this complex task, and has revealed a cen-
tral role for a set of dioxygenases belonging to the
Fe(II) and 20G (2-oxoglutarate)-dependent oxygenase
superfamily in directing the activity of a major tran-
scriptional regulator termed hypoxia inducible factor
(HIF) (Schofield, Ratcliffe 2005). HIF-1 is the major
oxygen homeostasis regulator and at the transcrip-
tional level. A diverse range of genes including those
encoding glycolytic enzymes (for anaerobic metabo-
lism), VEGF (for angiogenesis), inducible nitric oxide
synthase and heme oxygenase-1 (for production of
vasodilators), EPO (for erythropoiesis), and possi-
bly tyrosine hydroxylase (for dopamine production
to increase breathing) are all under the control of a
crucial transcription factor: hypoxia-inducible factor
1 (HIF-1) (Guillemin, Krasnow 1997). HIF-1 is rapidly
degraded by the proteasome under normoxic condi-
tions. However, under hypoxic conditions, HIF-1 is
stabilized and permits the activation of genes essen-
tial to cellular adaptation to low oxygen conditions.
These molecules include the vascular endothelial
growth factor (VEGF), erythropoietin, inducible nitric
oxide synthase and glycolytic enzymes, and glucose
transporter-1. There is increasing evidence showing
that HIF-1 is also implicated in biological functions
requiring its activation under normoxic conditions.
Among others, growth factors and vascular hormones
are implicated in this normoxic activation. These
enzymes catalyze the posttranslational hydroxylation
of specific prolyl and asparaginyl residues, the oxida-
tion state of which governs both the rate of degrada-
tion and transcriptional activity of HIF-a subunits.

The sensitivity of HIF hydroxylase to oxygen con-
centrations enables the regulation of a wide array of
cellular and systemic responses to oxygen availability.

This oxygen-dependent instability may provide a
means by which gene expression is controlled dur-
ing changes in oxygen tension. Johnston et al. (2003)
speculates that hyperoxia reduces the intracellu-
lar HIF-1 concentration, thus reducing the activity
of important enzymes involved in glycolysis, such as
phosphofructokinase and 6-phosphofructo-2-kinase/
fructose-2,6-bisphosphatase. A reduction in glycolysis
would reduce lactic acid production and intracellu-
lar buffering, and thus modulate cerebral blood flow.
Unfortunately, it is unlikely that it will be possible to
measure HIF-1 concentrations in vivo because of its
intracellular position and instability.

Mitochondrial Subunits in Vascular
and Avascular Retinas

Mitochondria play a pivotal role in cell metabolism,
being the major site of adenosine triphosphate (ATP)
production via oxidative phosphorylation. Defects
of mitochondrial metabolism are associated with a
wide spectrum of diseases (Leonard, Schapira 2000).
Energy is produced by the electron transport chain.
This pathway involves five multi-subunit complexes.
We have studied the subunits and respiratory enzymes
of retinal mitochondria to determine the differences
between vascular and avascular retinas. These dif-
ferences may provide some clues for possible manip-
ulation of the nucleic acids and gene expression to
modify specific subunits and respiratory enzymes.
Figures 4.22, 4.23, and 4.24 are representative data
from immunohistochemical studies using mitochon-
drial subunit antibodies in the rat, guinea pig, and
rabbit retinas respectively. Mitochondrial antibod-
ies, complex II 30 kDa, 70 kDa, complex III core II,
complex IV subunit I, II, IV and IVc, and Va as well
as prohibitin were used. Prohibitin, an evolutionarily
conserved protein with homologues located in cyto-
plasmic mitochondria, appears to be a very reliable
marker of mitochondria (Ikonen, Fiedler, Parton et al.
1995). Positive staining for prohibitin is evident in
the RGCs and nerve fiber layers, the inner and outer
plexiform layers and the inner segment of the photo-
receptor layer in all these species. This is somewhat
surprising since we have shown earlier that there is
very little oxidative metabolism in the inner retina in
the avascular species. These results indicate that the
presence of mitochondria, as implied by prohibitin
staining, does not always correspond to sites of high
oxygen uptake.

We have further addressed whether the differ-
ences of metabolic properties in these species are



Chapter 4: Retinal Cell Metabolism, Regulation, and Control 87

11 30 kDa

Il 70 kDa

Il core Il IV subunit |

IV subunit IV

Control

Prohibitin

Figure 4.22 Immunohistochemical staining in a pigmented rat retina. Mitochondrial antibodies, complex 11 30 kDa, 70 kDa, complex Il
core I, complex IV subunit |, Il, IV and IVc, and Va as well as the control are showed as labeled. Prohibitin staining is used as a marker of

mitochondria. Scale bar = 50 um.

caused by variations of mitochondrial subunits.
There are remarkable differences in expression of
the mitochondrial subunits in these three species. It
is difficult to directly compare the degree of expres-
sion in the various layers and interpret the in vivo
experimental data using microelectrode techniques
within these three species. However, the best match
between the immunohistochemistry and in vivo
studies are the complex IV subunits, particularly
subunit VIc, which is a nuclear coded subunit and
may have a regulatory effect on cytochrome oxidase

(Gagnon, Kurowski, Weisner et al. 1991). Figure 4.25
shows cytochrome oxidase staining in the retinas
of the rat, guinea pig, and rabbit. The distribution
of cytochrome oxidase staining is completely con-
sistent with our understanding of oxygen uptake
based on the previously described oxygen profile
measurements.

Recent immunohistochemical evidence from
Bentmann et al. (2005) also provides supportive evi-
dence for localized layers of high oxygen consump-
tion in vascularized and avascular retinas (Yu, Cringle
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Figure 4.23 Immunohistochemical staining in a pigmented guinea pig retina. Mitochondrial antibodies, complex Il 30 kDa, 70 kDa,
complex Il core I, complex IV subunit I, II, IV and IVc, and Va as well as the control are shown as labeled. Prohibitin staining is used as
a marker of mitochondria. Note that although the expression of complex IV subunits in the inner segment of the photoreceptor layer is
similar to that in the rat retina, staining in the inner retina is much weaker than that in the rat retina, particularly in complex IV subunit

Vlc. Scale bar = 50 pm.

2001). Figure 4.26 shows their schematic illustration of
retinal structure and vascular elements in a vascular-
ized and an avascular retina. Figure 4.27 shows that
the distribution of mitochondria and neuroglobin
corresponds well with the identified layers of high
oxygen uptake from the oxygen profile studies as
demonstrated by Bentmann et al. Neuroglobin is
a respiratory protein thought to play an essential
role in oxygen homeostasis of neuronal cells. They

showed that in rat and mouse retinas, mitochondria
are concentrated in the inner segments of photore-
ceptor cells, the outer and the inner plexiform lay-
ers, and the ganglion cell layer. These are the same
regions in which neuroglobin is present at high levels.
They demonstrated that in the retina of guinea pigs,
both neuroglobin and mitochondria are restricted
to the layer containing the inner segments of the
photoreceptors.



11 70 kDa Il core Il IV subunit |

.-.E'H?.t?a}‘z m..' s
S

St

IV subunit Il

Figure 4.24 Immunohistochemical staining in a pigmented rabbit retina. Mitochondrial antibodies, complex Il 30 kDa, 70 kDa, complex
Il core Il, complex IV subunit |, II, IV and Vic, and Va as well as the control are shown as labeled. Prohibitin staining is used as a marker of
mitochondria. Note that although the expression of complex IV subunits in the inner segment of the photoreceptor layer is similar to that
in the rat retina, staining in the inner retina is much weaker, particularly for complex IV subunit Vlc. Scale bar = 50 pm.

Figure 4.25 Cytochrome oxidase staining of rat retina (A), guinea pig (B), and rabbit retina (C). Note that there is a clearly defined stain-
ing of cytochrome oxidase in the inner segment of the photoreceptor layer in all three species, the staining, however, being remarkably
different in the inner retina. The outer and inner plexiform layers are clearly stained in the rat retina, but not in the guinea pig or rabbit
retina. Scale bar = 50 ym.
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Figure 4.26 Schematic representation of intraretinal oxygen
distribution, retinal structure, and vascular supplies in a vascu-
larized and avascular retina (Bentmann, Schmidt, Reuss et al.
2005). Reproduced with permission from the American Society
for Biochemistry and Molecular Biology.
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Figure 4.27 Distribution of neuroglobin (solid lines) and cyto-
chrome C (dotted lines) in the vascularized retina of the mouse
(A) and the avascular retina of the guinea pig (B) (Bentmann,
Schmidt, Reuss et al. 2005). Reproduced with permission from
the American Society for Biochemistry and Molecular Biology

In the future it is conceivable that we might be in
a position to modulate the expression of particular
enzymes in the retina. An initial target might be to
increase the enzymes associated with metabolism
in the inner retina of avascular species. This may

compensate in part for the presence of retinal
ischemia and hypoxia in disease states in vascular-
ized retinas. It appears that the target of metabolic
engineering should perhaps begin with manipulat-
ing complex IV, particularly subunits IV and VlIc.
It is now possible to manipulate nucleic acids and
gene expression using contemporary genetic engi-
neering techniques, which have the potential to tar-
get subunits IV and VIc. However, with our present
level of understanding we can make only strate-
gic decisions that may not have a practical solution.
Not only has the ability to manipulate the genetics
far transcended our ability to predict the effects of
these manipulations on metabolism, but our fun-
damental understanding of metabolic control in
the retina also remains very poor. Major metabolic
pathways are interconnected in each compartmen-
tation and interactions are also present between
these compartmentations within retina. Even if the
expression of a gene encoding a particular enzyme
such as cytochrome oxidase is suitably manipulated
to ameliorate retinal ischemia and diabetic retinop-
athy, this manipulation may cause a corresponding
complex change in retinal metabolism and functions
through other pathways in which the enzyme works.
From our perspective, metabolic engineering is a
logical step for the future rather than a purposeful
plan to develop therapeutic intervention, given our
current level of understanding. Fortunately, we have
an increasing number of tools with which to moni-
tor intraretinal metabolism and retinal function in
various animal models of retinal ischemia/hypoxia.
In the future, the combination of genetic engineer-
ing with other technologies such as biochemistry and
physiology will be required to ensure the long-term
outcome desired. The management of retinal ische-
mia/hypoxia via modulation of the metabolic path-
ways must not be at the expense of other pathways
equally important for healthy vision. We should con-
tinue to enhance our knowledge in protein/enzyme
and metabolic biochemistry as a stepping stone to
manipulating metabolic properties of the retina for
therapeutic purposes.

CONTROL AND REGULATION
OF OCULAR VASCULATURE

Control and Regulation of Ocular Blood
Flow Is Crucial for Retinal Cells

The control and regulation of blood flow in the eye
is a vital component in maintaining retinal micro-
environment in a relatively consistent state and in
keeping retinal cell homeostasis. Understanding
how such control and regulation is achieved is fun-
damental to understanding the mechanisms in the
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communications between retinal neurons and micro-
vasculature within the microcompartment, and the
development of appropriate therapeutic strategies
aimed at restoring adequate blood flow in disease
states. However, this is no simple task, as the mecha-
nisms and molecular pathways responsible for vascu-
lar control and regulation are complex, and within
the different components that make up the ocular
vasculature there is a high degree of heterogeneity in
vasoactive properties.

In general, the eye is supplied through an oph-
thalmic artery, which leads into the ciliary arteries
feeding the choroidal /uveal circulation, and a central
retinal artery or cilioretinal arteries, which feed the
retinal circulation. These two circulations, choroidal
and retinal, possess very different properties and con-
straints. The outer segments of the photoreceptors
are where the visual image is focused. This region is
avascular to ensure optimal visual acuity with mini-
mum optical interference from any vascular bed.
As a consequence, the photoreceptors’ main source
of nutrients, the choroidal circulation, lies totally out-
side the retina and supplies the photoreceptor layer
with nutrients such as oxygen by passive diffusion
(Linsenmeier 1986; Pournaras, Riva, Tsacopoulos
et al. 1989; Yu, Cringle 2001). It is known that the
oxygen supply from the choroid is barely enough to
prevent some regions of the outer retina from becom-
ing hypoxic, which suggests that the high rate of
blood flow through the choroid may be essential to
maintain a high oxygen level in the choriocapillaris
(Linsenmeier 1986). We have further demonstrated
that the deep capillary bed also provides oxygen sup-
ply to the outer retina when oxygen demand in the
inner segment of the photoreceptors is increased such
as during the dark adaptation (Yu, Cringle 2002).

The choroidal circulation possesses both sym-
pathetic and parasympathetic innervation (Laties,
Jacobowitz 1966), presumably allowing systemic
control of choroidal blood flow. However, there has
been considerable disagreement as to whether the
choroidal circulation is capable of functional reg-
ulation (Bill 1962; Friedman 1970; Alm, Bill 1970;
Yu, Alder, Cringle et al. 1988; Kiel, Shepherd 1992;
Hardy, Abran, Li, et al. 1994). In contrast, the ret-
inal circulation is differently constrained in its
design. Although it is responsible for feeding a high
metabolic rate tissue, it must be anatomically sparse
to minimize optical interference with the light path to
the photoreceptors. A further unusual feature of the
retinal circulation is that it has no autonomic inner-
vation (Laties 1967), so total reliance must be placed
on local vascular control mechanisms. These require-
ments result in a limited flow circulation, with a high
arteriovenous oxygen tension difference. This circu-
lation has in general, two capillary beds, one feeding
into the nerve fiber/ganglion cell layer and the other

feeding the middle retinal layers including the inner
nuclear layer and plexiform layers. There is no con-
troversy about the regulatory ability of the retinal
circulation. It has long been accepted that the reti-
nal circulation has powerful regulatory mechanisms.
Human and animal data demonstrate that flow in the
major vessels is regulated (measured by laser Doppler
velocimetry) and that the circulation regulates in
response to changesin blood pressure and (Grunwald,
Riva, Brucker et al. 1984a). Moreover, we have demon-
strated that in the rat retina the oxygen level in the
region supported by the superficial capillary layer is
well regulated, while that of the deeper capillary layer
is not (Yu, Cringle, Alder et al. 1994b). This appar-
ent vulnerability of the deep capillary bed area is an
important observation as it provides a possible expla-
nation for the high incidence of pathological involve-
ment of the deep capillaries in retinal vascular disease
(Yanoff, Fine 1989). The feeder vessels to the eye are
also involved in the regulation of ocular blood flow
and it is known that their vasoactive properties can
vary significantly along their length (Yu, Su, Alder
et al. 1992c). This adds yet another dimension to the
heterogeneity of vascular control mechanisms in the
ocular vasculature.

In any particular vessel there are a number of com-
peting or complementary mechanisms thatare respon-
sible for locally regulating the vessel tone. These local
factors combine to ensure that the blood flow to the
tissue is matched to the metabolic requirements. To
understand the local control mechanisms, in vitro
preparations have been used to study the vascular
reactivity of different components of the ocular vas-
culature, determining their response to blood-borne
factors, tissue-released factors, and factors released
from the autonomic system. This integration of total
blood flow is known to be achieved by the continu-
ous and dynamic interplay between many regulatory
factors, including factors emanating from the blood,
the endothelial and smooth muscle cells of the vessel
walls, the surrounding metabolizing tissue, and the
input pressure.

Several hypotheses have been tested in an attempt
to understand whole organ regulation in other organs
such as the brain and kidney (Holstein-Rathlou,
Marsh 1994; Defily, Chilian 1995), but no such hypoth-
esis has yet been proposed for ocular circulations. To
partially remedy this deficit, the research covered in
this chapter takes the first step in unraveling con-
trol mechanisms of the individual components of
the ocular circulation. The vascular endothelium is
a vital component of vascular regulation. It consists
of a monolayer of thin squamous cells, which line
the inside surface of blood vessels. One intracellular
structure implicated in sensing external changes and
mediating the output of the huge array of autocoids
known to change smooth muscle cell response is the



92 PATHWAYS OF CLINICAL FUNCTION AND DISABILITY

cytoskeleton. The cytoskeleton gives the cell its shape
as well as mediates the transmission of intracellular
signaling. The response of the endothelium to shear
stresses associated with local blood flow is another
important mechanism for regulation of blood flow
(Smiesko, Johnson 1993).

Given the complexity of all the factors involved
in the regulation of vascular tone, it is perhaps not
surprising that systemic diseases such as diabetes
disrupt the normal control mechanisms. Of all the
vascular diseases of the retina, diabetic retinopa-
thy is the probably the most extensively studied and
documented (Cogan, Toussaint, Kuwabara 1961;
Davis 1992; Frank 1995). The frustrating feature of
human diabetic retinopathy is that the disease follows
a long, clinically silent course, during which unde-
tectable vascular and neural damages occur, some
of which are irreversible by the time the damage is
revealed clinically. It is vital that the cascade of vascu-
lar changes is better understood, and in this respect
the availability of rat models of induced diabetes
provides a useful avenue for research (Su, Alder, Yu
et al. 2000; Yu, Yu, Cringle et al. 2001c).

Vasoactivity of Ocular Vasculature
Can Be Modulated

Although most ocular vessels consist of only one cell
layer of endothelium and a few layers of smooth mus-
cle cells, clear-cut definitions of the mechanisms
and effects of many vasoactive substances have not
yet been obtained. However, the effects of vasoac-
tive endogenous and pharmacologic substances have
been studied by our and other groups. Controversy
exists concerning the responses of the retinal vascu-
lature to catecholamines (Alm 1972; Forster, Ferrari-
Dileo, Anderson 1987). However, direct vascular
responsiveness must be demonstrated before conclud-
ing that any induced vasoactivity may be important.

It has been shown that noradrenaline, adrenaline,
and phenylephrine induce a contractive response in
the cat ophthalmociliary artery (Yu, Su, Alder et al.
1992c¢), and in the human long posterior ciliary artery
(Yu, Alder, Su et al. 1992b). We have also shown
that noradrenaline, adrenaline, and phenylephrine
induce vascular contraction in intact ocular vascula-
ture (Su, Yu, Alder etal. 1995), in isolated ophthalmic
artery, and in retinal arterioles and veins (Yu, Alder,
Su et al. 1992b; Yu, Su, Alder et al. 1992c¢; Alder, Su,
Yu et al. 1993; Yu, Cringle, Alder et al. 1994b). An
asymmetry in the responses to adrenergic agonists
with contractions significantly larger when the drug
was applied to the intraluminal surface rather than
extraluminal surface has also been demonstrated
(Yu, Alder, Cringle et al. 1994a).

Unlike other vasculatures, there is clear evidence
that much of the ocular vasculature is relatively devoid
of B-adrenergic receptors, and, as demonstrated in
vitro in several species of animals and in humans, that
any B-adrenergic receptors present are at best only
weakly functional (Nielsen, Nyborg 1989a; Hoste,
Boels, Andries et al. 1990; Yu, Alder, Su et al. 1992a;
Yu, Alder, Su et al. 1992b; Yu, Su, Alder et al. 1992c;
Su, Yu, Alder et al. 1995). Thus, one would anticipate a
minimal B-adrenergic effectin the retinal vasculature.
Our group has demonstrated that 5-hydroxytryptam-
ine (5-HT) induces contractile responses in the long
posterior ciliary artery and ophthalmic arteries (Yu,
Alder, Su et al. 1992b; Yu, Su, Alder et al. 1992c) and
in isolated perfused eye preparations (Su, Yu, Alder
et al. 1995) as well as isolated retinal arteriole prepa-
rations. These results imply that 5-HT receptors are
present in the ocular vasculature.

We have demonstrated that histamine induces
potent contractile responses in the cat ophthalmocili-
ary artery with significantly heterogenous response in
the proximal and distal segments of the same artery
(Yu, Su, Alder et al. 1992c). However, in the human
posterior ciliary artery, histamine produced biphasic
responses (Yu, Alder, Su et al. 1992b). More recently,
we have compared the differences between histamine-
induced responses in retinal arterioles and in the
posterior ciliary artery in the pig. We demonstrated
that histamine induces opposing vasoactive effects
at different levels of the porcine ocular vasculature
(Su, Yu, Alder et al. 2005). In examining the mecha-
nism of action in the retinal arterioles, we found that
in retinal arterioles the histamine-induced vasodila-
tation may be mediated by endothelial cell H, recep-
tors and by H, receptors on the smooth muscle cells.
Acetylcholine has not only been implicated as a medi-
ator of vascular tone but also been recognized as an
important pharmacological tool to assay the endothe-
lium function (Angus, Lew 1992).

The endothelium modulates smooth muscle cell
activity by releasing vasoactive substances such as
endothelium-derived relaxing factor/nitric oxide,
and potent vasoconstrictor endothelin-1. Damaged or
dysfunctional endothelium therefore has an impor-
tant role in the pathology of vascular diseases. It is
known to cause endothelium-dependent vasodilata-
tion by stimulating the release of nitric oxide from
the endothelium. This endothelium-dependent dila-
tation function has been shown to be impaired in the
vasculature of many organs in diseases such as hyper-
tension and diabetes. Hypertension and diabetes have
associated ocular pathologies, such as hypertensive or
diabetic retinopathy, which have specific relevance to
the vascular component of the eye. It is therefore sus-
pected that endothelial dysfunction also occurs in the
eye vasculature. Several studies (Su, Yu, Alder et al.
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1994; Bakken, Vincent, Sjaavaag et al. 1995; Stowe,
O’Brien, Chang et al. 1997) on normal ocular cir-
culations have been performed using acetylcholine.
The responses varied with species studied but most
studies demonstrated endothelium-dependent vaso-
dilation effects of acetylcholine administration on
isolated retinal vessels, isolated eyes, and ring seg-
ments of ophthalmic arteries. In vitro studies from our
laboratory on human retinal vessels (Yu, Su, Cringle
et al. 1998) have also demonstrated vasodilatation
with acetylcholine administration. Furthermore,
we have specifically addressed the question of tone
dependency in acetylcholine-induced relaxation
response using isolated eye preparation (Yu, Yu,
Cringle et al. 2000c). The issue of tone dependency
is important in view of vascular disease situations as
in systemic hypertension or glaucoma where perfu-
sion pressure is altered. If tone dependency exists in
acetylcholine-induced dilatation responses, then this
has implications for the ability of vessels to dilate with
acetylcholine in disease states and also for the inter-
pretation of acetylcholine studies. Our results show
that acetylcholine-induced relaxation responses are
highly dependent on vascular tone in the rat ocu-
lar vasculature. Particularly, there is a strong linear
relationship between acetylcholine-induced vascular
relaxation and precontracted perfusion pressure at
higher dosages of acetylcholine (Yu, Yu, Cringle et al.
2000c).

The dopaminergic system, like those of all other
neurotransmitters, can effect alterations in ocu-
lar blood flow by a number of distinct mechanisms.
Contractile response to dopamine in cat ophthalmo-
ciliary arteries is only =50% of that to noradrenaline
and 30% of K*-induced contraction under the same
conditions (Yu, Su, Alder et al. 1992c). Dopamine
induced contraction in the human long posterior
ciliary artery but these were less potent than seen in
the cat ophthalmociliary artery (Yu, Alder, Su et al.
1992b).

The prostanoids and other arachidonate-
mediated metabolites represent a vast family of com-
pounds; there are at least two issues of direct interest
to the ocular vasculature. A large number of diverse
eicosanoids such as prostaglandin F.a(PGF.,a) and
prostacyclin are known to be potent modulators of
the ocular circulation. Second, a number of eico-
sanoids have been used as therapeutic agents for
glaucoma. PGF,a is known to have contractile effects
on the feeder vessels to the eye (Su, Yu, Alder et al.
1994; Ohkubo, Chiba 1987; Su, Yu, Alder et al. 1995;
Hoste 1997; Stjernschantz, Selen, Astin et al. 2000)
and also in bovine retinal arteries (Nielsen, Nyborg
1989b; Hoste, Andries 1991). However, comparatively
little is known about the vasoactive effect of PGF.a
and other prostanoids on retinal arterioles. We have

studied vasoactive effects of selected prostanoids on
retinal arterioles (Yu, Su, Cringle et al. 2001b) and
demonstrated that in normal tone arterioles with-
out endothelin 1 (ET-1) contraction, PGF,a and the
thromboxane A, analog U46619 both produced a
potentdose-dependent contraction. In ET-1 contracted
retinal arterioles, U46619 produced further contrac-
tion, whereas PGF,a produced a slight vasodilatation.

Endothelins are endogenous vasocontracting
peptide agents. ET-1, ET-2, and ET-3 are produced
in a variety of tissues, where they act as modulators
of important cell processes and act through bind-
ing to two classes of transmembrane receptors, ETa
and ETB, where the stimulation of several signaling
pathways leads to their mitogenic, vasoconstriction,
and developmental actions. ET-1 has been shown
to be one of the most potent vasocontractors in the
ocular vasculature. Significant reduction in blood
flow in the retina, choroid, and optic nerve head by
exogenously administrated ET-1 has been reported
in humans and in a number of animal species
(Granstam, Wang, Bill 1992; Sugiyama, Haque, Onda
et al. 1996; Dallinger, Dorner, Wenzel et al. 2000;
Kiel 2000; Polak, Petternel, Luksch et al. 2001). Altered
plasma concentration of ET-1 has been demonstrated
in a variety of ocular diseases, such as retinal vein
occlusion (Masaki, Yanagisawa 1992), glaucoma (Liu,
Chen, Casley et al. 1990; Kaiser, Flammer, Wenk et al.
1995), diabetic microangiopathy (Ak, Buyukberber,
Sevinc et al. 2001), and ocular microangiopathy syn-
drome in patients with acquired immune deficiency
syndrome (Geier, Rolinski, Sadri et al. 1995). Normal
plasma level of ET-1 is about 1 to 8 pg/mL (0.4 to
3.2 X 102 M) (Masaki, Yanagisawa 1992; Iannaccone,
Letizia, Pazzaglia et al. 1998), and the values in these
reported diseases are roughly twice those of normal
subjects. However, 107'? to 107 M ET-1 induced potent
contraction of porcine ciliary artery with EC of 8.3
(Meyer, Lang, Flammer et al. 1995). ET-1 induced
dose-dependent vasocontraction in retinal arterioles
with a similar range of dosage. Extraluminal ET-1
application, 10° M, =EC,, of the vasocontraction,
produced a potent and stable vasocontraction in the
pig and human retinal arterioles (Yu, Su, Cringle
etal. 1998; Yu, Su, Cringle et al. 2001b). More recently,
we have found that retinal arterioles exhibit asymme-
try in their responses to ET-1, with contractions sig-
nificantly larger when the drug was applied to the
extraluminal surface rather than to the intraluminal
surface (Yu, Su, Cringle etal. 2003). Vasoactive factors
stimulate endothelial cells to release ET-1. Release of
ET-1 stimulates ETA receptors on smooth muscle and
ETB on endothelial cells. Two factors, prostacyclin
and endothelium-derived relaxing factor (EDRF),
are released and act on smooth muscle cells as vas-
orelaxation factors. It is likely that ET-1 levels in the
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vicinity of the smooth muscle cells could be more than
1 ng/mL, which is significantly higher than that seen
in the plasma. As ET-1 is locally secreted, only that
portion, a several-thousand-times smaller amount
of ET-1, crossing back across the endothelium will
enter the plasma, making plasma concentration of
1 to 2 pg/mL. Therefore, there is a diffusion barrier
for ET-1 and an efficient regulatory system in the vas-
cular wall, particularly in microvessels. In general,
data on levels of circulating ET-1 in blood or plasma
do not provide any valid information on local activ-
ity of this system, nor do they allow association of
enhanced formation rates to particular cells or tissues.
At best, levels of circulating ET-1 give some informa-
tion regarding the “overall” activity of the system.
Adenosine, along with the excitatory amino acids
glutamate and aspartate, is known to be released
from ischemic and hypoxic neural tissue (Rudolphi,
Schubert, Parkinson et al. 1992; Sciotti, Park, Berne
et al. 1997). Indeed, elevation of aspartate and gluta-
mate are both accompanied by an increase in extra-
cellular adenosine (Sciotti, Park, Berne et al. 1997).
The excitatory amino acids are damaging to neural
cells, whereas the concomitant release of adenosine
has been shown to ameliorate the damage. Indeed,
extracellular concentrations of adenosine increase in
ischemia in a graded fashion by factors of greater than
10, with extracellular adenosine concentration being
related to the level of tissue ischemia, a necessary cri-
terion if it is to function as a vasoactive signaler. In
the retina, adenosine has been shown to cause reti-
nal artery dilatation after vitreal microsuffusion onto
the vessels, acting through A, receptors (Gidday, Park
1993a; Gidday, Park 1993b). Experimental increase
of endogenous adenosine was also accompanied by
dilatation. We have demonstrated an asymmetrical
response to exogenous adenosine in retinal arterioles
in that extraluminal administration of adenosine pro-
duces a dose-dependent dilatation, whereas intralumi-
nal adenosine fails to produce a significant dilatation
response (Alder, Su, Yu et al. 1996). In vivo, in hyp-
oxic or ischemic situations, adenosine is released by
extraluminal neural tissue and minimizes tissue dam-
age, partially by acting as a signaler of metabolic sta-
tus to the vasculature, leading to vasodilatation and
increased local blood flow. Thus, adenosine is capa-
ble of both signaling metabolic needs and causing
vasodilatation in the retina. Normally, extracellular
levels of adenosine are about 107 M, which is close
to the threshold values found in our and other stud-
ies for extraluminal application (Park, Gidday 1990;
Rudolphi, Schubert, Parkinson et al. 1992; Alder, Su,
Yu et al. 1996). Adenosine probably acts as a neuro-
modulator as well as a vascular mediator in the retina.
A, and A, receptors are also present in neural tissue.
Dynamic alterations in blood insulin and glucose
levels are hallmark features of both insulin-dependent

and non-insulin-dependent diabetes. Within the
retina, the vasculature is the prime site of diabetes-
induced changes (Cogan, Toussaint, Kuwabara 1961).
Insulin is known to exert diverse biological effects.
Insulin has a physiological role to play in controlling
vascular activity in some vessels (Baron 1994). We
tested the hypothesis that insulin dilates retinal arte-
rioles by a direct mechanism. Our results showed that
extraluminal delivery of insulin alone had no signif-
icant effect on vessel diameter. Intraluminal delivery
of insulin produces a dose-dependent mild dilatation,
whereas combined intraluminal and extraluminal
application of insulin causes remarkable dilatation at
all concentrations (Su, Yu, Alder et al. 1996). These
results imply that insulin is a vascular regulator in
normal conditions and may have relevance to the
vascular changes occurring in diabetes and hyperten-
sion in the retina.

Both plasmalemma and sarcoplasmic reticulum
membranes establish a Ca?" concentration gradient
of about 10,000-fold. [Ca®'];in the resting smooth
muscle cell lies between 120 and 270 nM and rises to
500 to 700 nM in the activated smooth muscle cell.
This means that [Ca*']; of smooth muscle cells in the
activated condition is only 3 to 4 times higher than
that in the resting condition. The voltage-activated
Ca?" channels are often loosely referred to as Ca?*
channels although three major Ca** control pathways,
voltage-activated Ca?" channels, receptor-operated
Ca?" channels, and Na™-Ca?" exchangers, are present.
The biological role of 1-type Ca?" channels is
well established and most current calcium-channel
entry blockers act on L-type Ca?" channels. The
three major subclasses of Ca?" entry blockers have
demonstrated important differences in their inhib-
itory potency, when their action on cerebral vessels
is compared. The dihydropyridines are the most
potent, with IC;, values usually around 10® M to 107
M, reaching even 107° M in some cases, whereas the
phenylkylamines and benzothiazepines have signif-
icantly higher 1C;, values. We have extensively stud-
ied the effects of calcium-channel entry blockers.
Our data from studies on human and pig retinal
arteries are comparable with similar studies on cere-
bral vessels (Yu, Su, Cringle et al. 1998). The relative
importance of the intracellular and extracellular
Ca% sources in contributing to vasodilatation has
been shown to vary in different regions of the vas-
culature, as well as with different vasoactive agents.
For example, we have demonstrated that the phasic
component of an a;-adrenergic contraction is mainly
dependent on intracellular Ca®* stores, whereas the
tonic component relies almost exclusively on extra-
cellular Ca*" (Yu, Alder, Su et al. 1992a). It is well
recognized that the selectivity of Ca?* entry blockers
depends on the tissue (with greater selectivity in cere-
bral arteries when compared with other peripheral
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arteries), the species, the vasoconstrictor agent used,
and the chemical type of the Ca?* entry blocker, which
probably reflects differences not only in the quantity
but also in the quality of the Ca®" channels activated
in the different cases.

In addition to these vasoactive substances, other
factors, such as oxygen, pH, blood flow and pressure,
can also modulate vessel tone. Oxygen tension in vivo
is known to play an important role in regulating ret-
inal blood flow (Grunwald, Riva, Petrig et al. 1984b).
Our results (Alder, Su, Yu et al. 1993) indicated that
endothelial cells modify the intrinsic smooth mus-
cle response to a gradual reduction in Po, by releas-
ing relaxing and contracting factors, causing the
observed dichotomous response in noradrenaline-
activated vessels. However, the KCl-induced response
is only modulated by low oxygen tensions (Alder, Su,
Yu et al. 1993).

We have studied the effects of changes in extra-
cellular pH (pHe) on passive tone and agonist
responses in the ophthalmociliary artery and medi-
ator roles of the endothelial cells in any pH-induced
effect to explore the ability of the ophthalmocili-
ary artery to influence retinal and choroidal blood
flow in response to metabolic stimuli (Su, Yu, Alder
et al. 1994). Our results show that PGF,a produces a
concentration-dependent contraction that is insensi-
tive to an alkaline shift but sensitive to acidic shifts.
All pHe-induced relaxations of K* are endothelium
independent. Passive tension is unaffected by all pHe
manipulations.

We have demonstrated myogenic responses and
flow-induced dilatation in the retinal artery (Yu,
Alder, Cringle et al. 1994a). Pressure dependency
in vasoactive substance—induced vascular responses
is also present in the intact ocular vascular prepa-
ration. As mentioned, we have demonstrated perfu-
sion pressure dependency in acetylcholine-induced
relaxation response using an isolated eye preparation
(Yu, Yu, Cringle et al. 2000c¢).

Although a vascular component in glaucoma is
more controversial, there is an increasing body of evi-
dence that blood flow changes are involved. There is
also evidence that some glaucoma medications may
help restore retinal blood flow in addition to their
IOP-lowering effect (Drance 1997; Yu, Su, Cringle
et al. 1998). There is clearly scope for investigating
new therapeutic agents that may beneficially influ-
ence ocular blood flow in disease states.

SUMMARY

This chapter has briefly described retinal cellular
metabolism and its regulation and control, based
largely on our work in the fields of retinal oxygen
metabolism and vascular biology. Retinal neurons have

a high functional activity, yet the retina necessar-
ily has a limited blood supply, creating the need for
a delicate balance between metabolic supply and
demand. This renders the retina particularly vul-
nerable to ischemic/hypoxic insults, which play a
major role in many retinal diseases. The significant
heterogeneity of intraretinal oxygen distribution in
the normal and diseased conditions suggests that
there is a potent ability to regulate and control ret-
inal and vascular cells. Studies of retinal cellular
metabolism should include their microenvironment,
including the relationship between neural and glial
cells and the microvasculature. Many molecules such
as neurotransmitters are not only involved in retinal
neurons but also in regulation of retinal vasculature.
Understanding the control and regulation mecha-
nisms of the retinal neuron is essential for knowing
how these cells are able to perform their demanding
functions for our whole life and how to protect them
from physiological and pathological challenges.
However, the complexity and dynamic nature of reti-
nal cellular metabolism and its control and regulation
are still far beyond our current knowledge. The lay-
ered structure of the retina provides us with a golden
opportunity to look into the compartments within
the retina at the spatial and temporal level. Many
molecules including ions and proteins have been
shown to be involved and multiple pathways have
been identified. These molecules and pathways are
interlinked and interact in physiological conditions
maintaining intracellular homeostasis. Functional
activity of these molecules and pathways could be
modulated to help adapt to external environmental
changes and pathological challenges. Each molecule
may have multiple effects such as a signaling mole-
cule to perform a physiological role or becoming a
pathogenic factor if its location or concentration is
disrupted. For example, oxygen is the most important
molecule for oxidative metabolism and for keeping
cells viable and functional; however, “extra” oxygen
may be problematic in some locations. It is critical
that each key molecule has the appropriate distribu-
tion under physiological conditions and that changes
in pathological conditions can be accommodated by
regulatory pathways. Some important insights into
retinal cellular metabolism and its control and reg-
ulation have been gained from our multidisciplinary
approach. We believe that knowledge gained in this
field, either from retinal cellular metabolism and its
regulation and control or vascular regulation, and
determination of the system’s ability to respond to
changes in the internal or external environment and
the response to induced retinal diseases is valuable.
No doubt that retina has a strong capability to stabi-
lize the intra- and extracellular environment through
various molecules and pathways. This provides us a
great opportunity to further investigate and explore
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the pathogenesis of ocular ischemic/hypoxic diseases
and ultimately assist in the development of new thera-
peutic strategies.
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Chapter 5

CROSS TALK BETWEEN

THE AUTONOMIC AND

CENTRAL NERVOUS SYSTEMS:
MECHANISTIC AND THERAPEUTIC
CONSIDERATIONS FOR
NEURONAL, IMMUNE, VASCULAR,
AND SOMATIC-BASED DISEASES

Fuad Lechin and Bertha van der Dijs

ABSTRACT

In the present chapter, we summarize anatomical,
physiological, pathophysiological, pharmacological,
immunological, and some therapeutic information
dealing with most types of diseases. We present
evidence supporting our postulation that clinical
symptoms (cardiovascular, gastrointestinal, respira-
tory, dermatological, nephrological, rheumatological,
haemathological, endocrinological, and others)
depend on central nervous system (CNS) disorders
that project to the peripheral organs throughout
the peripheral autonomic nervous system (ANS) and
neuroendocrine pathways. In addition, psychological
disturbances such as depression, psychosis, and so
on also provoke ANS, hormonal, and immunological
disorders that are responsible for different somatic

symptoms. Finally, we present evidence showing that
the adrenal glands are hypoactive during both child-
hood and senescence. This peripheral ANS profile
explains why they are affected by specific pathophys-
iological disorders that are rarely observed in young
adult subjects. This physiological profile depends on
the predominance of the A5(NA) nucleus at the CNS
level in the groups mentioned.

We present data emanating from the routine
assessment of circulating neurotransmitters that
showed that diseases are underlain by PNS or adrenal
sympathetic overactivity. The former ANS profile is
underlain by very high noradrenaline over adrenaline
plasma ratio, whereas the latter depends on a very
low noradrenaline/adrenaline ratio. Predominance of
the A5(NA) is responsible for the neural sympathetic
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overactivity, whereas C1(Ad) medullary nuclei display
overwhelming activity in the other group. The fact
that both CNS nuclei interchange inhibitory axons
explains the ANS peripheral dissociation.

We have quoted evidence showing that the two
ANS profiles are paralleled by two different immuno-
logical profiles. The TH-1 immune profile is registered
in patients affected by neural sympathetic predomi-
nance, whereas the TH-2 immunological profile is
registered in patients affected by adrenal sympathetic
overactivity. Furthermore, we also present evidence
showing that an adequate neuropharmacological
therapy, addressed to revert the neuroimmunologi-
cal disorders mentioned, was able to provoke clinical,
ANS, and immunological normalization.

In addition, we have described neuropharma-
cological manipulations addressed to revert the
ANS and CNS disorders responsible for both types
of diseases. We have alerted physicians about the
deleterious effects triggered by the labeling of neu-
ropharmacological drugs as “antidepressants” or
“antipsychotics” or “anxiolytics,” and so on. These
labels, introduced by the pharmaceutical indus-
try, interfere with the scientific information that
allows adequate therapeutic approaches addressed
to normalize both the CNS and peripheral ANS
disturbances.

We have devoted special attention to the physio-
logical and pathophysiological mechanisms that
underlie senescence. We afford a bulk of evidence
showing that the A6(NA) neurons (locus coeruleus)
fade with aging. Thus, taking into account that the
number of these neurons is also minimized in both
children and psychotics facilitates the understand-
ing of the similarity of the clinical profiles shared
by these three groups. The aforementioned fading
depends on the peripheral neural sympathetic pre-
ponderance (poor adrenal sympathetic activity).
Furthermore, other psychiatric disorders such as
endogenous depression and post-traumatic stress dis-
order are also underlain by the aforementioned CNS
profile. These facts facilitate some types of specula-
tions. For instance, psychotics and depressed subjects
are able to commit suicide whereas obese subjects
affected by hyperinsulinism parallel this psycholog-
ical behavior because they are not able to reduce
feeding, which is responsible for the progressive
damage of their health. The well-demonstrated fact
showing that these patients show neural sympathetic
overactivity—AS5(NA) predominance and A6(NA)
underactivity—supports our postulation. Finally,
the demonstrated fact that neuropharmacological
manipulations addressed to revert the disorders men-
tioned earlier is addressed to enhance A6(NA) activ-
ity supports the inferences.

We devoted some limited information dealing
with the physiology and pathophysiology of sleep.
The routine assessment of circulating neurotrans-
mitters throughout the polysomnographic investi-
gation in both normal and diseased subjects led us
to postulate that all diseases are underlain by one
of the two types of disorders. Our findings show-
ing that adrenaline plasma levels reach zero values
at the first 10 minutes of supine resting (waking)
state, whereas noradrenaline reaches minimal values
(but not zero values) at the first REM sleep period
support the postulation that the A5(NA) does not
interrupt its activity at any period. This phenomenon
explains why systolic but not diastolic blood pressure
showed maximal reduction during the sleep cycle.
Furthermore, the finding that neither diastolic blood
pressure nor noradrenaline plasma level show signif-
icant reductions in patients affected by the obstruc-
tive sleep apnea syndrome supports the postulation
that this sleep disorder is registered in patients
affected by neural sympathetic activity (essential
hypertension, hyperinsulinism, obesity and all types
of TH-1 autoimmune diseases). Furthermore, taking
into account that these patients are also affected by
a short REM latency allows the inference that the
A5(NA) overwhelming overactivity is annulled by
the A6(NA) activity. The latter is responsible for the
maintenance of the slow-wave sleep (SWS), the dis-
appearance of which allows the abrupt appearance
of the REM sleep stage.

In addition, we support our point of view with a
great deal of research papers that describe the neu-
ropharmacological therapeutic success of hundreds
of patients affected by the aforementioned two types
of ANS disorders.

Keywords: central nervous system, peripheral
autonomic nervous system, neural immune interac-
tions, neural system, parasympathetic system, nor-
adrenaline, adrenaline, serotonin, stress, depression,
psychosis, post-traumatic stress disorder, Alzheimer’s
disease, myasthenia gravis, multiple sclerosis, sleep
disorders, gastrointestinal diseases, irritable bowel
syndrome, pancreatitis, carcinoid, malignant dis-
eases, thrombocytopenic purpura, polycythemia
vera, thrombostasis, bronchial asthma.

ost clinicians, physiologists, and phar-
macologists tend to consider the periph-
eral autonomic nervous system (ANS)
as a two-faced structure that displays
two opposite functional roles, which would underlie
all clinical syndromes. Furthermore, most of them
are not aware that these clinical syndromes depend
on a complex cross talk among the central nervous
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system (CNS) nuclei, which integrate interacting
circuits responsible for both central and peripheral
physiological and pathophysiological oscillations.
This simpleness may lead to deleterious therapeutic
manipulations (Swedberg, Brislow, Cohn et al. 2002;
Lechin, Lechin, van der Dijs 2002d). In addition,
this lack of knowledge has also led to the inability to
find adequate neuropharmacological manipulations
aimed at successful therapeutic approaches. In addi-
tion, clinicians should be aware that drugs can act at
both peripheral and/or CNS levels; hence, they must
know that the CNS circuitry is provided by a complex
diversity of circuits and receptors and, thus, that the
“black versus white” (sympathetic vs. parasympathetic)
concept is an anachronism that interferes with the
advance of the medical sciences.

CENTRAL NERVOUS SYSTEM CIRCUITRY
RESPONSIBLE FOR THE FUNCTIONING
OF THE PERIPHERAL AUTONOMIC
NERVOUS SYSTEM

Anatomical, Physiological, and
Neuropharmacological Data

Both monoaminergic and acetylcholinergic (ACh)
neurons integrate the CNS circuitry responsible for
the peripheral ANS activity. Monoaminergic nuclei
include the noradrenergic (NA), adrenergic (Ad),
dopaminergic (DA), serotonergic (5-HT), and hista-
minergic (H) neurons; these nuclei are modulated by
excitatory glutamatergic and inhibitory GABAergic
neurons.

Noradrenergic System

Noradrenergicnucleiinclude the A6 (locus coeruleus),
the Ab, the A2, and the Al nuclei. The A6(NA) pon-
tine nucleus comprises some 18,000 neurons, whereas
the pontomedullary A5 and the medullary A2 and Al
nuclei include progressively decreasing numbers of
NA neurons. The A6(NA) nucleus sends monosynap-
tic and polysynaptic axons to the A5(NA) and CI1(Ad)
nuclei, respectively. In addition, the A6(NA) receives
monosynaptic inhibitory axons from the latter nuclei
(Lechin, van der Dijs, Hernandez-Adrian 2006a;
Lechin, van der Dijs 2006a, 2006b).

Both A6(NA) and A5(NA) pontine and the C1(Ad)
medullary nuclei are crowded by inhibitory a-2 recep-
tors (Langer, Angel 1991). In addition, the A5(NA)
and the C1(Ad) medullary nuclei interchange inhibi-
tory axons also (Li, Wesselingh, Blessing 1992; Fenik,
Marchenko, Janssen et al. 2002). According to these
facts and considering that the C1(Ad) and the A5(NA)

nuclei are responsible for the adrenal and the neu-
ral sympathetic activities, respectively, the A6(NA)
or locus coeruleus nucleus is able to modulate both
branches of the peripheral sympathetic system. These
two sympathetic branches can function in association
or dissociation, according to the physiological circum-
stances (Young, Rosa, Landsberg 1984).

A6(NA) VERSUS A5(NA) INTERACTIONS Both nuclei inter-
change inhibitory axons (Byrum, Guyenet 1987,
Dampney 1994). Although predominance of the
former is observed during wakefulness, it diminishes
during the supine resting and sleep periods. Maximal
reduction of the AG6(NA) activity is seen during
rapid eye movement (REM) sleep (Lechin, Pardey-
Maldonado, van der Dijs et al. 2004a), at which time,
A5(NA) neurons display slight but significant firing
activity. Predominance of the A5(NA) over the A6(NA)
is also observed at the I-minute orthostasis state.
However, both types of NA neurons are excited dur-
ing all types of exercise (Lechin, van der Dijs, Lechin
etal. 1997a). In addition, there also exist several types
of polysynaptic A6(NA) versus A5(NA) interactions.
For instance, the A6(NA) sends excitatory and inhib-
itory polysynaptic drives to the medullary Cl(Ad)
nuclei, whereas the latter sends inhibitory axons to
both the A6(NA) and the A5(NA) nuclei (Kostowski
1979; Levitt, Moore 1979; Young, Rosa, Landsberg
1984; Ennis, Aston-Jones 1987; Pieribone, Aston-Jones
1991; Fenik, Marchenko, Janssen, et al. 2002). This
cross talk explains the black versus white—C1(Ad)
versus Ab(NA) activity—when the A6(NA) nucleus is
exhausted (uncoping stress state) (Anisman, Irwin,
Sklar 1979; Fenik, Marchenko, Janssen et al. 2002).

Adrenergic System

The adrenergic system includes the ventrolateral
medullary C1(Ad), C2(Ad), and C3(Ad) nuclei, which
interchange modulatory axons with cholinergic,
noradrenergic, and serotonergic medullary nuclei as
well as with supramedullary (pontine) and inframed-
ullary (spinal) structures. Special mention should
be made of the interconnections between Cl(Ad)
and the pontine nuclei A5(NA), A6(NA), and dorsal
raphe nucleus DR(5-HT), and to the C1(Ad) axons,
which innervate the spinal sympathetic pregangli-
onic (ACh) neurons responsible for the adrenal gland
secretion (Granata, Numao, Kumada et al. 1986;
Byrum, Guyenet 1987; Pieribone, Aston-Jones 1991;
Li, Wesselingh, Blessing 1992).

Dopaminergic System

The DA-A10 ventral tegmental area (VTA) neurons
release dopamine at cortical levels, whereas A8(DA)
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and A9(DA) subcortical neurons are responsible for
the mesostriatal and mesolimbic subcortical areas
(Hand, Kasser, Wang 1987a; Hand, Hu, Wang 1987b;
Vezina, Blanc, Glowinski et al. 1991). Dopaminergic
cortical system modulates dopaminergic subcortical
system through both glutamate and y-aminobutyric
acid (GABA) intermediary neurons. Cortical and
subcortical dopaminergic systems are positively cor-
related with intellectual and emotional, and motility
behaviors, respectively (Sagvolden 2006).

Serotonergic System

Six major serotonergic nuclei distributed along the
midline of the CNS pontomedullary area integrate
the serotonergic CNS, in addition to serotonergic
neurons grouped at the hypothalamus. This system
includes the pontine median raphe (MR)—B8 and
B9; the dorsal raphe (DR)—B7 and the periaque-
ductal gray (PAG); and the medullary raphe magnus
(RM)—raphe obscurus (RO) and raphe pallidus (RP).
In addition, there exist several serotonergic small
nuclei located at the hypothalamic level (Lechin, van
der Dijs, Hernandez-Adrian 2006a).

ROLE OF THE SEROTONERGIC SYSTEM IN THE CNS CIRCUITRY
RESPONSIBLE FOR THE PERIPHERALANS  Serotonergic axons
arising from the pontine and medullary nuclei modu-
late the DA, NA, Ad, and ACh nuclei. Serotonergic
axons exert excitatory effects on the release of pro-
lactin, growth hormone, corticotrophin releasing
hormone (CRH), and adrenocorticotropic hormone
(ACTH) by acting at the paraventricular hypotha-
lamic nucleus (PVN), at which level a complex cross
talk among NA, DA, and 5-HT neurons is respon-
sible for the neuroendocrine CNS versus peripheral
interactions (Herman, Ostrander, Mueller et al. 2005;
Ho, Chow, Yung 2007).

These monoaminergic, acetylcholinergic, and
hormonal interactions are too complex a crossroad
that makes it difficult to assign a specific physiologi-
cal role to each of these 5-HT nuclei. Furthermore,
the fact that some of the serotonergic neurons are not
protected by the blood-brain barrier (BBB) makes
them accessible to both CNS and peripheral stimuli
(Lechin, van der Dijs, Hernandez-Adrian 2006a;
Lechin, van der Dijs 2006a, 2006b).

The DR(5-HT) axons modulate A6(NA) neurons
and in addition, DR(5-HT) axons innervate cortical
areas, which also receive A6(NA) axons. These phe-
nomena are consistent with the absolute A6(NA)
versus DR(5-HT) antagonism. Thus, exhaustion of
DR(5-HT) neurons allows the excessive release of
noradrenaline from the A6 axons. This unbalance
underlies the obsessive-compulsive syndrome (during

acute maniac periods). The noradrenergic over sero-
tonergic predominance has been also demonstrated
at the ventral hippocampus area, which receives both
types of axons. This neurochemical unbalance is con-
sistent with the therapeutic effects triggered in these
patients by drugs that provoke serotonin release and,
in addition, inhibit the uptake of 5-HT by both sero-
tonergic dendrites and axons (Lechin, van der Dijs,
Lechin 2002a).

Serotonin released from DR(5-HT) axons modu-
lates the CNS circuitry responsible for the ANS activ-
ity. We will mention some examples for this. The
DR(5-HT) axons are able to inhibit A6(NA) neurons
that would redound in the A5(NA) over the A6(NA)
predominance (neural sympathetic predominance).
However, because A5(NA) axons excite and inhibit
DR(5-HT) neurons by acting at a-1 and a-2 postsyn-
aptic receptors, respectively any prolongation of this
unbalance would be responsible for the exhaustion
of DR(5-HT) neurons. These pathophysiological
mechanisms have been postulated to be underlying
endogenous depression (ED), essential hypertension
(EH), hyperinsulinism, and all TH-1 autoimmune
diseases. A great bulk of clinical and scientific evi-
dence supports the above postulations. In summary,
there exists enough evidence that allows postulating
that the above psychiatric, somatic, and autoimmune
diseases are caused by the predominance of both
AB(NA) over A6(NA), and CI1(Ad), and MR(-5-HT)
over DR(5-HT). This postulation is reinforced by the
successful neuropharmacological therapy addressed
to normalize the CNS and neuroautonomic disorders
(Lechin, van der Dijs, Lechin 2002a; Lechin, van der
Dijs, Hernandez-Adrian 2006a; Lechin, van der Dijs
2006a, 2006b).

DR VEersus MR INTERACTIONS A great bulk of evidence
demonstrates thatthe DR(5-HT) neuronsare positively
correlated with the C1(Ad) medullary nuclei, whereas
the MR(5-HT) neurons display the opposite physi-
ological role and cooperate with the A5(NA) neural
sympathetic activity. These DR(5-HT) and CI(Ad)
versus MR(5-HT) and A5(NA) interaction constitutes
two complex neuroendocrine circuitries responsible
for two types of physiological mechanisms, whose dis-
orders underlie most clinical syndromes (Lechin, van
der Dijs, Hernandez-Adrian 2006a).

Noradrenergic Versus Serotonergic
Interactions

The AbB(NA) but not the A6(NA) modulates the
DR(5-HT) nucleus (Pudovkina, Cremers, Westerink
2002). In turn, the latter sends inhibitory axons to the
A6(NA) neurons (Szabo, Blier 2001). Noradrenaline
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released from the A5(NA) axons excites and inhibits
DR(5-HT) neurons. Excitation is exerted through a-1
receptors whereas inhibition depends on a-2 recep-
tors (Saavedra, Grobecker, Zivin 1976; Marwaha,
Aghajanian 1982).

Although the MR(5-HT) neurons do not receive
significant inhibitory and/or excitatory axons from
other nuclei, they send inhibitory axons to both
the A6(NA) (Marwaha, Aghajanian 1982) and the
DR(5-HT) nuclei (Saavedra, Grobecker, Zivin 1976;
Vertes, Fortin, Crane 1999). The fact that MR(5-HT)
neurons are organized as a long chain of neurons and
not within a compact nucleus helps understand this
physiological peculiarity.

According to the physiological cross talk, the
predominance of the MR(5-HT) activity triggers
inhibition of the A6(NA) and DR(5-HT) nuclei and
disinhibition of the A5(NA) neurons. In addition,
predominance of the latter provokes inhibition of the
CI(Ad) medullary nuclei. In short, the A5(NA) and
MR(5-HT) binomial is the CNS circuitry responsible
for the neural sympathetic (peripheral) hyperactivity,
which underlies EH (Lechin, van der Dijs, Hernandez-
Adrian 2006a; Lechin, van der Dijs 2006a), hyperin-
sulinism (Lechin, van der Dijs 2006b), ED (Lechin,
van der Dijs, Orozco et al. 1995a), and TH-1 autoim-
mune diseases (as will be discussed in subsequent
text) (Lechin, van der Dijs, Lechin 2002a).

Conversely, the Cl1(Ad)—DR(5-HT) circuitry is
positively correlated with the adrenal sympathetic
activity that underlies non—essential hypertension
and all psychosomatic syndromes associated with
the “uncoping stress” disorder (Lechin, van der Dijs,
Lechin et al. 1993; Peyron, Luppi, Fort et al. 1996).

Both the A6(NA) and the DR(5-HT) nuclei receive
excitatory (glutamic) and inhibitory (GABA) axons
from the brain cortex. In turn, both nuclei inner-
vate the frontal and other cortical areas. In addi-
tion, A6(NA) axons excite the A10(DA) neurons (DA
mesocortical nucleus) (Tassin 1992). This noradren-
ergic and dopaminergic cortical drive is responsible
for the high-level intellectual function (Lechin, van
der Dijs, Lechin 1979a; Lechin, van der Dijs 1989).
This latter activity is attenuated by the release of
serotonin from DR(5-HT) axons (at both pre- and
postsynaptic levels). Thus, any deficit of noradrena-
line and dopamine at cortical areas is responsible for
the neurochemical and physiological disorders that
underlie both psychological and intellectual activi-
ties (psychosis, attention-deficit hyperactive disorder
[ADHD], Alzheimer’s disease, ED, and post-traumatic
stress disorder [PTSD]) (Lechin, van der Dijs 1989).
This noradrenaline and dopamine cortical deficit is
also triggered by the overactivity of DR(-5-HT) neu-
rons such as that seen in anxiety patients and subjects
affected by sleep disorders (Lechin, van der Dijs,

Lechin 2002a). It should be taken into account that
both A6(NA) and Al10(DA) neurons become silent
at the rapid eye movement (REM) sleep stage, at
which period they are at absolute resting state. Thus,
all types of sleep disorders, which interfere with the
restoration of the above nuclei, will facilitate their
exhaustion. Exhaustion of the A6(NA), A10(DA), and
DR(5-HT) neurons is also seen in most types of con-
vulsive syndromes. These syndromes are triggered by
the abrupt discharge of cortical pyramidal neurons
(that release glutamate). The nonmodulated gluta-
matergic discharge should be attributed to a deficit
of the GABA bridle, which would result in the inter-
mittent (epileptic) noradrenergic and dopaminergic
discharges at cortical and other CNS levels (Lechin,
van der Dijs, Lechin 2002a). These noncontinuous
flowing would favor also the alternation of up- and
downregulation of noradrenergic and dopaminergic
postsynaptic receptors, which should potentiate all
types of convulsive syndromes. The above inference
receives strong support from findings showing that
most anticonvulsant drugs are GABAmimetic and/or
serotonin-releasing drugs.

Acetylcholinergic System

The ACh CNS includes both cortical and subcorti-
cal neurons. Cortical neurons are short axon ACh
neurons (interneurons) whereas several ACh nuclei
integrated by long axon neurons are located in the
pontine and medullary areas. They include the pedun-
culopontine nucleus (PPN) or gigantotegmental field
(GTF) and the medullary nuclei tractus solitarius
(NTS), nucleus ambiguus, nucleus reticularis giganto-
cellularis, nucleus originis dorsalis vagi, and area pos-
trema (AP). The ACh nuclei receive long axons from
all monoaminergic nuclei as well as from the nucleus
originis nervi hypoglossi, and the trigeminal and the
phrenic nuclei. In addition, a bulk of ACh neurons
is disseminated through the brain stem reticular for-
mation. Ach neurons, which integrate the aforemen-
tioned medullary dorsal vagal complex (DVC), receive
excitatory axons from the RM and RO serotoner-
gic neurons and inhibitory axons from the A6(NA)
and the A5(NA) nuclei. In addition, DVC(ACh) and
CI(Ad) medullary nuclei interchange excitatory and
inhibitory axons. This interchange of axons allows the
fast modulation of the peripheral autonomic nervous
system. Special mention should be made of the AP.
This ACh nucleus is located at the floor of the IV ven-
tricle, and hence the blood-brain barrier (BBB) does
not protect these neurons; they transmit signals from
the peripheral blood to the CNS fast. This mechanism
allows quick responses addressed to restore homeosta-
sis (Lechin, van der Dijs, Lechin 2002a; Lechin, van
der Dijs 2006a, 2006b).
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PERIPHERAL AUTONOMIC
NERVOUS SYSTEM

Both the parasympathetic and the sympathetic bran-
ches of the peripheral ANS depend on the CNS cir-
cuitry that includes catecholaminergic, serotonergic,
and acetyl cholinergic neuronal nuclei. In addition,
the peripheral sympathetic system is integrated by
two well-differentiated branches: (1) neural sym-
pathetic and (2) adrenal sympathetic. These two
branches may display independent and/or associated
activities, according to the physiological and patho-
physiological requirements.

CNS Circuitry Underlying Neural
Sympathetic Activity

The CNS circuitry underlying neural sympathetic
activity includes the A5(NA) pontomedullary nucleus,
which sends glutamatergic axons to the lumbar lateral
spinal area. ACh neurons located at this segment
send ACh axons to lumbar sympathetic (but not
thoracic sympathetic) ganglia. Acetylcholine released
from these preganglionic axons excites postgan-
glionic NA neurons, which are provided by ACh
(nicotine) receptors. Axons that are emanated from
these sympathetic ganglia (sympathetic nerves)
release noradrenaline at the target areas (muscles,
gastrointestinal, cardiovascular, endocrine, periph-
eral blood, etc.). In addition, noradrenaline released
at the adrenal gland from the sympathetic nerves
triggers inhibition of these glands by acting at o-2
receptors located at this level (Lechin, van der Dijs,
Azocar et al. 1988a; Lechin, van der Dijs, Lechin
et al. 1989a; Porta, Emsenhuber, Felsner et al. 1989;
Engeland 1998; Lechin, van der Dijs 2006b) (Fig. 5.1).
Noradrenaline released at these glands inhibits both
the cortisol and adrenaline secretions.

CNS Circuitry Underlying Adrenal
Sympathetic Activity

CNS circuitry underlying adrenal sympathetic activ-
ity includes the C1(Ad) medullary nuclei, which sends
glutamatergic axons to the thoracic spinal segment.
ACh neurons located at this segment send axons to
the adrenal glands, which are modified sympathetic
ganglia. These glands are also crowded by nicotine
receptors whose excitation by ACh released from the
thoracic sympathetic (preganglionic) axons triggers
adrenal gland secretion (adrenaline 80%, dopamine
10%, and noradrenaline 10% approximately). Both

sympathetic nerves and adrenal gland secretions are
released to the blood; however, it should be known
that sympathetic nerves are able to take up circulat-
ing noradrenaline, adrenalin, and dopamine. The
catecholamines might be released further (Lechin,
van der Dijs, Az6car et al. 1988a; Lechin, van der Dijs,
Lechin et al. 1989a; Lechin, van der Dijs 2006b).

In addition, it should be known that sympathetic
nerves are provided by a dopamine (neuronal) pool;
thus, dopamine is coreleased with noradrenaline
from these terminals. This dopamine pool is excited
during neural sympathetic activity and exerts a
modulatory role. Dopamine, which is released before
noradrenaline during neural sympathetic excita-
tion, acts at DA-2 inhibitory autoreceptors located at
these nerves, to limit further noradrenaline release
(Mercuro, Rossetti, Rivano et al. 1987; Mannelli,
Pupilli, Fabbri et al. 1988). Pathophysiological pre-
dominance of this inhibitory mechanism is respon-
sible for the orthostatic hypotension syndrome. This
phenomenon is also observed in patients affected
by the Shy Dragger syndrome as well as after the
therapeutic administration of DA-2 agonists, such as
bromocriptine and r-dopa.

The aforementioned branches (neural and adre-
nal) of the peripheral sympathetic system may act in
association or dissociation, according to the physi-
ological and/or pathophysiological circumstances
(Young, Rosa, Landsberg 1984).

Neural Sympathetic Predominance

Stressor agents such as restraint, photic, acoustic, and
psychological agents excite the MR(5-HT) but not
the DR(5-HT) neurons. The latter are inhibited by
the MR(5-HT) axons that release serotonin at post-
synaptic 5-HT-1A and 5-HT-2 receptors located at the
DR(5-HT) nucleus. In addition, the MR(5-HT) axons
excite the CNS circuitry, which includes the central
nucleus of the amygdala (CEA), A5(NA), bed nucleus
of stria terminalis (BNST), and PVN. No significant
participation of the CI(Ad) and the A6(NA) nuclei
is seen under this circumstance because both nuclei
are inhibited by the A5(NA) and MR(5-HT) axons.
Glutamate neurons located at the A5(NA) nucleus
send excitatory axons to the lumbar sympathetic (ACh)
but not to the thoracic sympathetic (ACh) pregangli-
onic neurons. Acetylcholine released from axons of
these sympathetic neurons synapses at the lumbar
sympathetic (NA) ganglia, which are provided with
nicotine (excitatory) receptors. NA axons, which arise
from these sympathetic ganglia, constitute the sym-
pathetic nerves. Noradrenaline released from these
nerves inhibits the adrenal gland secretion of both
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Figure 5.1 Central nervous system (CNS) plus peripheral autonomic nervous system circuitry responsible for both adrenal and neural
sympathetic activity. Pontomedullary A5(NA) and C1(Ad) nuclei are responsible for neural and adrenal sympathetic activity, respec-
tively. A5(NA) axons excite acetylcholine (ACh) spinal (preganglionic) neurons whose axons synapse at the neural sympathetic ganglia.
Acetylcholine release at this level excites postsynaptic noradrenergic (NA) neurons, whose axons integrate sympathetic nerves. These
postsynaptic sympathetic neurons are provided with ACh nicotine receptors; thus, ACh released from preganglionic sympathetic axons
act at this level. Medullary C1(Ad) axons excite ACh-preganglionic neurons located at the thoracic lateral spinal segment. Ach axons
from these neurons innervate the adrenal gland and excite ACh nicotine receptors responsible for the adrenal gland secretion. In addition
to these two branches of the peripheral sympathetic system, ACTH released to the blood by hypophysis excites the release of cortisol
from the adrenal cortical gland. Both the adrenaline and cortisol secretions depend on a common CNS circuitry, which includes the
A6(NA), the hypothalamic paraventricular nucleus (PVN), and the C1(Ad) nuclei. Both sympathetic activities may act in association or
dissociation, according to the physiological requirements. At the CNS level, dissociation depends on the interchange of inhibitory axons
between the A5(NA) and C1(Ad) nuclei. Noradrenaline released from the former and Ad released from the latter nuclei act at postsynaptic
a-2 inhibitory receptors, located at both type of neurons. At the peripheral level, noradrenaline released from sympathetic nerves inhibits
corticoadrenal gland whereas CRT crosses the BBB and excites the DR(5-HT) and C1(Ad) nuclei and inhibits the sympathetic ganglia.
These anatomical and physiological interactions allow the modulation of the peripheral sympathetic system.

catecholamines and cortisol (Engeland 1998). The
CNS and peripheral interconnections mentioned
are consistent with the high noradrenaline/adrena-
lin plasma ratio observed in these circumstances. In
addition, it also explains the nonsignificant increase
of cortisol in the plasma, seen during this type of
stress (Lechin, van der Dijs, Lechin et al. 1994a;
Lechin, van der Dijs 2006a, 2006b).

Adrenal Sympathetic Predominance

ANS unbalance is observed during most types
of acute stress that can trigger the activation of
the A6(NA), DR(5-HT), Cl1(Ad), PVN(CRH), and
ACTH-cortisol cascade (Anisman 1978). The fact
that the motility behavior excites the DR(5-HT) and
the C1(Ad) nuclei but not the MR(5-HT) neurons
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explains the CNS-peripheral cascade, which pro-
vokes this type of stress (Jacobs, Heym, Trulson
1981). Prolongation of this behavior triggers the pro-
gressive inhibition of the A6(NA) neurons because
both adrenalin and serotonin are coreleased at this
nucleus from axons arising from the Cl1(Ad) and the
DR(5-HT) nuclei, respectively. In addition, adrena-
lin released from the CI(Ad) axons limits and/or
inhibits the A5(NA) neurons, responsible for neural
sympathetic activity, by acting at o-2 postsynaptic
receptors located at the somatodendritic area of these
neurons (Li, Wesselingh, Blessing 1992; Lechin, van
der Dijs, Benaim 1996a; Fenik, Marchenko, Janssen
et al. 2002).

Parasympathetic Predominance

The uncoping stress disorder is caused by two
alternating periods: (1) adrenal sympathetic pre-
dominance and (2) parasympathetic predominance.
Neural sympathetic drive is absent in both circum-
stances. Raised adrenalin and plasma serotonin
(f5-HT) wunderlie both alternating periods. The
raised f5-HT depends on the maximal serotonin
release from the enterochromaffin cells excited by
the enhanced parasympathetic drive. In addition,
the raised levels of plasma adrenalin observed dur-
ing this uncoping stress syndrome triggers platelet
aggregation. Serotonin arising from platelets is split
to the plasma.

Carcinoid Syndrome

Carcinoid syndrome should be included among the
uncoping stress disorders. Both adrenal sympathetic
hyperactivity and raised cortisol plasma levels are
observed in these patients (Lechin, van der Dijs,
Orozco et al. 2005c). Noradrenaline plasma level
does not rise at the 1-minute orthostasis challenge,
and in addition, the adrenalin plasma levels show
maximal increases through the exercise challenge.
The facts that both f5-HT and platelet serotonin
(p5-HT) reach maximal levels during relapsing
periods indicate overactivation of both the entero-
chromaffin cells and the adrenal gland. These cells
are submitted to two opposite neurological stimuli:
parasympathetic (excitatory) and neural sympathetic
(inhibitory) (Tobe, Izumikawa, Sano et al. 1976).
The latter is absent during relapsing periods. In
addition, enterochromaffin cells are also present at
both hepatic and pancreatic areas. Patients affected
by this type of tumor, present symptomatic and
symptomless alternating periods. Gastrointestinal
(diarrhea, vomit, abdominal pain, etc.) and cardio-
vascular (tachycardia, extrasystoles, blood pressure

fall) symptoms are seen during relapsing periods.
Lung metastases are frequently observed. Worsening
and death cannot be avoided because of liver, pancre-
atic, and lung metastases.

Circulating 5-HT arises from the enterochroma-
ffin cells that release it in response to parasympa-
thetic drive (Tobe 1974). Although most serotonin is
secreted into the intestinal lumen, a fraction reaches
portal circulation. Serotonin that escapes from uptake
by the liver and lungs is trapped by platelets (Rausch,
Janowsky, Risch et al. 1985). However, some fraction of
serotonin always remains free in the plasma (f5-HT).
The normal f5-HT/p5-HT circulating ratio is about
0.5% to 1%. This ratio increases during both platelet
aggregation and deficit of platelet uptake (Larsson,
Hjemdahl, Olsson et al. 1989). Both circulating ace-
tylcholine because of hyperparasympathetic activ-
ity and circulating dopamine interfere with platelet
uptake (De Keyser, De Waele, Convents et al. 1988).
The increase of f5-HT observed in these circumstances
may be exacerbated because indolamine excites
5-HT-3 and 5-HT-4 receptors located at the medul-
lary AP (outside the BBB), which is connected with
the motor vagal complex (Reynolds, Leslie, Grahame-
Smith et al. 1989). The increased f5-HT results in a
further increase of the peripheral parasympathetic
discharge over the enterochromaffin cells (Bezold-
Jarisch reflex). Such mechanisms explain the hyper-
serotonergic storm occurring in carcinoid patients
frequently.

Patients affected by carcinoid tumors present
alternation of clinical syndromes (parasympathetic
and adrenal sympathetic predominance). This bipo-
lar syndrome depends on the interaction between the
medullary DVC and the CI(Ad) nuclei. The fact that
both systems are under control of the A5(NA) nucleus
(responsible for the peripheral neural sympathetic
activity) (Fenik, Marchenko, Janssen et al. 2002) sug-
gests that any neuropharmacological therapy should
be addressed to restore the hierarchical supremacy of
the latter nucleus.

The immunological investigation of these pati-
ents showed a TH-2 profile (raised levels of TH-2
cytokines IL-6, IL-10, and B-interferon, reduced nat-
ural killer (NK) cell cytotoxicity against the K-562
target cells, and reduced CD4/CD8 ratio (lower
than 1; normal values =2).

An adequate neuropharmacological therapy to
enhance neural sympathetic activity and to reduce
adrenal sympathetic activity was able to normal-
ize clinical, neurochemical, neuroautonomic, and
immunological parameters. Up to the present, we
have successfully treated nine patients affected by
the carcinoid syndrome. Control periods ranged
between 6 months and 7 years. No relapses have been
observed. The treatment is interrupted periodically
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every b to 6 months (Lechin, van der Dijs, Orozco
et al. 2005¢; Lechin, van der Dijs 2005c¢).

Acute Pancreatitis

Acute pancreatitis is a severe and frequently uncon-
trollable disease, which shows an important index
of mortality. Severe abdominal pain, vomits, and
disorders of cardiovascular parameters are always
present. Usually, these patients are treated at the
intensive care units and the mortality rate is high.
In 1992, we published our first clinical report show-
ing the successful therapy of this disease with a
small dose of intramuscularly injected clonidine
(0.15 mg) 2 to 3 times daily (Lechin, van der Dijs,
Lechin et al. 1992b). All patients recovered within
the next 48 to 72 hours. The amylase plasma levels
become normal after the first clonidine administra-
tion and remain normal further. Up to the present,
we have successfully treated more than 100 acute
pancreatitis patients, without any failure (Lechin,
van der Dijs, Lechin et al. 1992b, 2002c; Lechin, van
der Dijs 2004b).

We outlined this therapy because we were aware
that clonidine is able to provoke dry mouth (inhibi-
tion of the salivary gland), which parallels pancre-
atic exocrine secretion. It is commonly accepted
that both salivary and pancreatic exocrine secre-
tion share a common CNS excitatory mechanism. In
addition, it was recently demonstrated that pancre-
atic nerves responsible for the pancreatic exocrine
secretion depend on the CI(Ad) medullary nuclei
(Roze, Chariot, Appia et al. 1981), which are the CNS
nuclei connected to the pancreatic exocrine gland
(Loewy, Haxhiu 1993; Loewy, Franklin, Haxhiu
1994). These findings fit well with the known fact
that clonidine exerts maximal CNS sympathetic inhi-
bition by acting at the a-2 receptors located at these
nuclei, which are the adrenergic medullary neurons
whose excitation triggers the release of noradrena-
lin from sympathetic nerves at the pancreatic gland.

Clonidine is an important therapeutic tool to treat
other pancreatic exocrine disorders (chronic pan-
creatitis, cancer of the pancreas, pancreatic cysts, and
cystic fibrosis of the pancreas) (Lechin, van der Dijs,
Orozco etal. 2005d). The abrupt hyposecretory effect
exerted by this drug would explain the relief of acute
pain and the beneficial chronic therapeutic effects
(Roze, Chariot, Appia et al. 1981).

The above reports are good examples that dem-
onstrate the relevance of coupling physiological,
pathophysiological, clinical, and pharmacological
information to outline therapeutic approaches.
However, despite this, doctors remain in the same
state and treat pancreatitis throughout stressful and
dramatic harmful procedures.

Cystic Fibrosis and Pancreatic Cysts

The two syndromes, cystic fibrosis and pancreatic
cysts, are caused by similar autonomic nervous system
(ANS) disorder, which allows a common neurophar-
macological therapy. Six patients affected by pancre-
atic cysts and four patients affected by cystic fibrosis
have been successfully treated with neuropharma-
cological therapy. All of them showed an uncoping
stress profile: predominance of adrenal over neural
sympathetic activity. In addition, all they showed
raised levels of p5-HT. This latter parameter indicated
that all patients secreted higher than normal sero-
tonin from the enterochromaffin cells (Lechin, van
der Dijs, Orozco et al. 2005d).

The enterochromaffin cells release serotonin
during postprandial periods and during peripheral
parasympathetic activity. These cells are excited by
vagal nerves. Serotonin released to the portal vein is
taken up by the liver; however, some fraction of this
indolamine escapes from liver uptake and reaches
the blood stream. In addition, it has been demon-
strated that serotonergic nerves innervate pancreatic
exocrine gland.

Overexcited pancreatic exocrine glands secrete
a greater than normal amount of pancreatic juice,
which would enhance intraacinar pressure and pro-
voke the degeneration of the acinos. Thus, pancreatic
exocrine glands turn into pancreatic cysts.

Our therapeutic strategy was addressed the inhibi-
tion of the parasympathetic activity, which depends
on both the excessive adrenal sympathetic and the
neural sympathetic activities. The ANS unbalance
triggered by the absence of the neural sympathetic
drive would favor the parasympathetic versus adre-
nal sympathetic instability. In addition, these patients
present positive antipancreatic (++) and antinuclear
(+) antibodies when immunologically investigated.
All immunoglobulins were also raised.

Doxepin (25 mg) before bed, clonidine (0, 15 mg)
before meals, and propantheline (15 mg) at 10:00 am
and 4:00 pM were prescribed. Significant clinical,
ANS, and immunological improvements were obtai-
ned after the first 4-week period and continue up to
the present (June 2008).

It may be postulated that pancreatic cyst forma-
tion will be favored by factors that overwhelm the
pancreatic duct drainage capacity by excessive acinar
cell secretion.

Several ANS and hormonal factors are involved
in pancreatic exocrine secretion. Sympathetic nerves
terminate on intrapancreatic blood vessels. In addi-
tion, inhibition of exocrine secretion may occur in
the absence of vascular effects (a-receptor blockade)
(Roze, Chariot, Appia et al. 1981), suggesting that
the catecholamines may act directly on the secretory
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cells (Holst, Schaffalitzky, Muckadell et al. 1979).
Noradrenergic and serotonergic fibers end at intra-
pancreatic ganglia whose stimulation abolishes vagal-
induced secretion, by acting at -2 adrenoceptors
(Alm, Cegrell, Ehinger etal. 1967; Holst, Schaffalitzky,
Muckadell et al. 1979). These findings are supported
by the capacity of neural sympathetic enhancement
to antagonize the hyperparasympathetic-induced
hypersecretion, which underlies pancreatic cyst for-
mation (Hong, Magee 1970). Considering that post-
ganglionic a-2 receptors mediate sympathetic nerve
effects at this level, we find an explanation for the
benefits triggered by clonidine (an «-2 agonist)
in both pancreatic cysts and pancreatitis (Lechin,
Benshimol, van der Dijs et al. 1970; Lechin, van der
Dijs, Lechin 2002c; Lechin, van der Dijs, Orozco
2002h). Roze et al. (1981) found that a small dose of
intramuscular injected clonidine is able to stop pan-
creatic secretion from the excretory duct abruptly in
experimental rats. This peripheral noradrenergic ver-
sus parasympathetic antagonism is consistent with the
inhibitory effects exerted by both A5(NA) and A6(NA)
axons ending at the dorsal motor nucleus of the vagus
located in the medullary area (Barlow, Greenwell,
Harper et al. 1971; Lechin, van der Dijs 1989).

In addition, nicotine receptor antagonists effec-
tively block the vagal-induced pancreatic secretion.
This finding fits well with the beneficial effects that
we obtained by the addition of small doses of pro-
pantheline, a nicotine-antagonist that does not cross
the BBB.

Not only ANS but also hormonal (cholecysto-
kinin [CCK]-pancreozymin and secretin) mecha-
nisms are involved in pancreatic exocrine secretion.
The release of both hormones is less dependent on
the ANS influence (Lechin, van der Dijs, Bentolila
et al. 1978; Lechin, van der Dijs 198le; Lechin
1992b; Lechin, van der Dijs, Orozco 2002b, 2002h).
However, ANS drives are able to interfere with the
secretory hormone release and/or its effects (Lechin,
van der Dijs, Orozco et al. 2002h). For instance,
a-adrenergic influences are able to interfere with
CCK-pancreozymin effects (Lechin, van der Dijs,
Bentolila et al. 1978; Lechin, van der Dijs 198le;
Lechin 1992b; Lechin, van der Dijs, Orozco 2002b).
Thus, we believe that the therapeutic success we
obtained with this small casuistic of pancreatic cysts
and cystic fibrosis patients has enough scientific sup-
port to attempt additional neuropharmacological
approaches to treat these patients.

Neuroautonomic and
Immunological Interactions

The levels of both cortisol and adrenaline in the
plasma are responsible for significant immunological

changes. All TH-1 autoimmune diseases are caused
by the disinhibition of the thymus gland from the
cortisol bridling. In addition, the excitatory effect
of the neural sympathetic overactivity at the spleen
and sympathetic ganglia contributes to the enhance-
ment and further predominance of the TH-1 immu-
nological profile (Fig. 5.2). This predominance of the
neural sympathetic activity triggers the enhancement
of plasma TH-1 cytokines (y-interferon, IL-2, IL-12,
IL-18, TNF, etc.). On the contrary, enhanced corti-
sol level inhibits the thymus gland and increases the
plasma values of TH-2 cytokines (IL-4, IL-6, IL-10,
B-interferon, and others) whereas adrenaline pro-
vokes a cascade of hematological, metabolic, gastro-
intestinal, cardiovascular, and respiratory disorders.
These two types of peripheral endocrine factors
(Ad and cortisol) converge to the deviation of the
immune system to the TH-2 profile. Overactivity of
humoral immunity predominates over cellular immu-
nity, in this circumstance (Romagnani 1996; Lechin,
van der Dijs, Lechin 2002a) (Fig. 5.3).

Uncoping Stress in the Elderly

Uncoping stress in the elderly differs from that
seen in young people. Both atrophy of the A6(NA)
(Ishida, Shirokawa, Miyaishi et al. 2000; Grudzien,
Shaw, Weintraub et al. 2007) and hyporeactivity of
the adrenal gland cause the absolute predominance
of neural over adrenal sympathetic activity observed
in the elderly (Seals, Esler 2000). It is consistent
with findings indicating that aging prolongs the
stress-induced release of noradrenaline in rat hypo-
thalamus (Perego, Vetrugno, De Simoni et al. 1993).
The assessment of circulating neurotransmitters
in approximately 30,000 subjects carried out in our
institute demonstrated that absolute noradrenergic
over adrenergic predominance was observed in the
elderly. In addition, adrenaline plasma level does not
increase during exercise; thus the noradrenaline/
adrenaline plasma ratio does not show a decrease
but an increase (Lechin, van der Dijs, Lechin 1996¢).
However, significant plasma dopamine rises are
always noted in these circumstances. Artalejo et al.
(1985) demonstrated that circulating dopamine is
able to inhibit the adrenal glands secretion. The
aforementioned adrenaline versus noradrenaline and
dopamine dissociation, observed during the orthos-
tasis and exercise challenge supports the postulation
of the hyperresponsiveness of neural sympathetic
activity versus the hyporresponsiveness of the adre-
nal sympathetic system seen in the elderly. This neu-
roautonomic response to the orthostatic and exercise
challenge in old subjects when they are submitted
to the aforementioned stressors fits well with the
orthostatic hypotension but not with the heart rate
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Figure 5.2 TH-1 autoimmune profile. Predominance
of the A5(NA) neurons is responsible for the inhibition
of both the C1(Ad) (adrenergic) and vagal (parasym-
pathetic) activities. In addition, the absence of the
C1(Ad) excitatory drive to the DR(5-HT) neurons is
responsible for the MR(5-HT) predominance. At the
peripheral level, raised noradrenaline/adrenaline
plasma ratio is observed. The hypoactivity of the
DR(5-HT) and the hyperactivity of the MR(5-HT)
nucleus are responsible for the low plasma tryptophan
as well as the high platelet serotonin levels, always
seen in these circumstances. Predominance of neural
sympathetic activity inhibits adrenocortical secre-
tion, which is responsible for the disinhibition of the
thymus gland. This latter provokes enhancement of
cell-mediated immunity (TH-1 immunological profile).
At the blood level, predominance of the cytokines
IL-2, IL-12, IL-18, and vy-interferon is seen in patients
affected by the TH-1 profile.

Figure 5.3 TH-2 autoimmune profile. This profile
depends on the release of corticotrophin-releasing
hormone (CRH) from the hypothalamic paraventricu-
lar nucleus (PVN). A positive feedback among the
A6(NA), DR(5-HT), and C1(Ad) is observed at this cir-
cumstance (uncoping stress). Highest adrenaline (Ad)
and cortisol plasma levels are observed during this
disorder. Conversely, very low levels of plasma nor-
adrenaline (NA) underlie this profile. Predominance
of corticoadrenal sympathetic activity inhibits the
thymus gland. This latter provokes predominance of
humoral immunity (TH-2 immunological profile). At
the blood level, cytokines IL-6, IL-10, and B-interferon
predominates at this circumstance. However, the most
important immunological parameter involved in this
disorder should depend on the natural killer (NK) cell
cytotoxicity against the K-562 target cells. This param-
eter is found very low in TH-2 autoimmune patients.
Sastry et al. (2007) ratified our findings showing that
the raised levels of plasma Ad are responsible for the
inability by NK cells to destroy the K-562 target cells
(Lechin et al. 1987).

A6-NA = Locus coeruleus
DR-5-HT = Dorsal raphe
MR-5-HT = Median raphe
PVN = Paraventricular nucleus
— Excitation

——< Inhibition

A6-NA = Locus coeruleus
DR-5-HT = Dorsal raphe
MR-5-HT = Median raphe
PVN = Paraventricular nucleus
—— Excitation

——< Inhibition
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increase seen in them. Diastolic, but not systolic, blood
pressure fall is always reported in old subjects during
the 1-minute orthostasis test. We found a negative
correlation between the diastolic blood pressure fall
and the rise of dopamine plasma levels (Lechin, van
der Dijs, Lechin 2004c; Lechin, van der Dijs, Lechin
2005a). This phenomenon should be attributed to
the release of dopamine from sympathetic nerves,
which are provided by a dopamine pool. This neuro-
transmitter is released before noradrenaline during
sympathetic nerve excitation. Dopamine released from
these terminals excites dopamine-2 inhibitory autore-
ceptors located at this level and modulates the further
release of noradrenaline from sympathetic nerves
(Mercuro, Rossetti, Rivano et al. 1987; Mannelli,
Pupilli, Fabbri et al. 1988). Failure of the modulatory
mechanism contributes to the EH syndrome, fre-
quently seen in the elderly (Lechin, van der Dijs, Baez
et al. 2006¢). In addition, many research studies dem-
onstrated a negative correlation between CNS-NA
activity and secretion of adrenal glands (Bialik,
Smythe, Sardelis et al. 1989). Furthermore, other
findings by Porta et al. (1989) demonstrated that nor-
adrenaline overactivity triggers medullar adrenaline
depletion during normoglycemia. Other findings
by Sato and Trzebski (1993) demonstrated that the
excitatory response of the adrenal sympathetic nerve
decreases in aged rats. This issue has been widely
investigated and discussed by many authors, includ-
ing Seals and Esler (2000). These authors summarize
their research work as follows: (a) tonic whole-body
sympathetic nervous system (SNS) activity increases
with age; (b) skeletal muscle and the gut, but not the
kidney, are some of the most important targets; and
(c) the SNS tone of the heart is highly increased. In
contrast to SNS activity, tonic adrenaline secretion
from the adrenal medulla is markedly reduced with
age. They also found that the adrenaline release in
response to acute stress is substantially attenuated in
older men.

It should be remembered that the pontomedullary
AB(NA) nucleus is responsible for the neural sympa-
thetic activity whereas the medullary C1(Ad) nuclei
are responsible for the adrenal glands secretion
(Fenik, Davies, Kubin 2002). Finally, the CNS nuclei
interchange inhibitory axons, which release norad-
renaline and adrenaline, respectively (Li, Wesselingh,
Blessing et al. 1992). Noradrenaline and adrenaline
act at postsynaptic (inhibitory) a-2 receptors located
at both types of neurons.

Additional comments should be made with respect
to the progressive reduction of the A6(NA) neurons
with aging (Ishida, Shirokawa, Miyaishi et al. 2000;
Grudzien, Shaw, Weintraub et al. 2007).1t should be
remembered that psychosis is caused by the congeni-
tal deficit of the A6(NA) neurons (Craven, Priddle,

Crow et al. 2005); thus, any reduction of them would
explain the intellectual and psychological distur-
bances observed in patients affected by Alzheimer’s
disease, whose symptoms resembled those observed
in psychotic patients (Grudzien, Shaw, Weintraub
etal. 2007).

Neural Sympathetic Versus Parasympathetic
Cross Talk in the Elderly

The absence or deficit of adrenal sympathetic activ-
ity in the elderly explains the sympathetic versus
parasympathetic antagonism present in them. This
dialog substitutes the compliance supported by the
cross talk among three interacting factors. This
limited ANS compliance explains why the elderly
cannot prolong the exercise time. Elder people do
not have enough adrenaline to maintain cardiovas-
cular and respiratory hyperactivity required in these
circumstances. These subjects have neural sympa-
thetic and parasympathetic activity but not adrenal
sympathetic activity. We found that a small dose
of rL-arginine (50 mg) or digitalis (both of which
enhance parasympathetic activity) is enough to sup-
press cardiovascular, respiratory, and/or gastrointes-
tinal symptoms triggered by any type of stressors in
the elderly (Lechin, van der Dijs, Baez et al. 2006c¢).

The absolute neural sympathetic predominance
observed in the elderly is responsible for all types
of vascular thrombosis seen during aging. The
absence of the B-adrenergic vasodilator mechanism
facilitates all types of vasospasm. When the latter
phenomenon depends on the effect of circulating
noradrenaline at the a-1 receptors located at this
level this mechanism would be no more attenuated
by the opposite effect displayed by adrenaline at the
vasodilator 3-receptors.

The Ab5(NA) predominance over both A6(NA)
and Cl(Ad) nuclei is responsible for the overwhelm-
ing neural sympathetic activity. It is similar to that
observed in patients with both ED (Kitayama, Naka-
mura, Yaga et al. 1994) and psychosis, both syndromes
caused by auto-aggressive behavior. It brings to my
mind the Freud’s sentence: suicide underlies all deaths.

The predominance of noradrenaline over adrena-
line observed in the peripheral sympathetic system
in the elderly is also responsible for the TH-1 immu-
nological profile, always observed in the elderly.
This phenomenon fits well with the inhibitory effect
exerted by sympathetic nerves on cortisol and adren-
aline from the adrenal glands. Minimization of the
latter redounds in the disinhibition of the thymus.
This phenomenon is frequently seen despite the fact
that this gland tends to involute during senescence.
However, it has been demonstrated that neural sym-
pathetic innervation of the spleen is responsible for
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the TH-1 immunological predominance seen in the
elderly (Felten, Felten, Bellinger et al. 1988). This
means that the spleen is able to substitute the thymus
immunological activity.

PATHOPHYSIOLOGY OF CLINICAL
SYNDROMES

Two Types of Stress Mechanisms

Type 1: Motility Behavior—Acute Stress

Both the A6(NA) and DR(5-HT) neurons receive
excitatory glutamate axons, which trigger the release
of noradrenaline and serotonin, respectively, at
the hypothalamic PVN. CRH secreted at this level
excites the ACTH—cortisol cascade and, in addition,
excites the Cl(Ad) medullary nuclei. Furthermore,
CRH released from axons arising from the PVN
at the A6(NA) and the DR(5-HT) nuclei is respon-
sible for a positive feedback between these two CNS
levels. Even more, cortisol released from the adrenal
gland crosses the BBB and excites both the CI1(Ad)
and the DR(5-HT) nuclei. The latter nucleus, but
not other serotonergic nuclei, is crowded by excit-
atory cortisol receptors. In addition, the overexcited
C1(Ad) nuclei send excitatory and inhibitory drives
to the DR(5-HT) and the A5(NA) neurons, respec-
tively. Summarizing, the acute stress syndrome inclu-
des overactivity of the A6(NA), DR(5-HT), PVN(CRH),
and CI(Ad) CNS circuitry, and the inhibition of the
AB(NA) nucleus.

Type 2: Restraint, Photic, Acoustic, and
Psychological Stimuli—Acute Stress

Predominance of the MR(5-HT) nucleus is respon-
sible for this type of stress. MR(5-HT) axons inhibit
both A6(NA) and DR(5-HT) nuclei. Both the A6(NA)
and the MR(5-HT) but not the DR(5-HT) neurons
are excited by glutamatergic axons. The MR(5-HT)
axons do not innervate the hypothalamic PVN
directly, but throughout polysynaptic drives which
include the CEA, the BNST and the A5(NA) nuclei
and finally, the hypothalamic PVN. The inhibition
of the A6(NA) by the MR(5-HT) axons triggers the
disinhibition of the A5(NA) neurons, which are also
excited by the CEA + BNST drive. The overexcited
A5(NA) nucleus triggers the inhibition of both the
Cl1(Ad) and the AG6(NA) nuclei. In addition, the
CRH—ACTH—cortisol cascade is not so intense as
that observed during the Type 1 acute stress, thus the
plasma cortisol rise is not so high to disinhibit the
DR(5-HT) neurons from the MR(5-HT) bridle. This
well-known inhibitory effect exerted by MR(5-HT)

axons at the DR(5-HT) level, annuls the predomi-
nance of the DR(5-HT), PVN (CRH), hypophysis
(ACTH), and corticoadrenal cascade.

According to the above there are two different
and even opposite types of neuroendocrine circuits
which underlie two types of stress profiles: Type 1
is caused by the DR(5-HT,) PVN(CRH), and C1(Ad)
predominance, whereas Type 2 depends on the
MR(5-HT), CEA, and A5(NA) overactivity. At the
peripheral level, Type 1 stress would provoke cor-
ticoadrenal hypersecretion whereas Type 2 stress
would provoke neural sympathetic overactivity and
inhibition of the corticoadrenal activity, because
sympathetic nerves, which innervate the corticoa-
drenal gland (Engeland 1998), inhibit the CRH-
ACTH-cortisol cascade.

The aforementioned postulation is supported by
the assessment of circulating neurotransmitters in
approximately 30,000 normal and diseased subjects
and a bulk of experimental mammals during the
last 36 years. (Lechin, van der Dijs, Benaim 1996a;
Lechin, van der Dijs, Lechin 2002a; Lechin, van
der Dijs, Hernandez-Adrian 2006a; Lechin, van der
Dijs 2006b).

Coping Stress

It should be known that the A6(NA) neurons do
not display spontaneous firing activity. They should
be excited by glutamatergic axons arising from the
pyramidal cortical neurons. Glutamate released
from these axons excites AG(NA) neurons by acting on
other than N-methyl p-aspartate (NMDA) receptors
located at these latter (Koga, Ishibashi, Shimada etal.
2005). Excitation of the A6(NA) neurons initiates all
type of stress. Facts showing that MR(5-HT) rather
than DR(5-HT) receives heavy glutamate innerva-
tion (Tao, Auerbach 2003) contrast with the opposite
findings showing the heavy GABAergic innervation
of the latter but not the former serotonergic nucleus
(Lechin, van der Dijs, Lechin et al. 2002a). These
findings allow the understanding why both seroto-
nergic nuclei are included into two different ana-
tomical and physiological circuitries. The above
anatomical circuitry allows the necessary physiologi-
cal independence needed for the accomplishment
of two distinct behavioral activities. Serotonergic
axons from these two nuclei inhibit the A6NA) neu-
rons. The modulatory role exerted by them would
depend on the type of stress stimulus. This special-
ization is possible because DR(5-HT) neurons are
excited by the motility behavior whereas MR(5-HT)
responds to restraint, photic, acoustic, fear and all
types of psychological stimuli (Lechin, van der Dijs,
Hernandez-Adrian et al. 2006a).
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The locus coeruleus (LC) or A6(NA) axons
innervate the brain cortex and the pontomedullary
DVC(ACh) and the NTS cholinergic neurons. These
two anti-ACh drives provoke the alerting state and
diminish peripheral parasympathetic activity. The
augmentation and/or prolongation of this acute
stress phenomenon contributes to the excitation of
the PVN hypothalamic and the Cl1(Ad) medullary
nuclei, which are responsible for the CRH—ACTH—
cortisol and the adrenal sympathetic cascades,
respectively (Kvetnansky, Bodnar, Shahar et al.
1977; Burchfield 1979; Liu, Fung, Reddy et al. 1991;
Sternberg, Glowa, Smith et al. 1992; Calogero, Bagdy,
D’Agata 1998). The fact that CRH is also released at
both the A6(NA) and the DR(b-HT) levels constitutes
a positive feedback mechanism that favors the pro-
longation of the firing activity of these nuclei (Koob
1999). Both the A6(NA) and the C1(Ad) axons over-
release noradrenaline and adrenaline, respectively,
at the A5(NA) nucleus. Both catecholamines trig-
ger inhibition of the latter, by acting at a-2 inhibi-
tory receptors located at the A5(NA) nucleus. This
cross talk is responsible for the predominance of the
adrenal sympathetic over the neural sympathetic
observed at the peripheral level during this acute
period (Kvetnansky, Bodnar, Shahar et al. 1977,
Burchfield 1979). At these circumstances, the seroto-
nin released at the A6(NA) is not enough to be able
for stop the stress cascade because of the overwhelm-
ing release of CRH at the A6(NA) neurons. However,
prolongation and/or augmentation of the stressful
process triggers maximal enhancement of the corti-
sol plasma levels. This hormone crosses the BBB and
provokes additional excitation of the DR(5-HT) neu-
rons activity because they are crowded by excitatory
cortisol receptors. The over-release of serotonin from
the DR(5-HT) axons at the A6(NA) neurons attenu-
ates the stress cascade; however, prolongation of this
process triggers the exhaustion of the DR(5-HT)
neurons. The exhaustion and further disappearance
of the activity of the serotonergic nucleus underlies
the uncoping stress phenomenon. It is the “learned
helplessness behavior,” “uncontrollable stress,” or
“behavioral despair” (Kant, Mougey, Meyerhoff et al.
1989; Szabo, Blier 2001).

Uncoping Stress

Learned helplessness or inescapable (uncontrolla-
ble) stress, also known as behavioral despair consti-
tutes the maximal expression of this syndrome and
is experimentally induced in rats submitted to pro-
longed exercise (e.g., swimming until exhaustion).
These rats do not try more to escape and lie flat on
the experimental table. Hypotonic legs and neck are

always seen in these circumstances. Neurochemical
investigation carried out at this period demon-
strated exhaustion of the DR(5-HT) neurons plus
an excess of extracellular 5-HT at the spinal motor
(anterior) horns. This latter depends on the release
of serotonin from the disinhibited RP(5-HT) neu-
rons, which receive inhibitory DR(5-HT) axons.
According to the above, this syndrome depends on
the predominance of RP(5-HT) over A6(NA) at the
anterior spinal horns (Kvetnansky, Bodnar, Shahar
et al. 1977; Anisman, Irwin, Sklar 1980; Desan,
Silbert, Maier et al. 1988; Tanaka, Okamura, Tamada
etal. 1994). This syndrome is similar to that observed
in the called akathisia syndrome (restlessness of legs),
usually observed in benzodiazepine’s consumers
(Lechin, van der Dijs, Vitelli-Flores et al. 1994b;
Lechin, van der Dijs, Benaim 1996b); these drugs
trigger the inhibition of DR(5-HT) neurons (which
are crowded by inhibitory GABA neurons) and dis-
inhibition of the RP(5-HT) neurons. Summarizing,
the exhaustion of both A6(NA) and DR(5-HT)
nuclei underlies this disorder. However, the fact that
the disinhibition of the A5(NA) nucleus from the
exhausted A6(NA) axons but not from the overac-
tive C1(Ad) nuclei explains the prolongation of the
uncoping stress disorder (Granata, Numao, Kumada
et al. 1986; Peyron, Luppi, Fort et al. 1996; Koob
1999). Nevertheless, the progressive disinhibition of
the A5(NA) neurons from the A6(NA) and C1(Ad)
nuclei, allows that axons from the former nucleus
bridle the RP(5-HT) neurons, whose hyperactivity is
responsible for the restlessness syndrome (Hokfelt,
Phillipson, Goldstein 1979; Byrum, Guyenet 1987;
Zhang 1991; Tanaka, Okamura, Tamada et al. 1994;
Laaris, Le Poul, Hamon et al. 1997; Hermann, Luppi,
Peyron et al. 1997; Gerin, Privat 1998). This postu-
lation is reinforced by findings showing that neuro-
pharmacological and/or electrical excitation of the
AB(NA) neurons and/or the DR(5-HT) neurons
normalized the motility behavior in rats affected
by this syndrome. With respect to this, we demon-
strated that low doses (10 mg) of amitriptyline or
desipramine, intramuscularly injected (which excites
AB(NA) neurons), suppresses drastically the restless-
ness syndrome (Lechin, van der Dijs, Benaim 1996a).
These findings are also consistent with the demon-
stration that the A5(NA) neurons send inhibitory
axons to the RP(5-HT) neurons (Tanaka, Okamura,
Tamada et al. 1994).

In humans, the restlessness syndrome is fre-
quently seen in benzodiazepine’s consumers and in
myasthenia gravis patients (during acute periods).
The fact that recovery in this last syndrome is fast
with the administration of corticosterone (which
excite the DR(5-HT) and/or intramuscularly injec-
ted amitriptyline or desipramine, which excites the
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AB(NA) neurons, fits well with the experimental
findings in rats. The failure of oral administration
of both amitriptyline and desipramine to provoke
results similar to that obtained after parenteral
route should be attributed to interference by the liver
uptake of the oral administered drugs. This liver
uptake interferes with the fast and direct CNS effect
triggered by the intramuscularly injection. We have
successfully treated hundreds of these patients during
acute as well as nonacute episodes with this neurop-
harmacological strategy (Lechin, van der Dijs, Jara
et al. 1997b; Lechin, van der Dijs, Pardey-Maldonado
2000; Lechin, van der Dijs, Lechin 2002a).

Other monoaminergic neurons are involved in
the uncoping stress versus coping stress. All types of
stressor agents excite the glutamate (pyramidal) cor-
tical neurons. Glutamate axons excite the A6(NA) +
MR(5-HT) rather than DR(5-HT) neurons or the
dopaminergic nuclei A10, and A8 + A9 (substantia
nigra). (Olpe, Steinmann, Brugger et al. 1989;
Ping, Wu, Liu 1990; Nitz, Siegel 1997; Hervas, Bel,
Fernandez et al. 1998; Tao, Auerbach 2003). The
above monoaminergic nuclei are located at the first
or second line of the stress cascade (Calogero, Bagdy,
D’Agata et al. 1988; Midzyanovskaya, Kuznetsova, van
Luijtelaar et al. 2006). However, other CNS nuclei
receive also glutamatergic axons, such as the A5(NA)
and the C1(Ad) nuclei (Shanks, Zalcman, Zacharko
et al. 1991; Fung, Reddy, Zhuo et al. 1994; Liu, Fung,
Reddy et al. 1995). These glutamate axons do not
arise from cortical but subcortical levels. In addition,
both the A6(NA) and the DR(5-HT) nuclei receive
also heavy GABA ergic innervation, which arise
from cortical levels. Finally, although the MR(5-HT)
neurons receive both GABA and glutamic cortical
inputs, this latter predominates over the former (Tao,
Auerbach 2003).

Although the AlO(DA) mesocortical neurons
receive also glutamate (excitatory) and GABA (inhibi-
tory) axons, these neurons are maximal excited by
the A6(NA) and inhibited by the DR(5-HT) axons.
The understanding of this “cross talk” helps to out-
line adequate neuropharmacological therapy for
several psychological and neurological disturbances
(Vezina, Blanc, Glowinski et al. 1991; Pozzi, Invernizzi,
Cervo et al. 1994; Matsumoto, Togashi, Mori et al.
1999; Devoto, Flore, Pani et al. 2001; Lechin, van der
Dijs, Lechin et al. 2002a; Ishibashi, Shimada, Jang
et al. 2005).

The rationality of the aforementioned cross
talk should be understood on the basis of experi-
mental data emanating from a bulk of research
studies. For instance, DR(5-HT) neurons fire dur-
ing movement and cease to fire during immobil-
ity (Trulson, Jacobs 1979; Jacobs, Heym, Trulson
1981). Conversely, MR(5-HT) neurons display the

opposite physiological profile (Lechin, van der Dijs,
Hernandez-Adrian 2006a). Other findings demon-
strate that the A8(DA), A9(DA), and the A10(DA)
nuclei display firing activities, which parallel the
activities of DR(5-HT) and MR(5-HT), respec-
tively (Ferre, Artigas 1993; Broderick, Phelix 1997,
Jackson, Cunnane 2001; Yan, Zheng, Feng et al. 2005).
Furthermore, the fact that cortical and subcortical
DA are positively associated with thinking and
motility, respectively (Bunney and Aghajanian, 1978)
facilitates the understanding of why these two sero-
tonergic nuclei are included into the two circuit-
ries responsible for the aforementioned profiles,
respectively. This knowledge allows explaining why
mammals interrupt movements to think (Fuxe,
Hokfelt, Agnati et al. 1977; Herve, Simon, Blanc et al.
1981; Herve, Pickel, Joh et al. 1987).

Other types of stressors (restraint, photic, sound,
and psychological) excite the MR but not the DR
serotonergic neurons (Tanaka, Kohno, Nakagawa
et al. 1983; Dilts, Boadle-Biber 1995; Laaris, Le Poul,
Hamon et al. 1997; Midzyanovskaya, Kuznetsova,
van Luijtelaar et al. 2006; Rabat, Bouyer, George
et al. 2006). These findings allow understanding
why both stressed mammals and humans present
with different clinical, biochemical, and hormonal
profiles, according to the distinct types of stressful
situations (Lechin, van der Dijs, Hernandez-Adrian
2006a).

The exhaustion of the DR(5-HT) neurons redo-
unds in the disinhibition of the subordinate sero-
tonergic nuclei: PAG, RM, RO, and RP (Byrum,
Guyenet 1987; Krowicki, Hornby 1993; Vertes,
Kocsis 1994; Hermann, Luppi, Peyron et al. 1997).
Thus, serotonin released from the disinhibited
nuclei excites all ACh medullary nuclei such as the
NTS and the nucleus ambiguus (Behbehani 1982;
Newberry, Watkins, Reynolds et al. 1992; Porges
1995; Thurston-Stanfield, Ranieri, Vallabhapurapu
et al. 1999), which interchange modulatory axons
with the CI(Ad) medullary nuclei. This cross talk
at the medullary level explains the alternancy
between the peripheral adrenal sympathetic and
parasympathetic activities. Maximal oscillations of
this binomial circuitry are observed during uncop-
ing stress situations. Abrupt alternation of adrenal
sympathetic and parasympathetic predominance
is observed during these periods (Young, Rosa,
Landsberg 1984; Krowicki, Hornby 1993; Porges
1995). Gastrointestinal, biliary, and cardiovascular
symptoms would reflect the hyperactivity of these
two opposite ANS profiles. The absence of the neu-
ral sympathetic activity under these circumstances
allows the aforementioned peripheral ANS instabil-
ity among the adrenal, sympathetic, and parasympa-
thetic activities.
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The progressive (chronic) exhaustion of the
A6(NA) and DR(5-HT) binomial observed during
the uncoping stress disorder may lead to the grad-
ual predominance of the A5(NA) and MR(5-HT)
nuclei. Both NA and 5-HT axons arising from the lat-
ter inhibit the C1(Ad) and parasympathetic binomial
as well as the medullary serotonergic nuclei (Levine,
Litto, Jacobs 1990; Shanks, Zalcman, Zacharko et al.
1991; Laaris, Le Poul, Hamon et al. 1997; Koob 1999;
Kvetnansky, Bodnar, Shahar et al. 2006). This emer-
gent CNS neurochemical predominance underlies
the “coping stress” syndrome. At the peripheral level,
the neural sympathetic overactivity would be respon-
sible for the spastic colon, biliary hypokinesia, brady-
cardia, diastolic blood pressure rise, and many other
physiological changes.

The uncoping versus coping stress CNS mecha-
nism and the peripheral mechanisms that underlie
them are responsible for most, if not all, the clin-
ical syndromes seen during these circumstances,
and will be illustrated with several examples. These
examples will include acute pancreatitis, ulcerative
colitis, Crohn’s disease, nervous diarrhea, spastic
colon, biliary dyskinesia, bronchial asthma, EH, vas-
cular thrombosis, hyperinsulinism, duodenal ulcer,
infertility in women, malignant diseases, thrombocy-
topenic purpura, polycythemia vera, cystic fibrosis,
carcinoid tumor, and several autoimmune diseases.

In summary, the uncoping stress disorder would
be caused by the exhaustion of the A6(NA) and
AB(NA) nuclei and the absolute predominance of
the C1(Ad) and ACh medullary nuclei. Adrenocortical
and adrenal sympathetic predominance over neu-
ral sympathetic activity is observed at the periph-
eral level. This adrenocortical hyperactivity is
paralleled by the absolute DR(5-HT) predominance
over MR(5-HT) activity at the CNS. Finally, the
absence of the A6(NA) and A5(NA) bridle is respon-
sible for the C1(Ad) and vagal(ACh) nuclei alternan-
cies that underlie the instability of the peripheral
ANS activity, at which level frequent and maximal
adrenal sympathetic versus parasympathetic oscilla-
tions are observed (Lechin, van der Dijs, Jakubowicz
etal. 1987a; Lechin, van der Dijs, Lechin et al. 1989a,
1993, 1994a; Lechin, van der Dijs, Benaim 1996a;
Lechin, van der Dijs, Lechin 1996c; Lechin, van der
Dijs, Orozco et al. 1996d, 1996¢; Lechin, van der Dijs,
Lechin et al. 1997a; Lechin, van der Dijs, Hernandez-
Adrian 2006a; Lechin, van der Dijs 2006a, 2006b).

Maximal accentuation of the uncoping stress dis-
order leads to the “inescapable” or “uncontrollable”
stress. The recovery from this disorder would depend
on the physiological or neuropharmacological activa-
tion of the A6(NA), A5(NA), and MR(5-HT) activi-
ties. However, overactivity of the two latter nuclei may
lead to the maximal inhibition of the DR(5-HT) and

A6(NA) binomial. This excessive response (predomi-
nance) from the A5(NA) and MR(5-HT) may lead
to the pathophysiological disorder that underlies
the ED. Irreversibility of this disorder is responsible
for PTSD. Hence, the ED syndrome depends on the
absolute but reversible predominance of A5(NA) and
MR(-5-HT) over the A6(NA) and DR(5-HT) binomial
(Lechin, van der Dijs, Orozco et al. 1995a, 1995b;
Lechin 2006a, 2006b) whereas the PTSD would be
the irreversible version of the same disorder.

Endogenous Depression

We were the first to demonstrate that ED is caused by
hyperneural sympathetic activity (Lechin, van der
Dijs 1982; Lechin, van der Dijs, Gémez et al. 1983a;
Lechin, van der Dijs, Acosta et al. 1983b; Lechin,
van der Dijs 1984; Lechin, van der Dijs, Jakubowicz
et al. 1985a, 1985b; Lechin, van der Dijs, Amat et al.
1986; Gomez, Lechin, Jara et al. 1988; Lechin, van
der Dijs, Vitelli et al. 1990a; Lechin, van der Dijs,
Lechin et al. 1991; Lechin 1992a; Lechin, van der
Dijs, Orozco et al. 1995a). Additional studies carried
out in our and other laboratories demonstrated that
ED is also associated with severe endocrinological
disorders.

Endogenously depressed patients present with a
raised plasma cortisol level in the afternoons, and the
level does not show reduction after dexamethasone
challenge. It should be known that the MR(5-HT)
and not the DR(5-HT) is responsible for the 5-HT-
CRH-ACTH cascade, which triggers the endocrine
disorder in these patients. This circuitry does not
depend on the DR(5-HT) and PVN hypothalamic
nuclei but on the MR(5-HT), CEA, BNST, A5(NA),
and anterior hypothalamic area. This CNS circuitry
is less accessible to the cortisol and/or dexametha-
sone plasma levels and would thus explain the “non-
suppression” of plasma cortisol after dexamethasone
challenge, seen in ED patients (Lechin, van der Dijs,
Hernandez-Adrian 2006a).

Endogenously depressed patients do not show
the normal increase in plasma levels of growth hor-
mone (GH) when they are challenged with clonidine
(an a-2 agonist). This null response is explained by
the downregulation of a-2 receptors at the anterior
hypothalamic area, which receives heavy innerva-
tion from the overexcited A5(NA) axons. This abnor-
mal response to clonidine, observed in ED patients
is consistent with the postulation that this syndrome
is caused by overactivity of the A5(NA) nucleus and
hypoactivity of the A6(NA) neurons (Lechin, van
der Dijs, Jakubowicz et al. 1985a, 1985b; Eriksson,
Dellborg, Soderpalm et al. 1986; Lechin, van der Dijs,
Jakubowicz 1987a; Lechin, van der Dijs, Vitelli et al.
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1990a; Lechin, van der Dijs, Benaim 1996a; Lechin,
van der Dijs, Orozco et al. 1996d, 1996¢; Lechin, van
der Dijs 2004a).

Raised nocturnal cortisol and prolactin plasma
levels have been the most frequent hormonal find-
ings seen in these patients (Oliveira, Pizarro, Golbert
et al. 2000). Most studies associated increase in pro-
lactin levels with an excess of serotonin and a deficit
of dopamine at the median eminence hypothalamic
nucleus. However, the fact that not only L-dopa
(a DA precursor) but also fenfluramine (a serotonin-
releasing agent) were able to counteract this hypot-
halamic disorder and to reduce the plasma prolactin
level indicates that the CNS disorder underlying the
neuroendocrine disturbance should be explained.
It has been shown that enhanced and prolonged
serotonin release at the median eminence depends
on the MR(5-HT) neurons, which display an over-
whelming activity in ED patients, which annuls
DR(5-HT) functioning (Lechin, van der Dijs,
Hernandez-Adrian 2006a). This chronic hyperprola-
ctinemia is responsible for the mammary and ovar-
ian cysts and the female infertility presented by
many depressed women, who also show hyperinsu-
linism, obesity, and EH frequently (Lechin, van der
Dijs, Jakubowicz et al. 1985a, 1985b; Lechin, van der
Dijs, Hernandez-Adrian 2006a; Lechin, van der Dijs
2006a, 2006b).

A bulk of evidence supports the postulation that
the raised prolactin plasma levels in ED patients
depend on the MR(5-HT) overactivity. Although
acute excitation of DR(5-HT) neurons triggers a
peak of plasma prolactin level, only MR(5-HT) over-
activity is responsible for the chronic, sustained rise
in plasma prolactin level seen in ED patients. It was
demonstrated that sustained (chronic) raised plasma
levels of this hormone parallels the higher NA
plasma levels, also observed in these patients. Indeed,
we were the first to demonstrate that buspirone, a
5-HT-1A agonist, which inhibits the DR(5-HT) neu-
rons, reduced plasma prolactin levels in normal but
not in ED patients (Lechin, van der Dijs, Jara et al.
1997c, 1998a). Conversely, we found that this para-
meter is normalized after an adequate neurophar-
macological therapy of ED patients (Lechin, van
der Dijs, Lechin 2002a). This evidence reinforces
the postulation that the hyperprolactinemia in ED
patients would depend on the MR(5-HT), CEA,
AB(NA), BNST, and median eminence circuitry. This
circuitry excludes areas which are innervated by the
DR(5-HT) axons.

We also demonstrated in 1979 that captivity
(restraint stress) was able to provoke not only the
depressive syndrome but also hyperprolactinemia
and hyperinsulinism in dogs (Lechin, Coll-Garcia,
van der Dijs et al. 1979b).

The MR(5-HT)-induced prolactin hypersecre-
tion is responsible for the mammary and ovarian
cysts and infertility, often observed in patients who
frequently show an ED profile. With respect to this,
we found that a small dose of daily L-dopa was able
to revert the infertility disorder reported in a bulk
of these patients (Lechin, van der Dijs 1980, 2004a).
The fact that L-dopa crosses the BBB and acts at
all CNS circuitries is consistent with the earlier
postulation.

Finally, it should be known that this type of
hyperprolactinemia is closely associated to A5(NA)
hyperactivity (neural sympathetic hyperactivity). This
association allows understanding why TH-1 autoim-
mune diseases frequently affect depressed patients.
It should be remembered that this autoimmune dis-
order depends on the thymus gland disinhibition
from the plasma cortisol, which is silenced by the
over-release of NA from the sympathetic nerves, at
the adrenal gland level. Furthermore, it should be
known that although ED patients show cortisol levels
which are not lowered by the dexamethasone chal-
lenge, these patients present with lower-than-normal
cortisol values in the mornings because of the under-
activity of the DR(5-HT)-CRF-ACTH-cortisol cas-
cade at this period. This phenomenon reflects the
maximal inhibition of the cortical adrenal gland
triggered by the overwhelming neural sympathetic
activity, which underlies this syndrome (Robertson,
Johnson, Robertson et al. 1979; Young, Rosa, Lands-
berg 1984; Brown, Fisher 1986; Barbeito, Fernandez,
Silveira et al. 1986; Porta, Emsenhuber, Felsner
etal. 1989).

In Summary, it has been exhaustively demon-
strated that the chronic and sustained prolactin
plasma rise and the hyperactivity of the neural sym-
pathetic (peripheral) branch seen in endogenously
depressed subjects depend on the MR(5-HT) pre-
dominance over DR(5-HT), which are responsible for
the CNS and endocrine disorders observed in this
syndrome. The mechanisms described might explain
the physiological disorders that underlie other syn-
dromes such as EH and hyperinsulinism, which
should be included into this common pathology.We
will go deeply into the experimental, clinical, and
therapeutic evidence underlying the pathophysiology
of endogenous (major) depression, which support our
point of view dealing with the postulation that a great
bulk of the so-called psychosomatic disorders are the
other