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Preface

A key question for science to explore in the twenty-first century concerns the 
mechanism that allows skilful social interaction. Although enormous
advances in our understanding of the links between the mind, the brain, and
behaviour have been made in the last few decades, these are based on studies
in which people are considered as strictly isolated units. For example, studies
might typically examine the brain activity when volunteers press a button
when they are aware of seeing a visual stimulus. Outside the laboratory, in
contrast, we spend most of our time thinking about and interacting with other
people rather than looking at abstract shapes and pushing buttons. One of the
major functions of our brains must be to facilitate such social interactions. It
is the mental and neural mechanisms that underlie this social interaction
which forms the main theme of this book. 

We have concentrated on two-person social interactions in which one 
person, either implicitly or explicitly, tries to ‘read’ the hidden mental states
of the other; their goals, beliefs or feelings.  In this book we have brought
together scientists from many different disciplines, but all concerned with the
same problems. These problems include how goals and intentions can be read
from watching another person’s movements, how movements that we see can
be converted into movements that we make, and how our own behaviour can
be used to influence the behaviour of others. The book reviews the general
principles concerning the cognitive and neural bases of social interactions that
have emerged. Within this framework the authors discuss many different
aspects of social interaction, demonstrating the excitement and vigour of this
emerging discipline.

This book was originally published as an issue of the Philosophical
Transactions of the Royal Society, Series B, Phil. Trans. R. Soc. Lond. B
(2003) 358, 429–602.

Christopher D. Frith London
Daniel M. Wolpert August 2003
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Introduction: the study of social 

interactions
Tania Singer, Daniel Wolpert, and Chris Frith

In the last few decades there have been enormous advances in our under-
standing of the links between the mind, the brain, and behaviour. Sensory sys-
tems, especially the visual system, have been explored in detail leading to a
much greater understanding of the mechanisms underlying visual perception
(Zeki 1993). We also know much more about the mechanisms by which our
motor system allows us to reach and grasp objects (Jeannerod et al. 1995).
Progress has also been made in our understanding of the higher cognitive
functions involved in the solving of novel problems (Shallice 1988). Most
remarkable of all, has been the enthusiasm with which neuroscientists have
embarked on the search for the neural correlates of consciousness (Crick and
Koch 1998).

However, a striking feature of these approaches is that people are consid-
ered as strictly isolated units. For example, in a typical experiment a volunteer
might sit at a bench or lie in a brain scanner, watching abstract shapes appear
on a screen and pressing a button when a target shape appears. In contrast, out-
side the laboratory we spend most of our time thinking about and interacting
with other people rather than looking at abstract shapes and pushing buttons.
It is this social interaction which forms the main theme of this volume.

Humans, like other primates, are intensely social creatures. One of the
major functions of our brains must be to enable us to be as skilful in social
interactions as we are in recognizing objects and grasping them. Furthermore,
any differences between human brains and those of our nearest relatives, the
great apes, are likely to be linked to our unique achievements in social
interaction and communication rather than our motor or perceptual skills. In
particular, humans have the ability to mentalize, that is to perceive and
communicate mental states, such as beliefs and desires. The acid test of this
ability is the understanding that behaviour can be motivated by a false belief
(Dennett 1978). Deception, for example, depends upon such understanding.
This ability is absent in monkeys and exists in only rudimentary form in apes
(Povinelli and Bering 2002). A key problem facing neuroscience therefore,
and one that is at least as important as the problem of consciousness, is to
uncover the neural mechanisms underlying our ability to read other minds and
to show how these mechanisms evolved. To solve this problem experiments
are needed in which people (or animals) interact with one another rather than
behave in isolation.
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The emergence of social cognitive neuroscience

In the past few years a new interdisciplinary field of research has emerged
from a union between cognitive neuroscience and social psychology.
Although, the inaugural ‘Social Cognitive Neuroscience’ conference was held
in California in 2001, the first articles and books referring to the ‘social brain’
had appeared a number of years earlier. Leslie Brothers, for example, pro-
posed a model of a neuronal circuitry subserving social cognition in 1990 (see
also Brothers 1997) and nine years later Ralph Adolphs wrote an influential
overview article on ‘social cognition and the human brain’ (Adolphs, 1999).
The popularity of the new field has generated a rapidly growing number of
focused conferences, special issues of journals, and books (e.g., Adolphs
2003; Allison, Puce, and McCarthy 2000; Cacioppo et al. 2001; Harmon-Jones
and Devine, in press; Heatherton and Macrae 2003; Ochsner and Lieberman
2001). The agenda of social cognitive neuroscience has been described in
terms of seeking ‘to understand phenomena in terms of interactions between
three levels of analysis: the social level, which is concerned with the motiva-
tional and social factors that influence behaviour and experience; the cognitive
level, which is concerned with the information-processing mechanisms that
give rise to social-level phenomena; and the neural level, which is concerned
with the brain mechanisms that instantiate cognitive-level processes’ (Ochsner
and Lieberman 2001: p.717 ff).

Social psychology and social cognition

The field of social psychology traditionally focused on the investigation of one
level: the influence of socio-cultural factors on behaviour. The level of cogni-
tive processes was only added to the study of social behaviour in the late
1970s when the field of social cognition emerged as a sub-field of social psy-
chology. This inclusion was greatly influenced by the ‘cognitive revolution’
that took place in the neighbouring discipline of cognitive psychology during
the 1960s and 1970s (the first issue of the journal ‘Social Cognition’ appeared
in 1982, the first edition of the ‘Handbook for social cognition’ in 1984).
Theoretically, and methodologically, the intellectual movement of social cog-
nition strongly relied on the information-processing approach and the new
experimental paradigms developed in this context. Concepts such as inhibition
and activation, automaticity and control, search set and task set, interference
and facilitation were introduced into social psychology. Nowadays, most
social psychologists have integrated these concepts into their everyday vocab-
ulary and empirical practice.

Broadly defined, the field of social cognition attempts to understand and
explain how the thoughts, feelings, and behaviour of individuals are influ-
enced by the actual, imagined, or implied presence of others (e.g., Allport

xiv Introduction
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1985). Prototypical topics in social cognition are the study of attitude forma-
tion and attitude change, person perception and person stereotyping, causal
attribution and social inferences, self-knowledge, self-concept, and self-
deception as well as the study of the influence of motivation and emotions on
cognition and behaviour. It is important to keep in mind that the field of tra-
ditional social psychology embraces a much broader scope of more complex
themes ranging from the study of gender differences, sexism, racism, through
media persuasion, propaganda, international negotiation, non-verbal commu-
nication to group dynamics, social bonding, family, and partnership relations.
Although the complex nature of the topics addressed in social psychology car-
ries the danger of an associated lack of precision with regard to their empiri-
cal assessment, the experimental precision gained in social cognition through
the introduction of well-controlled experimental techniques borrowed from
cognitive psychology carries the risk of loosing ecological validity at the
expense of internal validity.

Social cognitive neuroscience

In contrast to social psychology, which is concerned with the study of com-
plex real-life social phenomena, social cognitive neuroscience has investi-
gated quite basic social abilities such as attending to, recognizing, and
remembering socio-emotionally relevant stimuli. Functional imaging studies
on person perception, for example, have focused on implicit or explicit judge-
ments on the basis of socially relevant cues in the human face such as emo-
tional expressions (Morris et al. 1996; Phillips et al. 1997; Sprengelmeyer et
al. 1998), facial attractiveness (O’Doherty et al. 2003), trustworthiness
(Winston et al. 2002) or racial identity (Hart et al. 2000; Phelps et al. 2000,
2001). In addition, a stream of studies has investigated our ability to decode
social signals on the basis of biological motion. These have included stimuli
depicting body gestures and body movements (hands, mouth, and whole body)
as well as complex movements of interacting geometrical shapes (for reviews
see Allison et al. 2000; Chapters 1 and 3 in this volume).

Another important line of research in social cognitive neuroscience is
closely linked to the discovery of ‘mirror neurons’ in monkeys (Gallese et al.
1996, Rizzolatti et al. 1996). These neurons respond when monkeys see some-
one else performing a specific action as well as when the monkey itself per-
forms that particular action. The discovery of mirror neurons aroused great
interest owing to their obvious relevance for social interactions. In particular,
such neurons provide a neural mechanism that may be a critical component of
imitation and our ability to represent the goals and intentions of others.
Although the early functional imaging studies have mostly focused on under-
standing how we represent the simple actions of others (for a review see
Blakemore and Decety 2001; Grezes and Decety 2001), recent articles have

Introduction xv
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proposed that similar mechanisms are involved in understanding the feelings
and sensations of others (e.g., Gallese 2001; Gallese and Goldman 1998;
Preston and de Waal 2002; Chapter 7 of this volume). The growing interest in
the phenomena of empathy has led to the recent emergence of imaging stud-
ies investigating sympathetic or empathetic reactions in response to others
making emotional facial expressions or telling sad versus neutral stories (e.g.,
Carr et al. 2003; Decety and Chaminade 2003; Farrow et al. 2001).

Our ability to make attributions about the mental states (desires, beliefs,
intentions) of others based on complex behavioural cues has also been studied
in the context of research on ‘theory of mind’ or ‘mentalizing’. This line of
research was inspired by primatology (e.g., Premack and Woodruff 1978;
Tomasello et al. 1993, 2003; Povinelli and Bering 2002; Povinelli and Vonk
2003), developmental psychology (Astington 2001; Leslie 1987; Wimmer and
Perner 1983; Wellman 2001), as well as by neuropsychological research on
autism (Baron-Cohen 1995; Frith 2003). In particular, it has been hypothe-
sized that autistic children lack a theory of mind. This lack can explain their
failures in communication and social interaction (Baron-Cohen et al. 1985).
Recent imaging studies on normal healthy adults have focused on the ability
to ‘mentalize’, that is, to automatically attribute mental states to others. These
studies have used stories, cartoons, picture sequences, and animated geomet-
ric shapes (Brunet et al. 2000; Castelli et al. 2000; Gallagher et al. 2000,
2002; Goel et al. 1995; Schultz et al. 2003; Vogeley et al. 2001).

Finally, social cognitive neuroscience has started to investigate social
reasoning in various ways. Some researchers have focused on the study of
social exchange and mutual co-operation using social dilemma tasks devel-
oped in the framework of game theory and economy. In general, these tasks
involve a dyad or a group of people playing games for monetary reward and
losses. The pay-off matrices of these games are usually designed such that
they allow for different playing strategies. Some are selfish strategies leading
to the maximization of the individual’s gain at the expense of the group’s
profit, others are co-operative strategies involving fair but less profitable
choices for the single individual. These social dilemma games in their various
forms allow for the investigation of social reasoning (working out what the
other player will do), social emotions (emotional responses to cooperation,
defection, and cheating), and their interaction. So far, functional imaging stud-
ies have focused on three different types of game, the simultaneous Prisoner
Dilemma Game (Rilling et al. 2002), the sequential Trust and Reciprocity
Game (McCabe 2001) and the Ultimatum Game (Sanfey et al. 2003). The sig-
nificance of these studies derives not so much from the results they produced
as from their innovative paradigms that introduce realistic social interactions
into the scanner environment. All of the studies using social dilemma para-
digms involved subjects in the scanner playing interactive games with what
they believed to be real persons situated outside the scanner (for a related
interactive game situation involving the children’s game ‘stone, paper, scissors’

xvi Introduction
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see also Gallagher et al. 2002). A related line of research focuses on the study
of neuronal correlates of human morality by investigating moral emotions
(Moll et al. 2002a,b, 2003) and moral reasoning (Greene et al. 2001, 2002).
Moral reasoning is studied in moral dilemma tasks that involve situations in
which all possible solutions to a given problem are associated with undesir-
able outcomes. Although the functional imaging studies using social and
moral dilemmas pose slightly different questions, they share a common aim,
namely understanding how emotional and cognitive processes relate to each
other and to decision making. This topic has always been a core concern of
traditional social psychology.

Despite the impressive amount of research generated, social cognitive
neuroscience is still in its infancy and has so far focused on the study of very
basic social abilities. For example, neuroscience has mostly ignored the study
of self-concept and self-esteem and their relation to cognitive processing and
behaviour—core topics of social cognition. Similarly, even more complex
real-life phenomena studied by traditional social psychology such as the
origin and consequences of prejudice and the development of interpersonal
relationships have yet to be addressed.

The simplicity of the studies to date may reflect the early stage of develop-
ment in the field and the methodological limits imposed by neuroimaging and
other neurophysiological techniques. However, it could also be argued that the
desire for simplicity reflects the ethos of cognitive neuroscience. Cognitive
neuroscience aims to isolate universal cognitive and neural processes. The
social cognitive tradition, in contrast, strives to study the interplay of ecolog-
ically valid and hence complex and context dependent, social, motivational,
and cultural factors.

From an uni-directional to a bi-directional account

Most of the neuroimaging studies that investigate social phenomena do so
from an uni-directional perspective. The focus has been on understanding the
effects of socially relevant stimuli on the mind of a single person. In contrast,
the study of social interaction involves by definition a bi-directional perspec-
tive and is concerned with the question of how two minds shape each other
mutually through reciprocal interactions. To understand interactive minds we
have to understand how thoughts, feelings, intentions, and beliefs can be
transmitted from one mind to the other. Therefore, it is not sufficient to under-
stand how our own thoughts, feelings, and beliefs are represented and biased
as a function of our social context. We also have to study how we can com-
municate these thoughts and feelings to another mind to enable another per-
son to build a representation of our thoughts and feelings in his or her own
brain. The communication loop is closed when, in a second step, the other
mind is able to feed back the created representation to us so that we, in turn,
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can try to correct it in case it does not match with our own representation. The
mechanisms underlying such social interactions (Neural Hermeneutics, Frith
2003) ultimately enable social and cultural learning (e.g., Tomasello et al.
1993). Delineation of these mechanisms is an important and promising goal
for research in social cognitive neuroscience. This will have to be accompa-
nied, however, by the development of new methods and paradigms, such as the
involvement of more than one person in experimental tasks or the simultane-
ous recording of dyadic brain interactions using techniques such as EEG or
fMRI (Montague et al. 2002).

Mechanisms of social interaction

It is not our aim in this book to represent the whole field of social cognitive
neuroscience. We have concentrated on two-person social interactions in
which one person, either implicitly or explicitly, tries to ‘read’ the hidden
mental states of the other; their goals, beliefs, or feelings. Although spoken
dialogue is the most obvious example of such an interaction, we have only
considered situations in which communication is not carried by words. We
made this decision in the, no doubt naïve, belief that non-verbal interactions
will be simpler to explain. For an account of exciting developments in the
understanding the mechanisms underlying spoken dialogue we recommend
Pickering and Garrod (2003).

The book is organized in terms of three stages in the interaction between an
‘observer’ and an ‘actor’. First, the observer watches the movements of the
actor and infers goals, beliefs, and feelings. Second, the observer generates
behaviour in response to that of the actor. In the simplest case the observer
imitates the actor. Successful imitation often indicates some understanding of
the goals of the actor. Third, the communicative loop is closed so that the
actor, in turn, interprets and responds to the behaviour of the observer. Within
this framework the authors discuss many different aspects of social inter-
actions, demonstrating the excitement and vigour of this emerging discipline.
Here we will highlight some of the key ideas that emerge in the chapters that
follow.

A) Biological motion and the decoding of social signals

The term ‘biological motion’ was coined by Johansson in 1973. He attached
small points of light at the joints of human actors and filmed them moving
about in the dark. Typically all that is presented in such point light displays is
few moving dots, but the observer can instantly perceive the motion as a
human figure, can see what the figure is doing, and can tell whether it is male
or female (Kozlowski and Cutting 1977). This demonstrates that there is
something special about the motion of living things. This motion, in the
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absence of any other cues, can convey detailed and specific information about
what other organisms are doing. At the lowest level we can detect whether or
not an object is animate. The movement of inanimate objects like billiard balls
is determined by outside forces while animate objects are self-propelled. At
the next level we can detect agency. The movements of agents are determined
by their goals. At the highest level we can detect intentionality. The move-
ments of intentional agents are determined by their beliefs and desires.

In Chapter 1, Puce and Perrett present evidence that there is a dedicated
neural system in the brains of primates, both human and non-human, for
detecting and interpreting biological motion. Movements of hands, faces,
and eyes are of particular interest to this system, which lies in the superior
temporal sulcus (STS) adjacent to V5, an area concerned with visual motion
in general. This region of STS does more than simply detect biological
motion, it also distinguishes between different types of biological motion such
as whether eyes are looking towards or away from the observer. Furthermore,
the late components of EEG potentials evoked by biological motion are
altered by the context in which the motion occurs.

Csibra reports in Chapter 2 that, before they are 1 year old, human infants
can follow another person’s gaze direction or pointing gesture. This behaviour
implies that they are already interpreting actions in terms of goals. In this case
the goal is communicative (‘there is something interesting over here’). These
infants can also interpret non-communicative actions as goal-directed, such as
when a ball jumps over a barrier ‘in order to reach a target’. These attributions
are not based solely on the nature of the movements observed, but also on the
end state of the movement and the context in which it occurs. However,
although infants under one year can attribute goals to moving objects, they do
not seem to attribute mental states such as beliefs and desires.

In Chapter 3, Frith and Frith outline the developmental trajectory of the
ability to mentalize. This trajectory parallels the analysis of different levels of
decoding social signals, starting with biological motion, followed by agency
detection, and finally attribution of intentionality or mentalizing. Mentalizing
becomes explicit at the age of 4 to 6 years when children are able to explain
the misleading events that give rise to a false belief. Mentalizing depends
upon a more complex brain system than the detection of biological motion.
However, the mentalizing system includes STS as one of its components.
Another component is located in the temporal poles and may be concerned
with the context in which the observed behaviour is occurring. Medial pre-
frontal cortex seems to have a special role in the mentalizing system. This area
is activated when mental states of the self, as well as others, are represented
and may have a role in signalling that mental representations do not necessarily
correspond to the actual state of the world.

Rittscher and his colleagues describe computational approaches that have
been used for the machine recognition and interpretation of human actions in
Chapter 4. They use, for example, motion contour tracking (examining how a

Introduction xix
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smooth curve that encompasses the outline of an actor changes over time) to
identify the nature of biological motion. They suggest that semantic context
needs to be taken into account to provide a higher-level interpretation of the
observed motion. Their approach uses a small collection of low-level models
encoding set of motion primitives that are then interpreted in terms of the
semantic context in which they occur. Detection of biological motion seems to
be sufficient for the attribution of animacy, but, for the attribution of goals and
intentions, the context in which the movement occurs must also be taken into
account.

B) Mirror neurons and the imitation of behaviour

In 1996 Giacomo Rizzolatti’s group at the University of Parma reported the
serendipitous discovery of neurons that respond when monkeys see someone
else performing a specific action as well as when they do the particular
action themselves (Gallese et al. 1996). These mirror neurons are thought to
represent the neural basis for imitation. Studies in humans have shown that
observing someone else’s action facilitates the neural circuits the observer
would use to perform the same action (Fadiga et al. 1995), and it has long been
known that patients with frontal lobe lesions may sometimes automatically
and inappropriately imitate the actions of others (Lhermitte et al. 1986).

When we imitate someone we take the next step beyond the simple obser-
vation of biological motion. We observe the action and then we try to repro-
duce it. This leads to a fundamental problem. What we see is a series of
configurations of the person in space, but what we have to do is to issue a
series of motor commands. How can we translate what we see into what we
need to do? The discovery of mirror neurons demonstrated that a mechanism
for translation is present in the primate brain and is automatically elicited
when viewing the actions of others. A frequent theme in the contributions to
this special issue is that this mirroring system could underlie the development
of empathy and other forms of inter-subjectivity.

In Chapter 5, Meltzoff and Decety illustrate how much can be gained by
combining insights from developmental psychology and neuroscience. They
argue that perception and action are not independent entities that must be
‘associated’ during a lengthy postnatal learning period. New-born imitation is
the best evidence to date that some neurally-based mirroring ability is innately
wired and ready to interact with others at birth. Meltzoff and Decety show
how the basic mechanisms involved in infant imitation provide the foundation
for understanding that others are ‘like me’. They hypothesize that the primitive
‘like me’ understanding of infants is a vital building block for the later ability
to adopt the perspective of others—a fundamental mechanism for empathy.
The authors emphasize not only on the similarity between self and other (the
focus of debates about ‘mirror neurons’) but also on how humans differenti-
ate their own acts and intentions from those of others. Neuroimaging studies
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from their lab suggest that the right inferior parietal lobe has a critical role in
distinguishing the self from others. The combination of systems that represent
others as both ‘like me’ and as ‘different from me’ is fundamental for a mature
intersubjectivity.

Wohlschläger and his colleagues show in Chapter 6, that children clearly
make attributions about intentions when imitating the actions of others. As a
result they make predictable ‘mistakes’ during imitation. On seeing an adult
press a button with her left hand, children interpret the task to be imitated as
‘pressing the button’ and use whichever hand is most convenient. In this
respect, they are behaving like Csibra’s infants who expect goals to be
achieved by the most efficient means. However, if the form of the movement
is seen as the goal of the action, then the movement will be imitated exactly.
Here again the context in which the movement is made has a role in
determining the goal that will be attributed and hence the level at which the
imitation occurs.

In Chapter 7, Gallese proposes that the mirroring system in the brain
applies to emotions and intentions as well as to actions. These mirror effects
are automatic and unconscious simulations. When we see an action, this
automatically triggers action simulation at a covert level. This involves, not
only the motor system, but also systems concerned with the sensory conse-
quences of the action being simulated. Similar effects occur when we see an
expression of emotion. These automatic effects ensure that we share, to some
degree, the inner states of the people with whom we are interacting, a necessary
starting point for attributing mental states to others.

In spite of their mirror neurons, there is no evidence that monkeys can learn
new skills by imitation and it has been suggested that true imitation learning
cannot occur unless the learner can attribute intentions and understand cause-
effect relationships. In Chapter 8, Byrne analyses in detail the processes by
which mountain gorillas might use imitation to learn how to prepare nettles
for eating and proposes that this learning occurs without any attribution of
intentions or causal understanding. He suggests that imitation in this case
depends on the perceptual ability to parse a complex action into a sequence of
more primitive actions, and detect hierarchical organization underlying the
action’s original production. This ability might be a necessary preliminary to
attributing intention and cause.

In Chapter 9, Schaal and his colleagues discuss the computational methods
that have been used to control robots that can learn by imitation. Such learn-
ing seems to be best achieved if movements are decomposed into a set of
movement primitives that can be observed in the robot teacher as well as gen-
erated in the robot student. A common framework for observation and pro-
duction can be achieved by expressing these movement primitives in task
space, i.e. the series of movements made by the pole in a pole-balancing task.
Such task-level imitation requires prior knowledge of how movements of the
pole can be converted into movements of the arm that is doing the balancing.
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Using this method, robots can successfully learn by imitation. This learning,
sometimes called ‘mimicking’ can occur without any knowledge of goals, but
cannot generalize to new contexts. Much more robust learning by imitation
can be achieved if the task goal is known so that imitated movement trajecto-
ries can be improved by trial and error learning. Even better imitation can be
achieved if the movement primitives are used to make predictions about the
behaviour of the robot teacher (see also Chapter 14).

C) Closing the communication loop.

The most remarkable feature of social interactions is how skilled we are in cor-
rectly inferring the goals, beliefs, and feelings of others. How is it possible to
read these mental states? They are fundamentally hidden and can never be
checked by an outside observer. We believe that to discover the mechanisms
that underlie this mentalizing, it will be necessary to study the closed the loop
of social interactions. In most studies of imitation this loop remains open. The
transmitter (or teacher) displays some action and then the receiver (or learner)
imitates that action. To close the loop the transmitter must observe the imita-
tion and then respond in some way to the receiver. A prototype of such a com-
municative loop is seen when a mother teaches her infant to pronounce a word
correctly by exaggerating certain acoustic features of the word (Burnham et al.
2002). Through a series of iterations the transmitter and receiver can reach a
consensus as to the nature of the action being imitated. Through this mutually
contingent behaviour the hidden purpose of the action is passed from transmit-
ter to receiver. The contributors to the final part of this volume are concerned
with interactions in which the communicative loop is closed in this way.

Johnson shows in Chapter 10 that infants will treat a novel, amorphously-
shaped object as an agent with goals if it interacts contingently with them or
with another person, i.e. if it moves in response to another agent’s actions.
Infants can use the object’s environmentally directed behaviour to determine
its attentional orientation and object-oriented goals. Adults will also treat
objects that behave contingently as agents in spite of knowing that the objects
are artefacts. This suggests that this agent-detection mechanism is a module
that is hard wired in the brain. However, while this mechanism may be neces-
sary, it does not seem to be sufficient to support advanced mentalizing ability.

In Chapter 11, Blair shows that emotional expressions are communicative
gestures with specific roles in social interactions. Confronted with an expres-
sion of anger the receiver will stop performing his current action in order to
change the expression of the transmitter. Expressions of embarrassment after
the commission of a social solecism are designed by the transmitter to prevent
further criticism from the receiver. Thus emotional expressions and empathy
permit the rapid modification of behaviour during social interactions.
Disorders in the perception of emotional expressions involve a failure to
recognize the intention behind these expressions and can have devastating
effects leading to persistent anti-social behaviour as in psychopathy.
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While social interactions may be a novel topic for study for neuroscientists,
well-established techniques for such studies have been developed in the social
sciences. In Chapter 12, Griffin and Gonzalez describe a series of formal
approaches for the design and analysis of studies of dyadic interactions. They
show how these methods permit the measurement of interdependence and
social influence.

Sally considers the various interactive games that have been developed by
economists, such as the prisoners’ dilemma, in Chapter 13. These games
require that each player predict what the other will do in order to work out an
appropriate strategy. A consistent observation is that most players do not adopt
the optimum strategy as defined by the Nash equilibrium. In part this seems to
be due to the players attributing beliefs and intentions to each other that extend
beyond the narrow confines of the game. Sally considers the various factors
that cause players not to adopt the optimum economic strategy.

In Chapter 14, Wolpert and his colleagues present a computational account
of interactions that can be applied to robots as well as to people. Fundamental
to this account is the idea of the ‘forward model’ that predicts the conse-
quences of issuing a particular command to the motor system. The current
context in which the agent is acting can be discovered by running multiple for-
ward models to see which one gives the best prediction. Each forward model
(or predictor) is paired with a controller that is used to issue motor commands.
Through prediction, the most appropriate controller can be identified for any
point in an action sequence. These multiple predictor-controller pairs can also
be used for imitation. Through prediction the receiver (or learner) can estimate
which controller he must use to generate what the transmitter (or teacher) is
doing at each point in the movement sequence. As long as the motor control
system in the learner is sufficiently similar to that in the teacher, then the
learner can reproduce the movement by using this sequence of controllers.
However, the teacher can also observe the learner and, in the same way, esti-
mate the sequence of controllers the teacher would use to generate the
learner’s movement. If communication has been successful, then the sequence
that the teacher estimates should correspond to the sequence he originally
used. In this way the communicative loop is closed and the success of the
communication can be checked. We suggest that we have here the rudiments
of mechanism by which intentions can be transmitted from one mind to
another. Such a mechanism could be the basis for some of the most intricate
and complex human social interactions.
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Electrophysiology and brain imaging of 

biological motion
Aina Puce and David Perrett

The movements of the faces and bodies of other conspecifics provide stimuli of
considerable interest to the social primate. Studies of single cells, field potential
recordings and functional neuroimaging data indicate that specialized visual
mechanisms exist in the superior temporal sulcus (STS) of both human and 
non-human primates that produce selective neural responses to moving natural
images of faces and bodies. STS mechanisms also process simplified displays
of biological motion involving point lights marking the limb articulations of 
animate bodies and geometrical shapes whose motion simulates purposeful
behaviour. Facial movements such as deviations in eye gaze, important for gaug-
ing an individual’s social attention, and mouth movements, indicative of potential
utterances, generate particularly robust neural responses that differentiate
between movement types. Collectively such visual processing can enable the
decoding of complex social signals and through its outputs to limbic, frontal and
parietal systems the STS may play a part in enabling appropriate affective
responses and social behaviour.

Keywords: biological motion; event related potentials; functional magnetic 
resonance imaging; humans; single-unit electrophysiology; animals

1.1 Introduction

Primates, being social animals, continually observe one another’s behaviour
so as to be able to integrate effectively within their social living structure. At
a non-social level, successful predator evasion also necessitates being able to
‘read’ the actions of other species in one’s vicinity. The ability to interpret the
motion and action of others in human primates goes beyond basic survival and
successful interactions with important conspecifics. Many of our recreational
and cultural pursuits would not be possible without this ability. Excellent 
symphony orchestras exist not only owing to the exceptional musicians, but
also their ability to interpret their conductors’ non-verbal instructions.
Conductors convey unambiguously not only the technical way that the orchestra
should execute the piece of music, but modulate the mood and emotional tone
of the music measure by measure. The motion picture industry owes much of
its success today to its silent movie pioneers, who could entertain with their
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non-verbal antics. The world’s elite athletes rely on the interpretation of other’s
movements to achieve their team’s goals successfully and foil opponents.

1.2 Human behavioural studies of biological 
motion perception

The perception of moving biological forms can rely on the ability to integrate
form and motion but it can also rely on the ability to define form from motion
(Oram and Perrett 1994, 1996). The latter is evident in the ingenious work of
Johansson who filmed actors dressed in black with white dots attached to their
joints on a completely black set (Johansson 1973). With these moving dots
human observers could reliably identify the walking or running motions, for
example, of another human or an animal (Fig. 1.1). This type of stimulus is
known as a Johansson, point light or biological motion display.

A number of important observations have emerged from the human behavi-
oural biological motion perception literature. First, the perceptual effect of
observing an individual walking or running is severely compromised when the
display is inverted (Dittrich 1993; Pavlova and Sokolov 2000). Second, while

2 A. Puce and D. Perrett

Fig. 1.1 An example of a biological motion stimulus. (Adapted from Johansson
(1973), with permission from Percept. Psychophys.)
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biological motion representing locomotory movements is recognized the most
efficiently, social and instrumental actions can also be recognized from these
impoverished displays (Dittrich 1993). Third, biological motion can be per-
ceived even within masks of dots (Perrett et al. 1990a; Thornton et al. 1998).
Fourth, the gender of the walker (and even the identity of specific individuals)
can be recognized from pattern of gait and idiosyncratic body movements in
these impoverished displays (Cutting and Kozlowski 1977; Kozlowski and
Cutting 1977). Fifth, there is a bias to perceive forward locomotion, at the
expense of misinterpreting the underlying form in time-reversed biological
motion films (Pavlova et al. 2002). Finally, observers can discern various emo-
tional expressions from viewing Johansson faces (Bassili 1978).

In very low light conditions many animals are efficient at catching prey or
evading predators. In such conditions the patterns of articulation (typical of
biological motion) may be more discernible than the form of stationary 
animals. Indeed, in behavioural experiments it is evident that point light displays
are sufficient for cats to discriminate the pattern of locomotion of conspecifics
(Blake 1993). In an ingenious behavioural study in cats, a forced choice task
where selection of a biological motion display (of a cat walking or running)
was rewarded with food resulting in the animals performing significantly
above chance. A series of foil stimuli showing dots changing their spatial loca-
tion provided a set of tight controls in this experiment (Blake 1993).

Evidence for the existence of specialized brain systems that analyse bio-
logical motion (and the motion of humans and non-humans) comes from neuro-
psychological lesion studies. Dissociations between the ability to perceive
biological motion and other types of motion have been demonstrated. Several
patients who are to all intents and purposes ‘motion blind’ can discriminate 
biological motion stimuli (Vaina et al. 1990; McLeod et al. 1996). The oppos-
ite pattern, i.e. an inability to perceive biological motion yet have relatively
normal motion perception in general, has also been reported (Schenk and Zihl
1997).

1.3 Biological motion perception in non-humans

One brain region known as the STP area in the cortex surrounding the STS
has been the subject of considerable scrutiny ever since cells selective for the
sight of faces were characterized in this region in monkeys (Perrett et al. 1982;
Desimone 1991). This STS brain region is known to be a convergence point
for the dorsal and ventral visual streams. The STP area derives its input from
the MST area in the dorsal pathway and the anterior inferior-temporal area in
the ventral pathway (Boussaoud et al. 1990; Felleman and Van Essen 1991). The
cortex of the STS has connections with the amygdala (Aggleton et al. 1980)
and also with the orbitofrontal cortex (Barbas 1988), regions implicated in 
the processing of stimuli of social and emotional significance in both human
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and non-human primates (reviewed in Baron-Cohen 1995; Brothers 1997;
Adolphs 1999).

In addition to having face-specific cells, the cortex of the STS has other
complex response properties. It has emerged that visual information about the
shape and posture of the fingers, hands, arms, legs and torso all impact on STS
cell tuning in addition to facial details such as the shape of the mouth and direc-
tion of gaze (Desimone et al. 1984; Wachsmuth et al. 1994; Perrett et al. 1984,
1985a; Jellema et al. 2000). Motion information presumed to arrive from the
dorsal stream projections arrives in the STS some 20 ms ahead of form informa-
tion from the ventral stream (Fig. 2.2a), but despite this asynchrony, STS 
processing overcomes the ‘binding problem’ and only form and motion arising
from the same biological object are integrated within 100 ms of the moving
form becoming visible (Oram and Perrett 1996). Indeed, STS cell integration 
of form and motion is widespread and there are numerous cell types special-
izing in the processing of different types of face, limb and whole body motion
(Perrett et al. 1985b; Carey et al. 1997; Jellema et al. 2000, 2002; Jellema and
Perrett 2002).

While most STS cells derive sensitivity to body movement by combining
signals about the net translation or rotation of the body with the face and body
form visible at any moment in time, a smaller proportion (20%) of cells are
able to respond selectively to the form of the body defined through patterns 
of articulation in point light displays (Perrett et al. 1990a,b; Oram and Perrett
1994, 1996; Fig. 1.1). These cells tuned to biological motion are selective for
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Fig. 1.2 Some response properties of primate STP area neurons elicited by biological
motion stimuli. (Adapted from Oram and Perrett (1994, 1996), with permission.) 
(a) Average response latencies for neurons with different response properties. (b) An
example of a neuron that does not differentiate between real human motion and bio-
logical motion. Also, the strongest response is in the motion direction compatible with

direction of the body.
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the sight of the same action visible in full light and when depicted in point
light displays.

Cells responding to whole body motion exhibit selectivity for direction of
motion and view of the body: most respond preferentially to compatible motion
with the body moving forward in the direction it faces, though some are tuned
to backward locomotion with the body moving in the opposite direction to 
the way it faces (Perrett et al. 1985b, 1989; Oram and Perrett 1996; Fig. 2.2b).
This cellular tuning bias for forward locomotion may underlie the forward
bias found in perceptual interpretation of locomotion depicted in point light
displays (Pavlova et al. 2002).

Responses to purposeful hand object actions such as reaching for, picking,
tearing and manipulating objects have also been characterized in the STS
(Perrett et al. 1989, 1990c; Jellema et al. 2000). These STS cells are sensitive
to the form of the hand performing the action, and are unresponsive to the
sight of tools manipulating objects in the same manner as hands. Furthermore,
the cells code the spatio-temporal interaction between the agent performing
the action and the object of the action. For example, cells tuned to hands
manipulating an object cease to respond if the hands and object move appro-
priately but are spatially separated. This selectivity ensures that the cells are
more responsive in situations where the agent’s motion is causally related to
the object’s motion. The STS cell populations coding body and hand actions
appear to be exclusively visual, although information from the motor system
does affect other STS cell populations (Hietanen and Perrett 1996) and mod-
ulates STS activity in humans (Iacoboni et al. 2001; Nishitani and Hari 2001).

Information defined by the visual characterization of actions in the STS
appears to be relayed via parietal systems (Gallese et al. 2002) to frontal motor
planning systems. In frontal and parietal areas a neural system has recently
been found to respond selectively both during the execution of hand actions,
and (like STS cells) during the observation of corresponding actions performed
by others. The frontal region of primate cortex had long been known to be
somatotopically organized for the representation and control of movements of
the mouth and arm (Rizzolatti et al. 1988). Neurons within area F5 of the 
monkey premotor cortex have now been labelled ‘mirror’ neurons, because
they discharge when monkeys perform or observe the same hand actions 
(di Pellegrino et al. 1992; Rizzolatti et al. 1996a,b; Gallese et al. 1996). An F5
cell selective for the action of grasping would respond for example when the
monkey grasps an object in sight or in the dark (thereby demonstrating motoric
properties). The visual properties of such an F5 cell are strikingly similar to
those described in the STS: both F5 and STS cells will respond when the mon-
key observes the experimenter reaching and grasping an object, but not to the
sight of the experimenter’s hand motion alone or the sight of the object alone.
These conjoint properties have led Rizzolatti et al. (1996a,b) and Gallese et al.
(1996) to postulate that the F5 neurons form a system for matching observation
and executing actions for the grasping, manipulation and placement of objects.
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Because the cells additionally respond selectively to the sound of actions
(Kohler et al. 2002), the mirror system may provide a supra-modal conceptual
representation of actions and their consequences in the world. Crucially the
properties of the frontal mirror system indicate that we may understand actions
performed by others because we can match the actions we sense through vision
(and audition) to our ability to produce the same actions ourselves.

The actions of others are not always fully visible, for example someone may
become hidden from our sight as they move behind a tree, or their hands may
not remain fully in view as they reach to retrieve an object. The similarity of
STS and F5 systems in processing of actions has become more apparent in
experiments investigating the nature of processing during these moments
when actions are partially or totally occluded from sight. Within the STS it is
now apparent that specific cell populations are activated when the presence of
a hidden person can be inferred from the preceding visual events (i.e. they
were witnessed passing out of sight behind a screen and have not yet been wit-
nessed re-emerging into sight, so they are likely to remain behind the screen;
Baker et al. 2001). In an analogous manner, F5 cells may respond to the sight
of the experimenter reaching to grasp an object. The same cells are active
when the experimenter places an object behind a screen and then reaches as if
to grasp it (even though the object and hand are hidden from view (Umilta 
et al. 2002) ). The sight of equivalent reaching when there is no reason to
believe an object is hidden from sight fails to activate the F5 cells. Thus F5
and STS cells code the sight of actions on the basis of what is currently vis-
ible and on the basis of the recent perceptual history (Jellema and Perrett
2002; Jellema et al. 2002).

The manner in which temporal STS and frontal F5 systems interact is 
not fully clear, but appears to involve intermediate processing steps mediated
by parietal areas (Nishitani and Hari 2000, 2001; Gallese et al. 2002). While 
STS and F5 cells have similar visual properties they may subserve distinct
functions; the frontal system perhaps serves to control the behaviour of the self
particularly in dealing with objects (Rizzolatti et al. 1996a,b), whereas the STS
system is specialized for the detection and recognition of the behaviour of 
others (Perrett et al. 1990c; Mistlin and Perrett 1990; Hietanen and Perrett 1996).

1.4 Human neuroimaging and electrophysiological 
studies of biological motion perception

The first suggestion that humans may possess specialized biological motion
perception mechanisms came from a point light display depicting a moving
body designed to investigate the response properties of medial temporal/V5, a
region of occipito-temporal cortex known to respond to motion. In this f MRI
study activation was observed in MT/V5 as well as areas of superior temporal
cortex. This was regarded at that time as surprising, as the activation appeared
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to lie in brain regions traditionally regarded as participating in auditory speech
processing (Howard et al. 1996). Localization of primary auditory cortex was
not performed in this visual stimulation study. In a PET study published in the
same year Johansson displays of body motion (depicting a person dancing),
hand motion (depicting a hand reaching for a glass and bringing it to a mouth),
object motion (depicting a three-dimensional structure rotating and pitching)
and control conditions, consisting of either random dot motion or a static 
display of randomly placed dots, were shown to a group of healthy subjects
(Bonda et al. 1996). The human motion conditions selectively activated the
inferior parietal region and the STS. Specifically, the body motion condition
selectively activated the right posterior STS, whereas the hand motion condi-
tion activated the left intraparietal sulcus and the posterior STS (Bonda et al.
1996). In a more recent fMRI study, a Johansson display depicting a walker
was used and the activation contrasted to control conditions that included a dot
display with non-random motion and a gender discrimination task with real
images of faces (Vaina et al. 2001). Biological motion differentially activated
a large number of dorsal and ventral regions, most notably the lateral occipital
complex, but the STS was not preferentially activated in this study.

Grossman and colleagues found that biological motion stimuli depicting
jumping, kicking, running and throwing movements produced more right STS
activation than control motion irrespective of the visual field in which the 
biological motion display was presented. Conversely, the control motion,
including scrambled biological motion displays, activated MT/MST areas 
and the lateral-occipital complex (Grossman et al. 2000). Moreover, the STS
region could also be activated by imagining Johansson stimuli, although 
the size of the activation was small (Grossman et al. 2000). While the most
robust STS activation was elicited by viewing upright Johansson displays, 
a smaller STS activation signal was also seen to viewing inverted Johansson
displays.

While biological motion clearly activates the STS region in humans, the
function of the region may be more general in performing a visual analysis of
bodies based on either the characteristic patterns of articulation that comprise
biological motion or information about bodies that can be derived from static
images (Downing et al. 2001); hence the term ‘extrastriate body area’ has
been applied to one cortical region within the STS complex.

1.5 Biological motion perception versus human 
motion perception

As in non-human primates, responsiveness to Johansson-like displays of facial
motion is present in STS regions that also respond to real images of facial
motion, e.g. nonlinguistic mouth movements (Puce et al. 2003), although the per
cent magnetic resonance signal change to the Johansson-like face was smaller

Physiology of biological motion 7

Wolpert-ch01.qxd  11/18/03  8:09 PM  Page 7



than that observed to the natural facial images. In parallel to the neuroimaging
data, direct measures of neural activity in humans, in the form of scalp ERPs,
are elicited to Johansson-like and real images of faces (Thompson et al.
2002b), with a prominent negativity occurring at around 170 ms post-motion
onset (N170) over the bilateral temporal scalp. This activity is significantly
greater than that seen to motion controls.

Over the latter half of the 1990s, a series of PET and f MRI studies exam-
ining activation to viewing the motion and actions of others have pointed to 
the existence of cortical networks that preferentially process certain attributes
of these high-level visual displays (reviewed by Allison et al. 2000; Blakemore
and Decety 2001). Fig. 1.3 displays activation observed in these studies, lying 
along the posterior extent of the STS and its ascending limb in inferior parietal
cortex in response to observing movements of the body, hands, eye and mouth.
Activation in these regions can also be elicited to imagining the motion of 
others (Grossman et al. 2000), and additionally to viewing static images of
implied motion (Kourtzi and Kanwisher 2000).

Interestingly, differences in activation patterns can occur when subjects
view compatible versus incompatible motion of the head or body (Thompson 
et al. 2002a). Specifically, the bilateral posterior lateral temporal cortex is active
when viewing compatible motion. By contrast, viewing incompatible motion
activates the right posterior lateral temporal cortex, left anterior temporal cortex,
left temporoparietal junction and left precentral gyrus. This extended network 
of activation might be due to the novelty or salience of the incongruent body 
and head motion stimuli (Downar et al. 2002). The differential experience with
compatible and incompatible motion may explain STS cell sensitivity to the
compatibility of motion direction and body view during the locomotion
described above.

What is unique about the motion of animate beings? Animals and humans
possess articulated joints, enabling the movement of body parts without 
having to maintain a constant spatial relationship in space relative to each
other. This results in the ability to produce a limitless set of movements. Man-
made objects, such as utensils and tools, in general do not have this capability.
Beauchamp et al. (2002) investigated the differences in brain activation to
these different types of high-level motion stimuli. Interestingly, observing
human motion stimuli activated the STS and observing the motion of
tools/utensils activated cortex ventral to the STS, on the MTG. In another
fMRI experiment in this same study, stimuli depicting articulated and non-
articulated human motion were presented. The STS responded to the articu-
lated human motion and the MTG to non-articulated motion, indicating that
these high-order processing mechanisms process selectively the higher-order
motion type (Beauchamp et al. 2002).

Grezes et al. (2001) also reported activation differences between observing
rigid and non-rigid motion. Specifically, they observed an anterior–posterior
gradient of activation in the STS regions, with non-rigid motion producing 
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the most anterior activation. Additionally, they observed activation in left
intraparietal cortex to non-rigid biological motion (Grezes et al. 2001). 
The magnitude of the activation in the STS to biological motion, and indeed
in other cortical regions, can be coloured by the task requirements and 
the attention that the observer places on the ‘human’ quality of the motion
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(Vaina et al. 2001). Additionally, attention to the displayed emotion enhances
fMRI activation in the STS, whereas increased activation to facial attributes
per se, such as identity or isolated features, increased activation in all known
face-sensitive cortical regions (Narumoto et al. 2001).

(a) Social cognition

The limbic system, in conjunction with the orbitofrontal cortex and the STS,
is thought to form a network that is involved in social cognition (Baron-Cohen
1995; Brothers 1997; Adolphs 1999). One important aspect of social cognition
is the identification of the direction of another’s attention from their direction
of gaze or head view (Perrett et al. 1985a, 1992; Kleinke 1986; Allison et al.
2000; Emery 2000). Indeed, the existence of an eye direction detector has
been postulated in this hierarchical system of social cognition, which at its top
level allows us to ‘mindread’ and infer the intentions of others (Baron-Cohen
1995; Baron-Cohen et al. 1997). While there is evidence for cell populations
coding for eye and attention direction within STS (Perrett et al. 1985a, 1992),
the populations are not anatomically grouped in such a way that scalp evoked
potentials are necessarily linked to a given eye direction (Bentin et al. 1996;
Eimer 1998; Taylor et al. 2001). Our attention and behaviour can be modified
when confronted with a face with averted gaze. A peripheral target stimulus is
detected by normal subjects more efficiently when it lies in the direction of
gaze of a central stimulus face (Friesen and Kingstone 1998; Driver et al.
1999; Hietanen 1999, 2002; Langton and Bruce 2000). Moreover, patients with
unilateral neglect are less likely to extinguish a contralesional target stimulus
when it lies in the gaze path of a stimulus face (Vuilleumier 2002). Following
the attention direction of someone’s gaze may be such an over-learned
response that it needs little conscious awareness.

(b) Gaze perception

Neuroimaging studies involving gaze perception indicate that there is an
active cortical network involving occipito-temporal cortex (fusiform gyrus,
inferior temporal gyrus, parietal lobule and bilateral middle temporal gyri)
when subjects passively view gaze aversion movements (Wicker et al. 1998).
One prominently active region to viewing eye movements (gaze aversion and
also eyes looking at the observer) is the cortex around the STS, particularly in
the right hemisphere, and this same region is active also to viewing opening
and closing movements of the mouth (Puce et al. 1998). Thus, as is evident
from the single cell responses, the STS region contains neural populations 
representing multiple aspects of the appearance of the face (including gaze)
and body and their motion; the STS should not be considered exclusively an
‘eye detector’ or ‘eye processor’. The STS is more activated during judgements
of gaze direction than during judgements of identity, whereas the fusiform and
inferior occipito-temporal activation is stronger during judgements of identity
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than gaze direction (Hoffman and Haxby 2000). Intracranial ERP recordings
from these structures indicate that the STS responds to facial motion, whereas
the ventral-temporal cortex responds more strongly to static facial images
(Puce and Allison 1999). This is not surprising if one considers that eye gaze
direction changes are transient and their detection might require motion 
processing systems, whereas identity judgements can be made independently
of facial movements. Indeed, the processing of dynamic information about
facial expression and the processing of static information about facial identity
appear neuropsychologically dissociable (Campbell 1992; Humphreys et al.
1993).

(c) Lip reading

Lip reading, an important function for both hearing and deaf individuals, can
be neuropsychologically dissociated from face recognition (Campbell et al.
1986), in a somewhat similar manner to gaze perception. Normal lip reading
uses cortex of the STG in addition to other brain regions such as the angular
gyrus, posterior cingulate, medial frontal cortex and frontal pole (Calvert 
et al. 1997). The STG and surrounding cortex activate bilaterally when sub-
jects view face actions that could be interpreted as speech (Puce et al. 1998;
Campbell et al. 2001), while some regions of the posterior right STS activate
for the sight of speech and non-speech mouth movements (Campbell et al.
2001). Centres of activation to visual speech appear to overlap those associated
with hearing speech (Calvert et al. 1997), indicating that these regions receive
multimodal inputs during speech analysis (Kawashima et al. 1999; Calvert 
et al. 2000). Further evidence for this multimodal integration is a phenomenon
known as the McGurk effect (McGurk and MacDonald 1976), where what
observers hear when listening to speech sounds is altered by simultaneously
viewing mouth movements appropriate to a different speech utterance. Indeed,
magnetoencephalographic recordings of neural activity to speech stimuli show
sensitivity to auditory–visual mismatch (Sams et al. 1991) with activity 200 ms
post-stimulus augmented when the visual speech does not correspond to the
accompanying auditory speech.

(d) The mirror neuron system and action observation/execution

The existence of a mirror neuron system in humans has been investigated 
during the manipulation of objects (Rizzolatti et al. 1996a,b; Binkofski et al.
1999a,b). The activation in fronto-central regions, seen when subjects observe
and/or execute grasping behaviours, is accompanied by activity in the parietal
cortex and STS (Jeannerod et al. 1995; Iacoboni et al. 1999, 2001; Rizzolatti
et al. 2001; Gallese et al. 2002), paralleling the mirror neuron system in 
non-human primates.

Additionally, the secondary somatosensory cortex, SII, located in the tem-
poral operculum is postulated to analyse the intrinsic properties of the graspable
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object while activation observed in the cortex in the intraparietal sulcus 
was thought to be related to kineasthetic processes (Binkofski et al. 1999b),
although strictly speaking it is not part of the mirror neuron system.

The neuroimaging data mesh well with reported disturbances in executing
grasping movements in the neuropsychological lesion literature. For example,
Jeannerod and colleagues have reported a case with bilateral posterior parietal
lesions of vascular origin where there was no difficulty in reaching toward the
location of the object; however, a profound deficit in executing the anticipatory
grasping movement with the fingers occurred to nondescript objects (cylindrical
dowels). Interestingly, there was no deficit in grasping behaviour when well-
known recognizable objects were used in the same test (Jeannerod et al. 1994).
Mental imagery of hand and finger movements was found to be impaired in
patients with unilateral parietal lesions, who had difficulties in producing move-
ments with their hands and fingers (Sirigu et al. 1996). It has been reported that
patients with unilateral parietal lesions have more difficulty in imitating gestures
involving their own bodies relative to movements involving external objects,
particularly if the lesion is in the left hemisphere (Halsband et al. 2001).

The human STS in its posterior extent has been found to be active not only
to the hand and body movements of others (see Fig. 1.3; Allison et al. 2000),
but also to faces (Puce et al. 1998). Interestingly, ERP recordings indicate 
that neural activity can differentiate between types of facial movements 
(Puce et al. 2000). Viewing mouth opening movements produces larger N170
responses relative to viewing mouth closing movements. A similar N170
response gradient is seen for observing eyes averting their gaze away from the
observer relative to eyes focusing their gaze on the observer. Augmented 
neural responses to eye aversion movements may be a powerful signal that the
observer is no longer the focus of another’s attention. Similarly, larger N170s
to mouth opening movements might be important for recognizing the begin-
ning of an utterance (Puce et al. 2000). With recording electrodes sited in the
STS of epilepsy surgery patients, selective responses to mouth opening have
been elicited (see Allison et al. 2000, box 1). No responses were observed to
mouth closing movements or eye deviations, indicating that these regions
might be responsive during lip reading (or the sight of gestures and emotional
expressions in which the mouth opens, e.g. during eating and surprise). The
Talairach coordinates of these electrode positions are comparable to sites of
fMRI activation in lip reading (Calvert et al. 1997).

If eye aversion movements are given a context, late ERPs that differ as a
function of the social significance of the aversion movement can be elicited
(Fig. 1.4; A. Cooper and A. Puce, unpublished data). This was demonstrated
in a visual task where two permanently gaze-averted flanker faces were 
presented with a central face that changed its gaze direction. The central face
could look in the same direction as both flanker faces, setting up an apparently
common focus of attention off to the side (‘group attention’). Alternatively, if
the central face looked away from the observer in the opposite direction to the
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other two faces, a mutual gaze exchange between the central face and one of
the flankers became apparent (‘mutual gaze exchange’). Finally, the central
face could look away from the observer and the other two flanker faces by look-
ing up (‘control’). An N170 ERP to the gaze aversion of the central face was
elicited, and its characteristics did not change as a function of condition 
(see also Puce et al. 2000). A later positive ERP, elicited between 300 and 500ms
post-motion onset (P400) was seen to differentiate in latency as a function of
viewing condition: group attention produced the shortest latency response, 
followed by the mutual gaze exchange condition and then the control condition.

Our non-verbal and verbal facial movements usually do occur in an affective
context, and preliminary ERP data indicate that our brains are very sensitive to
these gesture–affect blends. If facial movements (either non-verbal or verbal)
are combined with different types of affect, temporal scalp N170 peak latency
and the amplitude of later ERP activity can be altered as a function of affect
type (Wheaton et al. 2002b). If gesture–affect combinations are incongruous,
as shown by increased reaction time to classify affect in behavioural data, late
ERP activity from 300 to 975 ms post-motion onset is modulated as a function
of not only affect or gesture but also their combination (Wheaton et al. 2002a).
These preliminary data indicate that the processing of inconsistencies in 
others’ behaviour can be detected physiologically.

ERPs, in the form of N170 negativities occurring over bilateral temporal
scalp regions, have been elicited not only to facial movements but also to hand
and body movements (Wheaton et al. 2001). The N170 activity was larger for
observing hand clenching movements relative to hand opening movements. In
addition, ERP activity was also observed to hand and body motion over the cen-
tral scalp. Interestingly, ERP activity was larger to observing a body stepping
forward than to a body stepping back (paralleling the cellular bias for forward
or compatible direction of locomotion; Perrett et al. 1985b; Oram and Perrett
1994). Taken together, the ERP differentiation in the hand and body movements
might indicate a stronger neural signal for potentially threatening movements
(Wheaton et al. 2001). When fMRI activation to these movement types is com-
pared, there is a robust signal within the temporoparietal cortex to all of these
motion types (Wheaton et al. 2002c). Fig 1.5 summarizes the main findings
from the ERP studies (Puce et al. 2000; Wheaton et al. 2001; Thompson et al.
2002b), and indicates that processing between movement types begins before
200 ms post-motion onset not only in the posterior temporal cortex but also in
the frontocentral regions, which would be expected from the distribution of
action processing evident in fMRI and cell recording.

(e) Gesture and action processing: Implications for disorders of 
social communication

The processing of non-verbally presented messages, in the form of face and
hand gestures, is crucial for social primates to be able to interact with one
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another—and there are considerable similarities in the high-level biological
motion processing systems in human and non-human primates. The importance
of comprehending actions of others may also be evident when such comprehen-
sion is impaired in clinical conditions. Disorders such as autism, Asperger 
syndrome, and schizophrenia are characterized by the inability to form or main-
tain social relationships. This can be difficult if the sufferer cannot process
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incoming social messages communicated by the bodily and facial actions of
others, or sends inappropriate social reactions to such signals (e.g. Williams 
et al. 2001). Further neuroimaging and neurophysiological studies of healthy
subjects and those with impairments of human motion processing may shed
light on the interactions between the various components of these high-level
biological motion processing systems.

A.P.’s research has been supported by the National Health and Medical Research
Council (Australia) and the Australia Research Council.
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2

Teleological and referential understanding

of action in infancy
Gergely Csibra

There are two fundamentally different ways to attribute intentional mental 
states to others upon observing their actions. Actions can be interpreted as goal-
directed, which warrants ascribing intentions, desires and beliefs appropriate to
the observed actions, to the agents. Recent studies suggest that young infants
also tend to interpret certain actions in terms of goals, and their reasoning about
these actions is based on a sophisticated teleological representation. Several 
theorists proposed that infants rely on motion cues, such as self-initiated move-
ment, in selecting goal-directed agents. Our experiments revealed that, although
infants are more likely to attribute goals to self-propelled than to non-self-
propelled agents, they do not need direct evidence about the source of motion for
interpreting actions in teleological terms. The second mode of action-based 
mental state attribution interprets actions as referential, and allows ascription 
of attentional states, referential intents, communicative messages, etc., to the
agents. Young infants also display evidence of interpreting actions in referential
terms (for example, when following others’ gaze or pointing gesture) and are
very sensitive to the communicative situations in which these actions occur. For
example, young infants prefer faces with eye-contact and objects that react to
them contingently, and these are the very situations that later elicit gaze following.
Whether or not these early abilities amount to a ‘theory of mind’ is a matter of
debate among infant researchers. Nevertheless, they represent skills that are vital
for understanding social agents and engaging in social interactions.

Keywords: infancy; referential action; goal-directed action; teleology; theory 
of mind

2.1 Introduction

People cannot help but interpret each other’s actions in terms of hidden 
mental states like beliefs, desires, etc. The attribution of these intentional 
mental states helps them to explain observed, and predict future, behaviour of
others, and also enables them to influence what social partners will do.
According to philosophers (e.g. Dennett 1987), the distinctive aspect of 
intentional mental states is their ‘aboutness’—they are ‘about’ certain states of
the world. There are two fundamentally different ways to interpret actions as
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indicating mental states that are about something. First, we can interpret an
observed behaviour as a goal-directed action. A goal-directed action is ‘about’
the end state of that action; it is performed in order to make the end state
occur. If you see someone drilling a corkscrew into the cork of a bottle of
wine, you will know what this action is about: an open bottle of wine. Because
goal-directed actions are seen to be determined by their end state, this kind of
action interpretation is essentially teleological. Teleological interpretation of
an action enables us to attach a goal to the action (an open bottle), but it also
allows us to attribute to the agent desires (e.g. a desire to drink wine), beliefs
(e.g. a belief that there is wine in the bottle) and possibly further mental states
as well. The second way to reveal what an action is about is to interpret it as a
referential action. A referential action is about the state of the world that it
highlights. If you see someone pointing to a car, you will know what this
action is about: it is about the car. Interpretation of an action as referential
emphasizes some aspect of the world as connected to the agent, and allows
attribution of referential intentions (drawing your attention to the car), com-
municative messages (e.g. ‘this is the car I was talking about’), and other men-
tal states to the agent.

During the past decade, several studies have been published that attempted
to see whether young, preverbal infants are engaged in these kinds of action
interpretations and whether they attribute intentional mental states to others.
The answer to these questions bears relevance to the debates on the origins and
the nature of the human ‘theory of mind’ and may also help us to understand
developmental disorders that are characterized by deficits in social cognition.
This paper reviews some of the evidence relevant to these questions. I shall
argue that this body of evidence unambiguously shows that infants younger
than 1 year of age employ both kinds of action interpretation and do this in a
more and more sophisticated way as they approach their first birthday. 
At the same time, I shall also argue that neither of these action interpretation
systems is necessarily mentalistic; both can function without attribution of
representational mental states. In other words, goals can be attached to actions
without understanding desires, and referents can be identified without figuring
out the meaning of the underlying communicative act. I propose that these two
action interpretation systems operate independently in early infancy. The inde-
pendence of these cognitive mechanisms is supported by various facts: 
they rely on different types of computations, they are triggered by different
stimulus conditions, and they can be dissociated in animal behaviours and
developmental disorders. Crucially, there is no evidence for transfer between
these action interpretation systems (for example attribution of goals on
the basis of referential actions) in infants at, or below, 1 year of age. I suggest

that the combining of these action interpretation systems into a higher-
order mentalistic representation of actions takes place during the second year
of life.
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2.2 Teleological understanding of actions

Understanding goals requires connecting actions not to their antecedents but
to their consequents. Some studies suggest that infants as young as six months
of age are sensitive to the end state of observed events. Woodward (1998), for
example, repeatedly presented infants with an action in which a hand reached
towards and grasped one of two toys. When the infants had been habituated 
to this event, she swapped the toys and the hand either grasped the same toy 
in the new location, or the other toy in the same location. Looking times for
these two events were markedly different: infants looked longer at the hand
grasping the ‘new’ toy at the ‘old’ location, as if they expected the hand to
reach towards the same toy. This result shows that infants are more likely to
associate a grasping hand with the grasped object than with its location, which
is useful for interpreting the grasping action as directed to the goal of acquir-
ing a specific object. Nothing in this experiment, however, demonstrates that
infants do not simply discriminate between end states. It does not show that
they relate actions to end states in an ‘in-order-to’ clause: the hand performed
the reaching and grasping sequence in order to acquire a certain object.

An action is goal directed if it is performed not for itself but to achieve an
end; in other words, if it is an instrumental action. Whether an action is instru-
mental in relation to an end state or not can be intuitively tested by considering
if we would expect it to be performed when it is not needed for goal achieve-
ment. Pulling out a cork from a wine bottle, for example, can be an instru-
mental action to access the wine, but only when the bottle is not empty. Even
when the bottle is not empty, we would not expect to see this action if all the
glasses were filled with wine. As this example suggests, interpreting something
as an instrumental action that has been performed to achieve, and gets its
meaning from, a particular goal state requires consideration of many things—
not just the action and its end state but also the environment in which it occurs.
We have demonstrated that nine-month-old infants are already capable of
doing this trick and, depending on the environment, interpret observed actions
as goal directed.

These studies (Gergely et al. 1995; Csibra et al. 1999) presented infants with
computer animations. Since the seminal work by Heider and Simmel (1944) 
several experiments provided evidence that high-level, sophisticated social
interpretation of actions does not require featural identification of agents (for a
review see Scholl and Tremoulet 2000). Triangles and circles moving on a two-
dimensional surface are readily interpreted as if they were people engaged in
various kinds of social interactions. One explanation of this phenomenon is that
during development the motion patterns of human behaviour are abstracted
away from their usual context and from human features, and when these 
patterns are recognized in artificially created animations, we tend to project 
further human attributes to those abstract figures. An alternative explanation,
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which I defend here, suggests that certain motion patterns that allow interpre-
tation of the behaviour of the abstract figures as goal-directed actions will
always attract such an interpretation and this tendency does not depend on
extensive experience with human behaviour. This explanation predicts that
young infants will as readily attribute goals to animated figures as they do to
human agents.

Our experiments repeatedly presented infants with a simple animation 
(Fig. 2.1) in which a ball approached and contacted another ball by jumping
over an obstacle. In this event, the jumping action can be interpreted as an
instrumental action because it is necessary to achieve the end state (the spatial
position beside the other ball). Whether or not the infants arrived at the same
interpretation was tested by showing them two modified versions of the event
and measuring their looking time. In the test events, we removed the obstacle,
which changed the relevant aspects of the environment in a way that made 
the jumping action unnecessary for goal achievement. One of these events
(old action) displayed the same jumping approach, which, however, was no
longer necessary and was therefore inefficient, while the other event (new
action) displayed a straight-line approach to the same position, which was an
efficient action in the new situation. If infants interpreted the original event as
a goal-directed action, they should find the new instrumental action more
compatible with their interpretation and should respond with longer looking
at the old, inefficient action.
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This is exactly what we found in 9- and 12-month-old infants (see figure 1).
Further control studies were performed to verify whether these looking time dif-
ferences were indeed attributable to the interpretation of the habituation event. The
control studies involved the same test events but they were preceded by a habitu-
ation event, which differed only slightly from the original habituation event but did
not show a proper instrumental action. In this event the ‘obstacle’ was positioned
not in between the two balls but behind the moving ball (see Fig. 2.2). In this envi-
ronment the jumping action cannot be considered to be an instrumental action,
and the infants were not expected to attribute the end position as the goal of the
moving ball’s action. Their looking times confirmed this prediction.

How can we explain infants’ early emerging ability to attribute goals to 
animated shapes? We have proposed (Gergely and Csibra 1997; Csibra et al.
2003) that, watching these animations on a computer screen, infants adopt 
a teleological stance. The teleological stance is akin to the intentional stance of
Dennett (1987) in that it represents an interpretational strategy that seeks to
construe an event in terms of goals (see Keil (1995) for a different version of
the teleological stance). It is, however, different from the intentional stance in
that it does not attribute mental states to the agents (I will return to the relation
between these two stances later). Note that the teleological stance (and the
intentional stance) is not an explicit inferential system but a bias: a tendency to
construe events in accord with a certain formal structure. Construing an action
as goal-directed implies, as we have seen, relating at least three different
aspects of the observed event to each other: the behaviour, its physical context
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and the end state (see Fig. 2.3). These three elements will create a well-formed
teleological representation of the event if, and only if, the behaviour is 
an efficient action towards the end state in the given physical environment.
The habituation event in our study (Fig. 2.1) met this criterion (jumping over
the obstacle was the most efficient action towards the end position in that 
environment) while the habituation event in the control study (Fig. 2.2) did 
not (jumping over nothing was not an efficient action towards the end position
in that environment). Thus, the habituation event represented in Fig. 2.1
allowed goal attribution, while the habituation event represented in Fig. 2.2
did not, and this difference was reflected in the differential patterns of looking
time by infants.

As Fig. 2.3 suggests, goal attribution and efficiency evaluation are insepa-
rable in the teleological stance. But perhaps this is only true for behaviours of
abstract figures, and infants may be willing to attribute goals to inefficient
actions as well, if they are performed by real human beings. Recent studies
suggest that this is not the case. Woodward and Sommerville (2000), for exam-
ple, presented infants with two transparent boxes that contained two different 
toys. They habituated 12-month-old infants to an action in which a hand 
first touched one of the boxes, then opened it and grasped the toy inside. After
habituation, the toys were swapped between the boxes. During the test event
the hand either touched the same box as before (which, however, now con-
tained the other toy) or it touched the other box (which contained the same toy
that had been previously grasped). Infants looked longer at the former action,
indicating that they did not expect the hand to perform the familiar action seen
before, as that was no longer necessary, and in fact would have been an inef-
ficient way to obtain the goal object (i.e. the toy that had been grasped during
habituation). In a control study Woodward and Sommerville habituated the
infants to the same hand actions (first touching the box, then grasping the toy)
with the exception that the toys were not inside but in front of the boxes;
hence, opening the box could not have been considered as an efficient instru-
mental action for grasping the toy. In this condition, the infants did not
develop any specific expectation about which box the hand should touch when
the toys were swapped and, in fact, they even looked slightly longer when the
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hand touched the other box. Note that, just as in our study described above,
the only difference between the two conditions was the efficiency of the
action: opening the box is an efficient instrumental action if, and only if, the
target object is in the box.

A more recent study has also demonstrated that infants do care about 
efficiency when they interpret actions in terms of goals. Onishi’s (2001) studies
also confirmed that actions (removing obstacles) that make a target object
accessible to a hand are interpreted as goal-directed by 10-month-old infants,
but the same actions do not lead to goal attribution if they are not justified by
the relative positions of the obstacles and the target object. Furthermore, evalu-
ating the efficiency of actions is not restricted to looking-time context either.
Gergely et al. (2002) provided evidence that infants modulate their imitative
behaviour according to the justifiability of the goal-directed actions performed
by a model. These authors replicated the well-known demonstration of
Meltzoff (1988) that 14-month-old infants tend to imitate a behaviour that they
have never seen before and would not perform spontaneously. In Meltzoff’s
study, infants watch a model leaning forward and touching an object on a table
with his head, causing it to light up. A week later, when they are brought back
to the laboratory, the majority of the infants perform the same action. In an
additional condition, however, Gergely et al. slightly modified the model’s
behaviour. Before touching the object with her forehead, the experimenter
covered her shoulder with a blanket, which then she held onto tightly with 
her hands—then she performed the same action. Or was it the same action?
Touching the object with her head was a perfectly reasonable action in a situa-
tion where the actor’s hands were unavailable, while in the other situation,
where she kept her hands free, it just seemed unjustifiable. If infants are not
sensitive to this difference, they should imitate the head-action equally. In fact,
only a minority of them imitated the head-action in the ‘hands occupied’ ver-
sion, which suggests that they interpreted this action as an instrumental action
that one does not have to copy if he or she is free from the constraints that
affected the model. In other words, they could attempt to achieve the same
effect in the most efficient manner that was available to them: by touching the
object with their hands. Infants do care about efficiency of perceived actions.

We have seen that nine-month-old infants will attribute the end state as the
goal of the action if it is an efficient instrumental action, but people do not have
to observe a complete action to attribute a goal to it. We can figure out what the
goal of an action could be by considering what end state that action would 
be instrumental to. Pulling out the cork from a bottle is most likely to be car-
ried out in order for the agent be able to access the content of the bottle. When
we make these kinds of inferences, we have information about the agent’s
behaviour and the physical environment in which it takes place. We then adopt
the teleological stance, and try to fill out the missing third element (the end
state) of the teleological representation in order to satisfy the well-formedness 
criterion of efficiency (see Fig. 2.3). Can infants do the same trick?
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Meltzoff (1995) let 18-month-old infants watch a model who performed
apparently failed actions on novel objects. When these babies had a chance to
imitate the model, they did not copy the failure but performed the complete
intended action that led to the goal state that one could have inferred from the
model’s behaviour. This is a clear demonstration that 18-month-olds do not
have to see the goal realized in order to be able to attribute it to an action.
Twelve-month-old infants, however, fail in this task (Bellagamba and
Tomasello 1999), suggesting that they may not be able to extract the goal from
the observation of failed attempts. It is possible, though, that this test requires
too much from babies: they not only have to attribute an unseen goal to the
agent, they also have to ignore the observed end state of the action and replace
it with an inferred one. In other words, Meltzoff’s task requires a kind of coun-
terfactual reasoning that may exceed 12-month-old infants’ capabilities even
if they were able to figure out goals for unfinished actions.

To avoid the complications inherent in the Meltzoff (1995) study, we created
a computer animation that allows teleological interpretation of an action even
though the goal is never seen achieved (Csibra et al. 2003). The animation
shows a simple chase event in which a bigger ball follows a smaller one (see
Fig. 2.4, habituation event). When the small one passes through a narrow gap
between two barriers, the big ball takes a detour around the barriers and then
continues its path in the direction where the small one left the screen. The goal
of the big ball can easily be identified: catching the small ball. Note, however,
that this goal is never seen achieved and can only be inferred from the 
evaluation of the big ball’s behaviour. We performed two different tests on two
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different groups of 12-month-old infants to check whether they interpret the
unfinished chase event as a goal-directed action. In the first test (Fig. 2.4), we
changed the physical environment by enlarging the gap between the barriers
and presented two actions: the big ball either adjusted its path to the new con-
straints and followed the small ball through the gap (congruent action), or took
the same detour as before, which, however, was no longer an efficient action
towards the same goal (incongruent action). In the second test (Fig. 2.5), we
opened up the previously hidden part of the scene where the balls had left and
confronted the infants with two different endings for the story: the small ball
halted and the big ball either stopped next to it (congruent goal) or changed
its path, travelled past the small one, and left the scene (incongruent goal).
Seeing an incongruent action or an incongruent goal resulted in longer looking
times than seeing the corresponding congruent action or congruent goal
events, indicating that 12-month-old infants took the teleological stance and
were able to figure out the unseen goal of an agent. This result was recently
replicated by Wagner and Carey (2002).

The teleological representational schema for actions (Fig. 2.3) allows 
a further type of inference as well. So far we have seen that, knowing the goal
and the physical constraints, infants can predict new actions, and, knowing the
physical constraints and the actions, they can attribute goals. A third type of
inference that one can logically derive from this representational format would
allow figuring out some invisible physical constraints on the basis of the observed
action and its end state. This inference would be drawn on the same basis as 
the previous inferences: filling in the missing element (in this case, the physical
constraints) of the schema with something that makes it a well-formed 
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representation, i.e. with something that satisfies the efficiency principle. To
elaborate our example, if someone takes a corkscrew and starts drilling it into
a bottle, we will spontaneously assume that there is a cork in the bottle,
because otherwise this action would not make any sense, i.e. it could not be
interpreted as an efficient action towards the known goal (accessing the wine
in the bottle).

To test whether infants make similar inferences, we presented them with 
a computer-animated event (Csibra et al. 2003), which was similar to those 
we used in our earlier studies (see Fig. 2.1): a ball approached another ball by
a jumping action. The event here, however, differed from the original studies
in two respects: we made the animation three dimensional, and occluded the
part of the space that the ball jumped over (Fig. 2.6). In the test phase, the
occluder was removed and it either revealed an object or an empty space. If
infants justify the observed jumping action by inferring the presence of an
obstacle behind the occluder, seeing the obstacle would confirm, while seeing
the empty space would violate, their expectation, which should be reflected by
longer looking time in the latter case. This is exactly what we found. Twelve-
month-old infants inferred the presence of an obstacle on the sole basis of 
the behaviour of the ball. Note that the absence of the obstacle does not 
violate any physical knowledge; it does not have to be there. But its absence
violates our expectation that the object approaches its goal efficiently and
questions the interpretation that the action is performed in order to achieve an
end, i.e. that it is a goal-directed action.

All these results indicate that, at least by their first birthday, if not earlier,
infants rely on a quite sophisticated teleological representational system when
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they interpret behaviours, and they use this system productively to figure 
out invisible aspects of actions (Csibra et al. 2003). Does this conclusion
entail that they use a ‘theory of mind’, i.e. do they attribute representational
mental states, such as intentions, desires and beliefs to the agents? Infants
may, indeed, interpret the observed behaviours in mentalistic terms, but this is
not a necessary implication of these results. No doubt, one could account for
these findings by assuming that the infants interpreted the observed event as ‘the
ball wanted to touch the other ball, believed that the obstacle was impenetra-
ble and decided to jump over it’. In this interpretation, the elements of the 
teleological schema are projected into the agent’s mind as contents of his/her
mental states: goals become desires, constraints become beliefs, and actions
become intentions (Fig. 2.7). Note, however, that, within the particular context
of action interpretation, there is no benefit gained from the computationally
more demanding mental state attribution—one can predict exactly the same
actions from goals and physical constraints as from contents of desires 
(i.e. goals) and contents of beliefs (i.e. physical constraints). The additional
benefit of relying on mental states comes from situations where the mental
states are attributed independently of the actual action and are used in action
predictions (‘he opens the bottle but he does not like wine, so he wants to offer
it to someone else’). But none of the studies I have reviewed above required
such inferences and therefore they did not provide conclusive evidence for
mental state attribution. In fact, we have argued earlier (Csibra and Gergely
1998) that a non-mentalistic, purely teleological action interpretation system
(the teleological stance) developmentally precedes the later emerging mature
theory of mind (the intentional stance).

A further question arises from the fact that interpreting an action as goal-
directed is not a causal inference but a result of a specific stance (whether it is
teleological or intentional). What makes infants decide that an observed behav-
iour is to be interpreted from this stance, i.e. it is to be evaluated in terms of its
efficiency? We all take the intentional stance when dealing with fellow human
beings, but we also apply mentalistic terms to animals, to natural phenomena,
and even to machines (see Dennett 1987), and neither Heider and Simmel’s
(1944) triangles nor our jumping balls had any animate, let alone human, 
features. A plausible assumption is therefore that we (and infants) rely on
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behavioural, rather than featural, cues to identify agents that are possibly
engaged in goal-directed actions. The most direct hypothesis about these 
cues was put forward by David Premack (1990). According to him, infants
will treat as intentional (hence goal-directed) any agent that appears to be 
self-propelled. This idea has been incorporated into several theories of 
infant development (Mandler 1992; Baron-Cohen 1994; Carey and Spelke 1994; 
Leslie 1994) and was originally one of the hypotheses that inspired our studies
(Gergely et al. 1995). Surprisingly, however, not much research was devoted to
verifying this hypothesis. Some studies (e.g. Kaufman 1998) suggest that infants
make a distinction between self-propelled and externally driven objects from an
early age and develop different kinds of expectations towards the two classes
of objects (Luo and Baillargeon 2002). Our recent studies indicate that 
12-month-old infants are more likely to attribute goals to animated agents that
appear to move by themselves than to agents that are launched by other objects
(Gergely and Csibra 2003). This indicates that self-motion does indeed work
as a cue for goal-directedness.

But this is not the whole story. Infants in our study were more reluctant to
attribute goals to externally propelled objects but still tended to take the tele-
ological stance towards them as long as their behaviour appeared efficient.
Even when we removed all cues of self-motion and animacy but left enough
information to evaluate the efficiency of goal approach (Csibra et al. 1999), 
9- and 12-month-old infants were willing to attribute a goal to the observed
action. These results suggest that, although self-propulsion works as cue, it is
not obligatory and there may also be other cues for goal-directedness. Such
cues can be derived from the efficiency principle itself. The principle requires,
for example, that behaviours directed to the same goal be adjusted in relation
to the relevant aspects of the environment in which they occur. Consequently,
the perception of behavioural adjustment that is a function of situational 
constraints may serve as the triggering condition for analysing the behaviour
as goal directed.

The left side of Table 2.1 summarizes the proposed specifics of the cognitive
system that allows infants to interpret actions as goal-directed.

2.3 Referential understanding of actions

Understanding an action as referential requires linking the actor’s behaviour to
specific objects or to specific aspects of the environment. These actions, such
as pointing to or looking at an object, normally occur in communicative con-
texts, direct the observer’s attention to that object, and may help to secure a
referent for other communicative signals, such as verbal utterances.

Studies on early language acquisition indicate that there is a special context
where referential understanding of actions is indispensable. Young children
have been shown to be specifically sensitive to where someone is looking or
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pointing at when uttering a new word and interpret the word and the observed
action as referring to the same thing (Baldwin 1993; Tomasello 1999; Bloom
2000). In other words, they use referential interpretation of non-verbal actions
to disambiguate the new word’s referent. This is a clear demonstration that 
18-month-old infants can understand actions in referential terms. Unfortunately,
linguistic tests are difficult to administer before 18 months of age so they are not
feasible for testing the understanding of referential actions in younger infants.

To find earlier referential contexts that do not rely on word learning, Louis
Moses and his colleagues turned to another phenomenon, known as ‘social
referencing’ (Moses et al. 2001). When infants are confronted with a new 
situation or with a novel object, they tend to check their parents’ or other
adults’ face before approaching it, and modulate their behaviour accordingly
(Campos and Stenberg 1981). For example, they cross a visual cliff, if their
mother is smiling at the other side, but refrain from crawling over if she looks
worried (Sorce et al. 1985). Moses and his colleagues tested whether this mod-
ulation of behaviour is specific to the object that the adult was looking at when
she expressed a certain emotion. They arranged situations where an experi-
menter and the infant were focusing on either the same or different objects, and
then the experimenter expressed either a positive or a negative affect both ver-
bally and by facial expressions. In response to this, infants always looked at the
adult’s face and checked their line of regard. If infants understand the adult’s
emotional expressions in referential terms, they should modulate their behavi-
our towards the object that the experimenter was looking at with that emotion,
even when their own attention was engaged by another object. And this is 
precisely what they found. Twelve-month-old infants explored the target object
longer when it had been associated with positive affect, even when it was not
in their own attentional focus. This is a clear evidence for referential under-
standing of looking.
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This referential understanding of looking behaviour is assisted by infants’
tendency to follow the gaze of other human beings. If you make eye contact
with a 12-month-old infant and then conspicuously look at some other object
in the environment, she will follow your gaze and many times she will rest her
gaze on the same object. This behaviour, which is often called ‘joint attention’,
emerges during the second half of the first year and its accuracy develops 
rapidly (Butterworth and Jarrett 1991).

But sensitivity to the gaze direction of others can be demonstrated even 
earlier in laboratory situations. If three- to six-month-old infants are presented
with a target object on one side of a computer screen, they are more inclined to
orient towards it if they perceive a gaze-shift on a face to the same direction just
milliseconds earlier (Hood et al. 1998). This phenomenon has been shown to be
partly explainable by sensitivity to motion cues provided by the perceived shift
of pupil position (Farroni et al. 2000), but this does not account for all aspects
of the results. Recent studies revealed that pupil motion cues are effective in elic-
iting shifts of attention in infants if, and only if, they are preceded by a period of
eye contact (Farroni et al. 2003). Motion cues do not elicit attentional shifts if the
perceived gaze of the face on the computer screen is moving from the side to the
centre (i.e. from an averted to an eye-contact position), or when the face is pre-
sented upside down. This makes sense because, at least in humans, making eye
contact is the simplest way of establishing a communicative situation, and refer-
ential actions usually occur in communicative contexts.

An interesting hypothesis that one can draw from these results is that refer-
ential understanding of actions is assisted by infants’ sensitivity to two kinds
of cues: those that indicate a communicative situation and those that indicate
spatial directions. The combination of these two tendencies (‘look for com-
municative situations and, if you find one, follow the direction’) may ensure
that infants will find the referent of a communicative act in most cases. Again,
the sensitivity to communicative situations does not imply an understanding
of communication. Rather, it represents a bias in processing the information
available in the infant’s environment. This hypothesis provided us with the 
prediction that even the youngest infants must be sensitive to the best cue for
a communicative situation, i.e. eye contact. We tested this hypothesis with 
newborns in a simple preferential looking paradigm (Farroni et al. 2002).
Seventeen 1–5-day-old newborns were shown two faces: one that looked
straight at them (direct gaze) and one that looked away (averted gaze). All but
two of them looked longer at and all of them looked more times towards the
face with the direct gaze (Fig. 2.8). This early, and most probably innate, pre-
ference for eye contact can be interpreted in various theoretical frameworks
that were developed to explain early sensitivity to social cues. It fits well into
the eye-direction detection mechanism hypothesized by Baron-Cohen (1994)
and it can also be adapted into Morton and Johnson’s (1991) ‘CONSPEC’
mechanism, which orients babies to faces. The fact that faces with direct gaze
engage four-month-old infants’ brain circuits that are associated with face 
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perception stronger than do faces with averted gaze (Farroni et al. 2002) is
more consistent with the latter theory. But whatever the exact mechanism is,
the fact that newborns are sensitive not just to faces (Johnson et al. 1991) and
eyes (Batki et al. 2000) but also to eye contact gives them a kick-start towards
understanding referential actions.

However, eye contact is not the only method for establishing a communicative
situation. Contingent responses from a source may also indicate that the
source is communicating with you. John Watson argued 30 years ago that very
young infants’ well-known sensitivity for objects that respond to their own
actions with high but imperfect contingency is not simply a preparedness for
operant conditioning but a way to find social partners in the world (Watson
1972). Susan Johnson and colleagues have demonstrated that 12-month-old
infants will follow the ‘gaze’ of a non-human object if it reacts to the children’s
actions and vocalizations contingently (Johnson et al. 1998; see also Chapter
10 this volume). This is a very clear example of interpreting a behaviour as a
referential action when the only cue for treating the object’s behaviour mean-
ingfully is the communicative situation established by contingent reactivity.
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And contingent reactivity can indicate a communicative context for 10-
month-old infants even when it comes from a clearly mechanical object, like
a robot (Movellan and Watson 2002).

This example suggests that early understanding of referential actions evident
in ‘gaze following’ phenomena originates not from a rich comprehension of
the link between a mental state of an agent and its referent but from a blind
tracking of motion cues in communicative contexts. In other words, referen-
tial interpretation of actions, just like teleological interpretation of actions,
represents not a knowledge but a ‘stance’. Taking this ‘referential stance’ trig-
gers a search for referents on the basis of directional cues and should be ini-
tially restricted to well-defined communicative contexts. This interpretation of
early capacities explains several aspects of the results in this field. Although
infants tend to follow the gaze of others, initially they will not find the object
looked at by the other person (Butterworth and Jarrett 1991). Even when nine-
month-old infants follow pointing gestures, they would not necessarily asso-
ciate the pointing action with the pointed object (Woodward and Guajardo
2002). It is not before they are 16 months of age that they tie directional
motion cues to the line of regard of others correctly, for example, when they
follow head turns that they observe from behind (Muir and Lee 2002; see also
Johnson 2003).

What purpose does this rudimentary understanding of referential actions
serve, if it does not specify what the actor’s intentions have been behind
his/her actions, i.e. if it does not provide mental state attribution? The answer
seems obvious: referential understanding of actions might have evolved to
support children’s word learning. If infants interpret linguistic utterances and
non-verbal communicative actions, like looking or pointing, in referential
terms, then they can assume that simultaneous references by the same person
will refer to the same object. If nonarbitrary referential relationships, like the
spatial relationships inherent in looking and pointing, help them find a refer-
ent, it may also help them establish arbitrary referential relationships, like the
one between words and objects. (The study by Moses et al. (2001) that is men-
tioned above shows how this works in a non-linguistic context.) This role of
action interpretation in word learning is well documented (Baldwin 1993;
Tomasello 1999; Bloom 2000) but it is usually assumed that this interpreta-
tion must yield a mental state (i.e. the referential intention of the speaker), to
which both the verbal and non-verbal actions can be mapped. This is, however,
not required; direct mapping between words and non-verbally referred 
objects can also function as a bootstrapping mechanism into word learning. 
Recently, Sperber and Wilson (2002) have also proposed that the early process-
ing of communicative signals may not be based on general-purpose mind-
reading mechanisms but relies on a sub-module which evolved to support fast
comprehension of ostensive stimuli. Understanding of referential intentions
does indeed play an important role in language acquisition from 18 to 24
months of age. Nevertheless, the development of this essential cognitive skill

38 Gergely Csibra

Wolpert-ch02.qxd  11/18/03  8:10 PM  Page 38



suggests that an understanding of referential intentions is not a precondition
for, but the product of, understanding referential actions. This hypothesis is
parallel with the one I proposed for teleological action understanding. Just as
the notion of pre-existing goals (i.e. desires) is derived developmentally from
teleological understanding of actions, and not the other way around, I propose
that the notion of pre-existing ‘meaning’ (i.e. the communicative message) is
derived developmentally from referential understanding of actions, and not
the other way around.

It is not yet clear how this development is achieved. However, early under-
standing of referential actions, at least in one respect, seems to be very similar
to the principle that governs mature human communication, the relevance
principle (Sperber and Wilson 1986). The application of both the relevance
principle and the referential interpretation of actions depends only on the 
recognition of a communicative context, and both work as a presumption that
cannot be violated. The specifics of the referential action interpretation system
are summarized in Table 2.1.

2.4 Teleological versus referential understanding of actions

The evidence reviewed so far suggests that 12-month-old or even younger
infants readily interpret action as goal-directed or referential. What is the rela-
tionship between these two types of action understanding? Some researchers
of infants tend to treat these two kinds of action interpretation as equivalent
(e.g. Phillips et al. 2002; Woodward and Guajardo 2002), calling them both
‘object-directed actions’. This is because in the majority of experiments with
infants the agent’s goal is to seize an object or the referred state of affairs is an
object. I think, however, that ‘object-directedness’ is a misleading term because
it relies on a surface similarity between these particular cases of action inter-
pretation (namely, that both refer to a relationship between an agent and a 
distal object) and conceals the fact that they rely on different kinds of action
understanding. Indeed, a comparison of the specifics of these two systems (see
Table 2.1) suggests that there is not much common in them: they are triggered
by different cues, apply different representations and computations, serve dif-
ferent functions, and are likely to be implemented in separate mechanisms.

One may argue, however, that the distinction between these systems is 
artificial; after all, both represent intentional actions and the difference
between them is simply determined by the content of the actual intention. In
other words, they may be subsystems of a single ‘theory of mind’ mechanism
(Leslie 1994). Nevertheless, it is not only formal arguments that support the
claim that these two kinds of action interpretation reflect two distinct cognitive
mechanisms. Various kinds of dissociations confirm that these action interpre-
tation systems can operate independently without the help of a higher-level 
theory of mind. The first of these dissociations occurs in the animal kingdom.
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Chimpanzees, for example, seem to be able to attribute goals to observed
actions (Uller and Nichols 2000), and can be trained to follow gaze alterations
(Tomasello et al. 2001; Okamoto et al. 2002). They also understand what other
individuals can see (Call 2001). However, there is no evidence that they con-
ceive representational mental states at all (Call and Tomasello 1999), and
indeed, their understanding of seeing does not reflect an understanding of refer-
ence (Povinelli et al. 1999). A second dissociation can be seen in autism, a
developmental disorder characterized by severe difficulties in attributing mental
states to others (Frith 2001). However, people with autism can attribute goals to
animated shapes the same way as typical children (Abell et al. 2000; Castelli 
et al. 2002), suggesting that their teleological action interpretation system is intact.
At the same time, their main difficulties seem to be rooted in a non-functioning
referential interpretational system: they do not make eye contact (Phillips et al.
1992), fail to understand eye gaze (Baron-Cohen 1994), and as a result their
acquisition of language is seriously delayed and impaired. These dissociations
could hardly occur if the two action interpretation systems discussed in this
paper were simply different manifestations of the same mechanism (for a more
detailed discussion of these dissociations see Gergely (2002)).

A third type of dissociation is provided by the studies of human infants
themselves. If a single, mentalistic action interpretation system existed, which
could attribute intentions by both teleological and referential interpretation of
actions, it would provide a link between these mechanisms, as it does in older
children and adults. We can use a referential act (e.g. pointing) to figure out
the likely goal of another person (e.g. obtaining the referred object); and can
use a goal-directed act (e.g. searching) to figure out the referent of a word
(Tomasello and Barton 1994). There is no evidence, however, that young
infants would be able to make such inferences. Thus, I hypothesize that these
two action interpretation systems initially represent separate mechanisms
which will be integrated into a higher-order, mentalistic action interpretation
during the second year of life.

Indeed, a suitable test for whether and when infants attribute mental states
to others would be a demonstration of a transfer between these systems. At
what age do infants pass this test? A recent study claimed to demonstrate 
such a transfer, i.e. goal prediction on the basis of looking behaviour, at 12 and
14 months of age. Phillips et al. (2002) habituated infants to a person looking
at one of two objects with a positive emotion. In the test phase, infants dis-
played longer looking time when the person held in her hands the other object
than when she held the same object. Phillips et al. concluded that infants were
able to predict a goal-directed action (grabbing an object) from the referential 
relation (looking) between the person and one of the objects. Note, however,
that no instrumental action was presented to the infants in these studies. 
They may have inferred that a certain action (grabbing the object) must have
taken place between looking and holding behind the closed curtain, but they
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did not have to do that. All they needed to do was match two referential actions
(looking, and holding plus looking) with their referent and notice the change of
the referred object. In other words, they could have detected the incompatibility
between habituation and test events without goal attribution and action predic-
tion, i.e. entirely within the referential action interpretation system.

Other laboratories (e.g. Sodian and Thörmer 2000) have also been trying to
establish the age when a link between teleological and referential understand-
ing of actions can be demonstrated. Further research is needed to establish 
not just the timing but also the mechanism of the integration between these 
systems, as this step represents a major milestone in the development of a
mature theory of mind.

I thank Teresa Farroni, György Gergely, Mark Johnson, and an anonymous reviewer for
their helpful comments on an earlier version of this paper. The author was supported
by the UK Medical Research Council (programme grant G9715587).
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3

Development and neurophysiology 

of mentalizing
Uta Frith and Christopher D. Frith

The mentalizing (theory of mind) system of the brain is probably in operation
from around 18 months of age, allowing implicit attribution of intentions and
other mental states. Between the ages of 4 and 6 years explicit mentalizing
becomes possible, and from this age children are able to explain the misleading
reasons that have given rise to a false belief. Neuroimaging studies of mentaliz-
ing have so far only been carried out in adults. They reveal a system with three
components consistently activated during both implicit and explicit mentalizing
tasks: medial prefrontal cortex (MPFC), temporal poles and posterior superior
temporal sulcus (STS). The functions of these components can be elucidated, to
some extent, from their role in other tasks used in neuroimaging studies. Thus,
the MPFC region is probably the basis of the decoupling mechanism that dis-
tinguishes mental state representations from physical state representations; the
STS region is probably the basis of the detection of agency, and the temporal
poles might be involved in access to social knowledge in the form of scripts. The
activation of these components in concert appears to be critical to mentalizing.

Keywords: mentalizing; theory of mind; medial prefrontal cortex; anterior 
cingulated cortex; temporal poles; superior temporal sulcus

3.1 Development of mentalizing

In 1978 a paper by Premack and Woodruff appeared with the provocative title
‘Does the chimpanzee have a “theory of mind”?’ (Premack and Woodruff
1978). The phrase ‘theory of mind’ was not to be taken literally of course, and
certainly it did not imply the possession of an explicit philosophical theory
about the contents of the mind. Instead, it crystallized the question of whether
the mind of the chimpanzee works like the human mind, in that it makes 
the implicit assumption that the behaviour of others is determined by their
desires, attitudes and beliefs. These are not states of the world, but states of 
the mind. Over the years, alternatives for the term ‘theory of mind’, such as
‘ToM’, ‘mentalizing’ and ‘intentional stance’, have also come into use. We
will mainly use the term ‘mentalizing’.

Premack and Woodruff in their seminal paper reported studies that tested
the possibility that chimpanzees are implicitly aware that different individuals
can have different thoughts and use this ability to predict their behaviour. 
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One of the more striking outcomes of this social insight would be the ability to
deceive others and to understand deception. The results of the experiments were
equivocal and subsequent studies have remained tantalizing (Byrne and Whiten
1988; Heyes 1998; Povinelli and Bering 2002). While some studies reported an
incipient but not very robust theory of mind in the chimpanzee and other great
apes, the verdict fell the other way for monkeys: they do not show any evidence
of the ability to attribute mental states (Cheney and Seyfarth 1990).

In contrast to the uncertainty about mentalizing in other species, the devel-
opment of a fluent mentalizing ability, with far-reaching consequences for
social insight, is undoubtedly a human accomplishment. How does this abil-
ity develop? When do children first show evidence of mentalizing? Evidence
might come from explicit mental state language (‘I think my brother is pre-
tending to be a ghost’), but mentalizing might also be implicit in behaviour
(far from being frightened, the child removes the sheet to reveal her brother
underneath). In his commentary on Premack and Woodruff’s paper, Dennett
(1978) proposed a stringent test for the presence of theory of mind, the pre-
diction of another person’s behaviour on the basis of this person’s false belief.
A true belief would not do, as in this case it would be impossible to decide
unequivocally whether the other person behaves in accordance with reality or
in accordance with his or her own belief about reality. So, if the child runs
towards the curtain when another person is hiding there, this may be because
the other person is indeed there, or because the child believes the other person
to be there. A new experimental paradigm was needed, and this was created by
Heinz Wimmer and Josef Perner (1983). This paradigm opened the door to a
new era in the study of social cognition. It goes like this: Maxi has some
chocolate and puts it into a blue cupboard. Maxi goes out. Now his mother
comes in and moves the chocolate to a green cupboard. Maxi comes back to
get his chocolate. Where will Maxi look for the chocolate? The answer is of
course: Maxi will look in the blue cupboard, because this is where he falsely
believes the chocolate to be. Control questions checked that the child under-
stood the sequence of events: where is the chocolate really? Do you remember
where Maxi put the chocolate in the beginning?

A series of subsequent studies established that children of around 4 years of
age, but no younger, begin to understand this scenario and can verbally explain
it when asked. At age 5 years over 90%, and at age 6 years all children, could
understand the task (Baron-Cohen et al. 1985; Perner et al. 1987). Other
researchers used variants of this task with essentially similar results. Studies
were also carried out in other cultures indicating the universality of this clear
developmental phenomenon (Avis and Harris 1991).

(a) From age 5 years

Perner and Wimmer (1985) devised a more difficult task that required the 
attribution of a belief about another person’s belief, a so-called second-order
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task. Here, Mary believes that John believes that something is the case. Children
from the age of around 5 or 6 years effortlessly understand this task (Sullivan 
et al. 1994). Even more complex scenarios are used in suspense stories with
detectives and spies where people carry around secrets and resort to bluff, and
double bluff if necessary. These plots are popular from late childhood onwards
and do not seem to require much mental effort. Of course to know about the
full range of mentalizing situations and to use this knowledge to predict other
people’s behaviour, experience is necessary. There are many shades of social
insight and social competence in adults. The successful Machiavellian indi-
vidual probably has to practice for many years, and benefits from the study of
suitable handbooks. Niccolo Machiavelli’s (1469–1527) treatise on political
acumen in The Prince is still unsurpassed.

(b) From age 3 years

But what happens before the age of five? Do young children not act as if they
knew that other people had thoughts and that thoughts are different from phys-
ical states? Of course they do. A number of experimental paradigms suitable
for younger ages have been invented to demonstrate this. Three-year-olds cer-
tainly know the difference between physical and mental entities. For instance,
Wellman and Estes (1986) told children that one character had a biscuit and
another was thinking about a biscuit. Children had no trouble saying which
biscuit could be touched.

From 3 years of age or earlier children use words which refer to mental states,
‘I thought it was an alligator. Now I know it’s a crocodile’, is an example quoted
by Shatz et al. (1983) from a 3-year-old. Examples of mental state words in
use by many 2-year-olds are want, wish and pretend.

The false-belief scenario with Maxi and the chocolate, which at first glance
is quite complicated, has been transformed into a little play that can be
watched by young children aged 3 years. In this way, Clements and Perner
(1994, 2001) were able to show that when Maxi comes back to look for his
chocolate, 3-year-olds reliably look first at the door near the blue cupboard,
where he initially put the chocolate rather than the door near the green 
cupboard. Nevertheless, when asked the test question, the same children point
towards the green cupboard, and give the wrong answer.

Three-year-olds also have an incipient understanding of the difference
between knowing, thinking and guessing. Masangkay et al. (1974) and Flavell
et al. (1981) showed that children aged 3 years, but not younger ones, could tell
that if there were different pictures on each side of a card, the person sitting
opposite would see a different picture when the card was held up. Hogrefe 
et al. (1986) showed that 3-year-olds realize that only the person who has
looked inside a box knows what is inside it, but not another person, who did
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not look inside. However, such understanding is evident even earlier in the
right communicative context. In the context of requesting an object, 2-year-
olds show themselves to be sensitive to the knowledge state of a parent. They
actively direct their mother’s attention to the location of an object, if, unbe-
known to her, the object had been moved (O’Neill 1996). Four-year-olds are less
dependent on this context and can give reasons why seeing leads to knowing,
and not seeing to not knowing (e.g. O’Neill and Gopnik 1991; Povinelli and
deBlois 1992). Remarkably, when tested in implicit form, infants from as
young as 18 months of age appear to have a practical understanding of this
logic (Poulin-Dubois et al. 2003). The infants in this study were surprised, and
looked longer, if a woman pointed to the wrong place after she had observed
where another person hid an object. By contrast, they were not surprised and,
did not look longer, when she had been unable to observe the hiding place.

(c) From 18 months of age

The age of 18 months (or thereabouts) is, in many respects, a developmental
watershed, which marks the end of infancy. Thus, beginning at around this
time, language learning takes off rapidly. This may be because from that time
onwards word learning is facilitated by the ability to track a speaker’s inten-
tion when he or she utters a word (Baldwin and Moses 1996; Bloom 2000).
The child knows when the mother is naming an object for the benefit of the
child rather than saying words that have nothing to do with the object the child
is holding at the time. Without making this distinction the child would learn
accidental sound and object associations. In fact such errors are rare. This age
is also significant for the onset of pretend play. As Leslie (1987) cogently
argued, the understanding of pretence is an unequivocal manifestation of the
ability to mentalize. Leslie’s well-known example is the mother playfully pick-
ing up a banana and pretending to telephone. The child laughs and does not
get confused about the property of telephones and bananas. To prevent such
confusion the child must have the ability to represent the attitude the mother
takes to the banana. This has to be different from the representation of the
banana’s real life use. A possible cognitive mechanism suggested by Leslie
was termed ‘decoupling’. This term vividly conveys the need to keep separate
representations of real events from representations of thoughts that no longer
need to refer to such events.

The examples of pretend play and rapid language acquisition involve the
joint attention of two people. Mother and child jointly attend to the object
being named or to the object that is the target of pretence. When is joint atten-
tion first documented? The answer depends on whether strict or lenient criteria
are used. The minimum requirement for joint attention is that both infant and
adult look together at a third object. But this may be accidental or contrived.
A more stringent requirement is that one person’s attention towards the object
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is deliberately drawn there by the other person, starting with a direct gaze.
From approximately 12 months of age infants tend to look automatically at a
target that an adult is looking at (Butterworth and Jarrett 1991). However, this
achievement is not as impressive as it seems, as this only happens when the
target is already within the infant’s point of view. It is not until approximately
18 months that the infant reliably turns towards a goal that an adult is pointing
to or gazing at, when this goal is not already in the line of vision (Butterworth
1991; Caron et al. 1997). Using the most stringent criterion one might there-
fore date joint attention from 18 months, even though joint looking and gaze
following can be observed much earlier. Strictly defined joint attention indic-
ates an implicit awareness of the fact that different people can pay attention 
to different things at the same time, and of the fact that their attention can be
‘directed’ to coincide with one’s own interests. The development of joint 
attention between 14 and 24 months has been shown to have an orderly pro-
gression by Carpenter et al. (1998) and to be correlated with other significant
developments in social competence. Reliable imitation of intentional actions
performed by others, regardless of whether these actions reach their goal, also
emerges at approximately 18 months, as demonstrated in a classic study by
Meltzoff (1995).

At this stage, infants also seem to respond to a novel toy by taking into
account their mother’s emotional expression: they will not approach it if she
signals fear (Repacholi 1998). Children at this age understand eye gaze as a
communicative tool. They know that a person cannot see through an obstacle
and they try to remove the hands if their mother covers her eyes when they
want to show her a picture (Lempers et al. 1977)

At earlier ages, examples of mentalizing have rarely been reported, and this
may indicate that the index behaviour is less robust at younger ages. One
highly interesting study by Onishi and Baillargeon (2002) suggests that appro-
priate methods using length of looking time, can reveal an implicit form of
false-belief understanding in children aged 15.5 months.

(d) From 12 months of age

There are some achievements from the age of 12 months (or thereabouts) that
may well be vital milestones on the road to the development of mentalizing
and suggest a dawning awareness of mental states such as intentions and
desires. Perhaps the most impressive achievement is that from the age of 1 year
onwards, infants can respond to an object as an intentional agent, purely on
the basis of its interactive behaviour with another person (see Chapter 10, this
volume).

Some of the most important tools for communication outside language
come from looking and pointing gestures. They allow even infants to predict
the action of agents. Woodward et al. (2001) showed that from 12 months of

Mentalizing in the brain 49

Wolpert-ch03.qxd  11/18/03  8:11 PM  Page 49



age but not before, there is a primitive understanding that gaze involves a 
relation between a person and the object of her gaze.

From approximately 12 months of age infants use information about an
adult’s gaze direction and positive emotional expression to predict that the
adult will reach for the object (Phillips et al. 2002). This indicates an early
ability to appreciate that a person may have different goals and that these goals
may have different meanings. Sodian and Thoermer (2003) demonstrated that
infants expect agents to grasp the object that they look at, rather than another
object that is also present. However, if a pointing gesture was used as a cue for
grasping instead of gaze, infants were less surprised if the agent grasped the
other object instead.

(e) From nine months of age

Gergely et al. (1995; see also Chapter 2, this volume) obtained evidence from
an ingenious experiment concerning infants’ ability to reason about goals.
They call it the principle of rationality: infants aged between 9 and 12 months
expect agents to approach a goal in the most economic way. They are surprised
if an agent does not do so, but jumps instead over an invisible hurdle. This
demonstrates that they can separately represent goals of agents and the means
used to reach the goal. The ability to represent goals and the ability to reason
‘rationally’ are likely to be an important prerequisite of the ability to represent
intentions.

(f ) From six months of age

Infants at about this age are surprised if an object moves on its own, but not if
a person does (Spelke et al. 1995). This suggests that they can distinguish anim-
ate agents by the fact that they are self-propelled. By this definition a self-
propelled agent need not be a biological creature, but can be a mechanical toy
or even a car. The importance of agents is not that they are biological entities
but that they may move unpredictably ‘of their own will’. The representation
of the action of agents is likely to be an essential requirement for the repres-
entation of the intention of agents.

Woodward (1998) showed that infants expected a human hand to reach
towards the same goal objects when its location had been changed rather than
for a different object that would have been easy to reach. By contrast, the
infants did not show this differentiated expectation when no human hand was
used, but instead a mechanical rod. The distinction between biological and
mechanical movement is probably another prerequisite for the understanding
of intentions. As we shall see in Section 3.4b, in adults, specific regions in the
STS of the brain are active in response to these different types of movement.
That the difference is detected at such an early age suggests that these regions
mature early and that learning must be ultra-fast.
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(g) From three months of age

The range of behaviours that can be observed in the early months of life is
quite limited, and this limits the sources of evidence. However, it is clear that
infants only a few weeks old smile more and vocalize more towards people
than towards objects (Legerstee 1992). This could well suggest an innate 
preference for social stimuli.

Not only eye movements but also other forms of biological motion seem 
to have a privileged status in attracting infants’ attention at an extremely early
age. They track objects with self-propelled movement (Crichton and Lange
Kuettner 1999). They also show more interest in the kinematic patterns of 
point-light displays of a person walking than of random movement (Bertenthal
et al. 1984).

The ability to react reflexively to movement of gaze as a priming cue for
one’s own eye movement is likely to be innate as it can already be observed at
three months of age (Hood et al. 1998). This is different from the voluntary fol-
lowing of the general direction of an adult’s gaze, which is not accomplished
until around 12–18 months of age. The same observable action, gaze follow-
ing, is guided by different mechanisms and thus can mean very different
things. It is unlikely that the early gaze reflex evident at age three months rests
on the same neural substrate as the type of sophisticated gaze following seen
at age 18 months that implies the ability to mentalize.

3.2 Conclusions

Evidence of mentalizing becomes abundant only from around 18 months of
age. Accomplishments at, and just before, 12 months of age are nevertheless
astounding in their own right. They suggest that the infant can represent 
separately agents, goals and means of getting to the goal. Representing the
visible goals of agents, however, is not the same as representing the invisible
intentions in agents. It is unclear whether, and how, this early ability relates to
the later understanding of intentions. Intentions, after all, can result in actions
that may be thwarted or never fulfilled. So far, clear evidence for understanding
intentions is only available from 18-month-olds, at the same time as they
begin to understand other mental states.

One remarkable fact about the studies reviewed is that they suggest univer-
sal developmental stages, applicable to all children, notwithstanding individual
differences in the speed of development. For this reason it is possible to identify
abnormal development in those children who appear to have a faulty mental-
izing mechanism. This is suggested to be the case in autism (Baron-Cohen 
et al. 1985).

Perhaps it is difficult to find evidence for the intentional stance in the first
year of life because there are limits set by the experience that is available to
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young infants, but there are also limits set by the state of maturation of the
brain. The presence of developmental abnormalities in brain function that
affect mentalizing would not be readily discovered at this young age. Would
enhanced experience at this stage be helpful? Possibly, but even if experience
is available, innate mechanisms may not be mature enough to take advantage
of it. Cognitive mechanisms may go through a number of developmental
stages, and this could well be the case for the mentalizing system.

Tentatively, we can conclude that an implicit version of the intentional stance
emerges first, concerned with desires, goals and intentions. This is usually
dated at around 18 months. At 18–24 months there is a convergence of several
important developmental milestones, including a true understanding of joint
attention, deliberate imitation and the ability to track a speaker’s intention
while learning words. There is also evidence for the ability to understand
knowing and seeing at an implicit level, and possibly even an implicit under-
standing of false belief.

In summary, we can probably assume that the understanding of many 
mental states (wanting, intending, knowing, pretending and believing) is
already available in implicit form to 2-year-olds and governs their behaviour
as well as their understanding of other people’s behaviour. We would therefore
expect that if functional brain imaging were done in children aged 2 years (for
example, while watching an agent performing actions that do not reach their
goal versus a robot performing mechanical goaldirected actions), the mental-
izing system of the brain (see Section 3.4) would already be in operation.
Conversely, in children with autism, the presumed fault in this system should
show up at this age too.

We can also conclude that another major leap in the development of 
mentalizing occurs between the ages of 4 and 6 years. It is only from 6 years
of age onwards that we can safely attribute to a normally developing child a
full and explicit awareness of mental states and their role in the explanation
and prediction of other people’s behaviour. What explains this significant
change? Different theories are currently debated. One assumes that the change
is extraneous to mentalizing but has to do with the executive components of
false-belief tasks (e.g. Russell 1996). Another theory postulates that only the
older child can apply the full ability to simulate another person’s mental states,
moving freely from their own to another’s perspective (Harris 1991). A third
proposal is that the child behaves like a theorist who, from time to time, is
compelled by the facts to change his concepts about the physical and social
world (Gopnik and Wellman 1994). While all these theories might help to
explain changes in task performance, an even more parsimonious theory is
that the mentalizing mechanism itself makes another leap in development at
around 4 years of age. If it were possible to make visible the mentalizing sys-
tem in the brain during implicit watching of a false-belief scenario before and
after the observed changes in explicit task performance, this question might
be answered.
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(a) What role for early components of social cognition in mentalizing?

While other primitive neural mechanisms may facilitate social learning, we do
not know whether they contribute directly to the social insight that is facilit-
ated by the intentional stance. It is possible that strong connections between the
brain regions that subserve these mechanisms, strengthened through learning,
eventually give rise to the ability to mentalize. It is also possible that an addi-
tional neural mechanism is needed for the development of this ability, which
is, after all, of late origin in terms of evolution.

We can only speculate about the role of early-appearing components of
social cognition in mentalizing. There are three such functions, which might
be particularly relevant. First, there is the preference for social stimuli.
Evidence from behavioural and electrophysiological studies suggests that
even newborn infants are responsive to human faces and preferentially orient
towards stimuli that resemble faces. In adults the fusiform gyrus and STS are
thought to subserve this function (Chao et al. 1999; Allison et al. 2000). In
newborn babies, however, these cortical areas are not yet mature, and subcor-
tical regions are probably involved (Johnson and Morton 1991), Second, an
agency detection mechanism might be the basis of the sensitivity of three-
month-olds to biological motion and eye movement. This mechanism in adults
is thought to be sub-served by the STS. Third, there may be a mechanism that
enables an understanding of the meaning of actions, a differentiation of 
the goals of actions and the means to reach them. Mirror neurons, situated in
the ventral part of the lateral premotor cortex, might be involved in such a
mechanism (Rizzolatti et al. 2002).

Might these potentially innate components (a preference for conspecifics, a
predisposition to detect agency and a predisposition to understand actions),
contribute to the development of mentalizing? They might be necessary 
prerequisites. However, by themselves they are not sufficient for the develop-
ment of mentalizing. This follows from the assumption that they are shared
with a great many other species, most of which do not possess a trace of men-
talizing ability. As we shall see in the review of neuroimaging studies (section
3.4), the neural components of the mentalizing system comprise some of the 
putative prerequisites that developmental studies have demonstrated.
However, the mentalizing system comprises additional components whose
function in development is as yet unknown. We speculate that only when all
these components are connected together in the brain are both necessary and
sufficient conditions for mentalizing present. One of the reasons that we 
cannot make more precise links from the detailed and ingenious behavioural
studies with infants and young children to neuroimaging studies with adults 
is our lack of knowledge of the developing human brain either in terms of
structure or function.

The role of learning and experience in the development of mentalizing still
needs to be investigated. Different individuals have different experiences and
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this is likely to be reflected in their mentalizing competence. So far, studies
have rarely focused on individual differences, and thus our knowledge is 
currently very limited. Wellman et al. (2000) report that the first achievement
of explicit false-belief understanding can vary from between 2 years 6 months
to 6 years. Some evidence exists that the presence of older siblings facilitates
the understanding of false beliefs (after age 4 years) (Ruffman et al. 1998),
and it is widely believed that girls achieve the developmental milestones of
mentalizing somewhat earlier than boys. While crosscultural studies do not
suggest marked differences in early achievements, it is obvious that cultural
differences could play a large, if not dominant, role in the development of the
content of an adult theory of mind (Lillard 1998).

3.3 Neuroimaging studies of mentalizing

Neuroimaging provides another kind of evidence about the nature and com-
ponents of the ability to mentalize. All the studies carried out so far have 
concerned adults rather than children. Most studies have been modelled on 
the story of Maxi and the chocolate. For example, while being scanned the
volunteer reads a series of very short stories in which the behaviour of the 
protagonist is determined by his or her false belief about the situation. An
example is the ‘burglar story’ from a set of stories testing mentalizing ability
(Happé 1994).

‘A burglar who has just robbed a shop is making his getaway. As he is run-
ning home, a policeman on his beat sees him drop his glove. He doesn’t know
the man is a burglar, he just wants to tell him he dropped his glove. But when
the policeman shouts out to the burglar, “Hey, you! Stop!” The burglar turns
round, sees the policeman, and gives himself up. He puts his hands up and
admits that he did the break-in at the local shop’.

Subsequently the volunteer is asked to explain the burglar’s behaviour. An
appropriate answer would be that the burglar falsely believes that the police-
man knows he has just robbed the shop. Reading and understanding such stor-
ies engages many processes in addition to mentalizing and so control stories,
matched for difficulty, are necessary. Such stories also involve people, but the
critical events are explained in terms of physical causality.

‘A burglar is about to break in to a jewellers’ shop. He skilfully picks the
lock on the shop door. Carefully he crawls under the electronic detector beam.
If he breaks this beam it will set off the alarm. Quietly he opens the door of
the storeroom and sees the gems glittering. As he reaches out, however, he
steps on something soft. He hears a screech and something small and furry
runs out past him towards the shop door. Immediately the alarm sounds’.

In this example, the appropriate answer to the question, ‘Why did the alarm
go off?’ would be because some animal had triggered it.
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3.4 A neural system for mentalizing

In the first study to use such stories (Fletcher et al. 1995) a comparison of
mentalizing with physical stories revealed activity in the MPFC, posterior cin-
gulate and right posterior STS. In comparison with a low-level baseline of
unlinked sentences, activity was also seen in the temporal poles, bilaterally. The
MPFC seemed to be particularly linked to mentalizing since it was the only
area that was not also activated by the physical stories. Two subsequent fMRI
studies used the same stories and obtained very similar results (Gallagher et al.
2000; Vogeley et al. 2001). Activity was seen in the MPFC, temporal poles
and STS when reading mentalizing stories compared with physical stories,
although in Vogeley et al. the STS activity was most marked in a novel 
condition in which the volunteer imagined herself as the protagonist in a 
mentalizing story.

Two studies have presented mentalizing scenarios using drawings rather
than words. Brunet et al. (2000) presented cartoon strips in which the
sequence could only be understood in terms of the goals and intentions of the
protagonist. Gallagher et al. (2000) used cartoons without captions in which
the jokes involved false beliefs. Again in both these studies activity was
observed in the MPFC, temporal poles and STS.

Goel et al. (1995) used a very different task to engage mentalizing.
Volunteers were shown objects and had to indicate whether or not Christopher
Columbus would have known what each object was used for. Such a decision
involves inferring something about the knowledge and beliefs of someone
who lived 500 years ago. In comparison to various control tasks activity was
again seen in MPFC, temporal pole and STS.

Berthoz et al. (2002) have reported a study of social norm transgression
that also involved mentalizing. Volunteers read short vignettes in which social
transgressions occurred. These could be accidental or deliberate. An example
of an accidental transgression is as follows; ‘Joanna is invited for a Japanese
dinner at her friend’s house. She has a bite of the first course, chokes and spits
out the food while she is choking’. Volunteers were asked to try and imagine
how the character in the story would feel. In comparison with matched stories
in which no transgression occurred, both deliberate and accidental transgres-
sions elicited activity in the MPFC, temporal poles and STS. Activity was also
seen in areas responding to aversive emotional expressions such as anger.

An implicit mentalizing task which activated all three of these areas was
based on the observation by Heider and Simmel (1944) that people will attrib-
ute intentions and desires to moving geometric shapes if these movements are
of sufficient complexity. Castelli et al. (2000), using positron emission tomo-
graphy, presented an animated sequence in which two triangles interacted with
each other. The more the observers attributed mental states to the triangles the
greater the activity in the MPFC, temporal pole and STS. Schultz et al. (2003)
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used a similar task and, using fMRI, observed activations in the same regions.
In both these studies where mentalizing was elicited by the movements of
abstract shapes, the activity in the temporal pole extended into the amygdala
and activity was also seen in the fusiform gyrus.

All these studies, except possibly those using passive viewing of anima-
tions, have involved explicit mentalizing since the subjects were asked to
describe the mental states of other people or make decisions based on the
mental states of other people. In addition, in all these studies, mentalizing was
elicited by the material presented. The approach is analogous to studies in
which the colour area in the visual system is identified by comparing the activ-
ity elicited by stimuli with and without colour (Zeki et al. 1991). An alternat-
ive approach is to keep the stimulus material constant and change the attitude
of the volunteer. For example, the same visual stimulus is presented, but the
volunteer is required to attend to colour in one condition and to motion in
another (Corbetta 1993). Two studies have used this approach to identify brain
areas associated with mentalizing. McCabe et al. (2001) scanned volunteers
while they played an economic game with another person. In this game mutual
cooperation between players increases the amount of money that can be won.
In the comparison task the volunteers believed they were playing with a com-
puter that used fixed rules. Gallagher et al. (2002) scanned volunteers while
they played the game ‘Stone–Paper–Scissors’. This is a competitive game in
which success depends upon predicting what the other player will do next. In
this study the comparison condition was also created by telling the volunteers
that they were playing against a computer. In fact, the sequence of the oppon-
ent’s moves was the same in both conditions.

In these studies the volunteers were not explicitly instructed to mentalize
while performing their task. However, an intensive debriefing of the volun-
teers in the study of ‘Stone–Paper–Scissors’ confirmed that they had engaged
in mentalizing while playing against a person. They described guessing and
second guessing their opponent’s responses and felt that they could understand
and ‘go along with’ what their opponent was doing. Playing against a com-
puter felt distinctly different. The volunteers considered that the computer was
in principle very predictable, but the rules it used might be difficult to detect.
They also felt that the computer might be too fast for them to keep up with.

Both studies revealed activity in the MPFC when the volunteers believed
that they were interacting with another person. But this was the only area that
was more active in this condition than in the condition where they believed
they were playing against a computer. This dissociation between the MPFC
and the other regions suggests that the posterior regions are more concerned
with the nature of the sensory signals that elicit mentalizing, whereas MPFC
activity reflects the attitude taken towards those signals. In order to explore the
precise role of the various areas in the mentalizing network we shall now 
consider studies that activate some or all of these areas, but which were not
explicitly designed to engage mentalizing.
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In this review we have restricted ourselves to those imaging studies that
declare mentalizing as an experimental variable and that have used appropri-
ate controls and statistical analysis. Furthermore, throughout our review we
have relied on those studies that report their results in Tailarach space. Without
such standardized indicators of the location of changes of activity in the 
critical conditions, a comparison with other studies is not possible.

(a) Temporal pole

Five different mentalizing tasks as used in 10 studies have elicited activity in
the temporal poles bilaterally, with somewhat greater effects on the left 
(Fig. 3.1). This region of the anterior temporal lobe is a site for the potential
convergence of all sensory modalities and also limbic inputs (Moran et al.
1987). As shown in Fig. 3.2, this region is frequently activated in studies of
language and semantics, although in these cases the activity is restricted to the
left temporal pole. In particular, this region is activated when sentences are
compared with unrelated word strings (Bottini et al. 1994; Vandenberghe et al.
2002), when narratives are compared with nonsense (Mazoyer et al. 1993) 
or with unrelated sentence strings (Fletcher et al. 1995), and when highly
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Fig. 3.1 Lateral view of the brain shown in the Talairach coordinate system. Peak
activations in the temporal pole are shown for five different tasks used in 10 studies 
of mentalizing. Where activation was bilateral the two sides have been combined.
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coherent narratives are compared with less coherent narratives (Maguire et al.
1999). The same region is also activated when volunteers make semantic 
decisions (e.g. Which is more similar to cow? Horse or bear? (Vandenberghe
et al. 1996; see also Noppeney and Price 2002a,b) ). In addition, this area is
activated during memory retrieval. This is particularly the case during retrieval
from autobiographical memory (Fink et al. 1996; Maguire and Mummery
1999; Maguire et al. 2000), during the incidental retrieval of emotional con-
text in single-word recognition (Maratos et al. 2001) and during the recogni-
tion of familiar faces, scenes and voices (Nakamura et al. 2000, 2001).

We tentatively conclude that this region is concerned with generating, on
the basis of past experience, a wider semantic and emotional context for the
material currently being processed. This function would aid the interpretation
of stories and pictures whether or not they involve mentalizing. One compon-
ent of the wider semantic context is sometimes referred to as a ‘script’
(Schank and Abelson 1977). Scripts are built up through experience and
record the particular goals and activities that take place in a particular setting
at a particular time. A much used example is the ‘restaurant script’ which leads
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us to expect that we will first get the menu, then order, taste the wine, and so on.
Identifying which script is most appropriate to a situation will be of consider-
able help in predicting what people are going to do. The temporal poles, espe-
cially on the left, may well be concerned with the retrieval of scripts. Patients
with semantic dementia show atrophy in the anterior temporal lobes, especially
on the left (Chan et al. 2001). As this atrophy progresses, these patients lose
knowledge of all but the simplest and most concrete scripts (Funnell 2001).

Scripts provide a useful framework within which mentalizing can be applied.
Events rarely conform exactly to the established script and mentalizing is
needed to understand the deviations.

(b) Posterior STS

Mentalizing tasks elicit activity in the posterior STS (temporo-parietal junc-
tion extending towards the angular gyrus) bilaterally with somewhat greater
effect on the right (see Fig. 3.3). The same 10 studies as shown in figure 1 are
represented in this diagram. Fig. 3.4 shows activations of this region by 19
other studies, mostly concerned with living agents and biological motion. The
posterior STS is also a multimodal convergence zone with connections to the
limbic system (Barnes and Pandya 1992). It is well known that this region is
activated when volunteers observe biological motion (see Allison et al. 2000;
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Fig. 3.3 Lateral view of the brain shown in the Talairach coordinate system. Peak
activations in the posterior STS are shown for 10 studies of mentalizing. Where 
activation was bilateral the two sides have been combined. Stories: Fletcher et al.
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Chapter 1 this volume). Activation is seen during presentation of moving bod-
ies and parts of bodies (Grezes et al. 1998; Puce et al. 1998; Campbell et al.
2001), while hearing speech and seeing speaking mouths (Calvert et al. 2000),
and during presentations of action reduced to moving points of light (Bonda
et al. 1996; Grossman et al. 2000; Grezes et al. 2001). The location of the
maximum response to biological motion is around 10 mm superior and ante-
rior to V5, which responds to visual motion in general (Zeki et al. 1991).
However, this region of the STS is also activated by static images of faces and
animals (e.g. Chao et al. 1999) especially when attending to eye gaze (Wicker
et al. 1998; Hoffman and Haxby 2000), by names of animals (e.g. Chao et al.
1999), and by making semantic decisions about living things (e.g. Price et al.
1997). These observations suggest that this region is activated when observ-
ing the behaviour of living things and also when retrieving information about
the behaviour of living things. An adjacent area closer to the angular gyrus is 
also activated by retrieval from semantic memory (e.g. Vandenberghe et al.
1996; Maratos et al. 2001; Lee et al. 2002) and from autobiographical memory
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Fig. 3.4 Lateral view of the brain shown in the Talairach coordinate system. The
shaded area shows the region activated by studies of mentalizing shown in detail in 
Fig, 3.3 Peak activations are shown for 19 studies of other processes that activate 
adjacent regions of the STS. Autobiographical memory: Vandenberge et al. (1996),
Maguire and Mummery (1999), Maguire et al. (2000); memory retrieval: Maratos et al.
(2001), Lee et al. (2002); moral judgement: Greene et al. (2001); biological motion,
point light displays: Bonda et al. (1996), Grossman et al. (2000), Grèzes et al. (2001);
living things: Price et al. (1997), Chao et al. (1999); static faces: Chao et al. (1999); eye
gaze: Wicker et al. (1998), Hoffman and Haxby (2000); biological motion, mouths, 
eyes, hands: Puce et al. (1998), Grezes et al. (1998), Calvert et al. (2000), Campbell
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(e.g. Maguire and Mummery 1999; Maguire et al. 2000). Whether this activ-
ity is specific to retrieval of memories about living things is not yet known.

An interesting set of parallel observations have been made about the area of
fusiform gyrus that was activated in the two studies that elicited mentalizing
using animations (Castelli et al. 2000; Schultz et al. 2003). This is also an area
that seems to be concerned with knowledge about living things such as faces
and animals (Chao et al. 1999). Presumably the knowledge in this region in
the ventral stream primarily concerns the appearance of living things, their
form and colour, rather than their patterns of behaviour. For example, this
region is more active than the STS when volunteers make decisions about the
identity of faces (Hoffman and Haxby 2000).

There is, however, another kind of event that elicits activity in the STS and
does not specifically involve living things. An unexpected change of stimula-
tion in any modality elicits activity in the same location as biological motion
(Corbetta et al. 2000; Downar et al. 2000). Furthermore, learning to follow
complex but predictable patterns of movement activates this region (Maquet
et al. 2003). These results suggest that this region is not specifically concerned
with the behaviour of living things, but with complex behaviour whatever its
source. Nevertheless, we suggest that sudden changes of stimulation and 
complex patterns of movement are far more likely to be associated with living
things than with mechanical or physical systems.

Knowledge about complex behaviour and, in particular, the ability to predict
the next move in a sequence of behaviour is extremely valuable in any social
interaction and could underlie some of the precursors of mentalizing, like gaze
following and joint attention. Indeed it is known that activity in the STS
increases when volunteers are asked to attend to gaze direction (Hoffman and
Haxby 2000). The mentalizing system goes one step further and uses the
observed patterns of behaviour to perceive the mental states that underlie this
behaviour.

(c) MPFC

All 12 mentalizing tasks available to this review have elicited activity in the
MPFC, with the interactive gameplaying tasks (McCabe et al. 2001; Gallagher
et al. 2002) activating this region only (see Fig. 3.5). The medial prefrontal
region activated by these studies is the most anterior part of the paracingulate
cortex, where it lies anterior to the genu of the corpus callosum and the ACC
proper. The MPFC has direct connections to the temporal pole and to the STS
(Bachevalier et al. 1997). The paracingulate cortex (BA 32) is often con-
sidered to be part of the ACC that incorporates the cytoarchitectonically defined
Brodmann areas 24, 25 and 33. The ACC is an ancient structure that has been
broadly defined by Broca as belonging to the limbic lobe (Bush et al. 2000).

However, the existence of an unusual type of projection neuron (spindle
cell) found in the sub-areas of the ACC 24a, 24b and 24c in the human, and
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some other higher primates (pongids and hominids) but not monkeys, is 
evidence that the ACC has undergone changes in recent evolution
(Nimchinsky et al. 1999). Furthermore, in humans these cells are not present
at birth, but first appear at approximately four months of age (Allman et al.
2001). However, BA 32 has been described as cytoarchitectonically a cingulo-
frontal transition area (Devinsky et al. 1995) and therefore anatomically (and
speculatively functionally) distinct from the ACC proper. It remains to be seen
whether the recent evolutionary changes observed in the ACC are relevant to
the more anterior region of medial frontal lobe where activations associated
with mentalizing are observed. Recent anatomical changes in this region
would be consistent with the observation that mentalizing has never been
observed in monkeys (Cheney and Seyfarth 1990) and can only be found in a
most rudimentary form in great apes (Byrne and Whiten 1988; Povinelli and
Preuss 1995; Heyes 1998).

Evidence from anatomy and from functional studies shows that the ACC can
be divided into distinct areas with different functions, as indicated in Fig. 3.6.
In terms of the nomenclature of Picard and Strick (1996) the mentalizing
region overlaps with, but is mostly anterior to, the rCZa. In terms of the func-
tional nomenclature of Bush et al. (2000) the mentalizing region overlaps with
the emotional division of the ACC.

(i) Executive processes
One plausible characterization of mentalizing tasks is that they involve com-
plex problem solving of the type required by executive tasks, but this idea is
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not supported by imaging studies. Many kinds of executive tasks are known to
activate the ACC. Duncan and Owen (2000) have performed a careful meta-
analysis of such tasks showing that increasing the difficulty in a wide range of
tasks activates the same region of the ACC whatever the nature of the task.
However, all but one of the 26 peak activations that they list lie posterior to the
mentalizing region, being centred instead in the rCZp. The mean coordinates
derived from the meta-analysis of Stroop-like tasks from Barch et al. 
(2001) also lie in this division of the ACC (see Fig. 3.6). Independent con-
firmation of this distinction between executive tasks and theory of mind 
tasks comes from studies of patients with lesions. Patients can be found who
perform executive tasks very badly, while still performing mentalizing tasks
well (Varley et al. 2001) and vice versa (Fine et al. 2001). Rowe et al. (2001)
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observed that patients with frontal-lobe lesions performed badly on 
mentalizing tasks and executive tasks. However, within this group poor 
performance on one type of task was not related to poor performance on the
other type of task.

(ii) Representing emotion
The recent meta-analysis of Phan et al. (2002) shows that tasks involving
emotion can elicit activity in most regions of the ACC including the mental-
izing region. What is the difference between the kinds of emotional task that
activate the different divisions of the ACC? Lane (2000) highlights an import-
ant distinction between having an emotional experience and attending to 
an emotional experience. Lane et al. (1998) studied the effects of having an
emotional experience by comparing responses to emotional experiences (hap-
piness, sadness and disgust) with those to neutral experiences. The contrast
revealed activity in the ACC, but in a posterior part at the border of the rostral
cingulate zone and the cCZ. In another study, Lane et al. (1997) investigated
the effects of attending to an emotion. Volunteers were shown emotionally
arousing scenes. In one condition they indicated whether the scene was
indoors or outdoors, while in the other condition they indicated the emotion
aroused in them by the picture. When volunteers attended to their emotional
experience, activity was seen in the mentalizing region, just anterior to the
rCZa. The same distinction was observed by Gusnard et al. (2001) in a replica-
tion of Lane et al. (1997). Volunteers were shown pleasant, unpleasant or neu-
tral scenes and were asked to indicate either their emotional response or
whether the scenes were indoors or outdoors. Emotionally laden scenes
elicited activity in the posterior ACC (cCZ at the border with supplementary
motor area) whatever the task, while attention to emotion increased activity in
the mentalizing region.

Petrovic and Ingvar (2002) have pointed out that a very similar distinction
can be found in the study of pain. As stimuli become increasingly noxious,
increases in activity are seen in the cCZ. However, the perception of pain does
not relate directly to the nature of the stimulus, but can be altered by cognitive
manipulations such as hypnotic suggestion, distraction or placebo analgesia.
Variations in the perception of pain are related to activity in the rCZa over-
lapping with the mentalizing region. These studies of emotion and pain sug-
gest that first-order representations of these states are located in the cCZ
where correlates of arousal and stress are also observed (Critchley et al.
2000). Second-order representations of these states, available for attention and
report, are located in the rCZa. We call these representations second order
because they do not reflect the physical nature of the stimulus, but the mental
attitude to that stimulus. To use the terminology of Leslie (1994), these repres-
entations are decoupled from the physical world and are no longer subject to
normal input–output relations.

This formulation is consistent with our earlier suggestion (Frith and Frith
1999) that the mentalizing region of the MPFC is engaged when we attend to
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our own mental states as well as the mental states of others. Other situations
where attention to mental states of the self activates this region include atten-
tion to the irrelevant thoughts that occur during scanning (McGuire et al.
1996) and attention to being tickled (Blakemore et al. 1998). We would also
include two other tasks as examples of attending to the emotional states of the
self although this was not necessarily the interpretation given by the authors.
Zysset et al. (2002) observed activation in the mentalizing area when volun-
teers evaluated things (for example, answering the question, ‘Do you like
Leipzig?’). Greene et al. (2001) observed activation in the same area when
volunteers considered moral dilemmas. We suggest that one component in the
answering of such questions involves attending to the emotion aroused by
topic (Does the thought of Leipzig make me happy or sad? How distressed
would I feel if I had to take this particular course of action?). It is notable that
the moral dilemma study of Greene et al. also activated the STS component
of the mentalizing system, and it may be argued that this task is also a 
mentalizing task.

(iii) Autobiographical memory
A rather different task that can require representations of the self is autobio-
graphical memory. Tulving (1985) has suggested that there is a form of auto-
biographical or episodic memory in which we perform ‘mental time travel’
and relive our past experiences (autonoetic memory). This would be a case of
representing a past mental state clearly decoupled from current reality. In a
series of studies Eleanor Maguire and her colleagues (Maguire and Mummery
1999; Maguire et al. 2000, 2001) have shown that retrieval from autobio-
graphical memory reliably activates the mentalizing region of the MPFC (in
addition to medial temporal lobe structures and the STS). Autobiographical
memory tasks can often be solved simply on the basis of a feeling of familiar-
ity rather than truly reliving the event and it is usually difficult to relate these
different processes to specific brain regions. However, Maguire et al. (2001)
also studied patient Jon who has considerable memory problems associated
with early and severe damage to his hippocampi. Jon spontaneously makes the
distinction between past events that he can clearly remember happening and
others that he knows a lot about, but does not recall the event occurring.
Memories of events where he clearly remembered them happening were asso-
ciated with greater activity in the MPFC. This effect was independent of his
ratings of emotional intensity and valence for the events.

(iv) Pragmatics
The studies we have discussed so far are consistent with our suggestion that
the area of MPFC activated in mentalizing tasks is concerned with the repres-
entation of the mental states of the self and others decoupled from reality.
There is one last set of studies that at first glance cannot be so easily incorpo-
rated into this scheme. Ferstl and von Cramon (2002) have shown that a cer-
tain kind of language task activates the same region of the MPFC as a simple
mentalizing task. In both cases volunteers heard pairs of sentences. Examples
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of these sentence pairs include (i) ‘Mary’s exam was about to begin. Her
palms were sweaty’; and (ii) ‘The lights have been on since last night. The car
doesn’t start’. In the mentalizing task volunteers had to think about the moti-
vations and feelings of the people in the sentences of type (i). In the language
condition they had to decide whether there was a logical connection between
the two sentences of type (ii). In comparison to a control task both conditions
elicited activations in the mentalizing region of the MPFC.

Interpreting the two unlinked sentences in these examples depends upon an
aspect of language processing often referred to as pragmatics. In many real-
life cases the understanding of an utterance cannot be based solely on the
meanings of the individual words (semantics) or upon the grammar by which
they are connected (syntax). It has been proposed that a successful under-
standing of an utterance depends upon perceiving the intention of the speaker
(Grice 1957). The idea that the purpose of utterances is for the listener to recog-
nize the intention of the speaker has been elaborated by Sperber and Wilson
(1995) in their theory of relevance. If this analysis is correct then pragmatics,
the understanding of utterances, depends upon mentalizing whether or not this
is required by the task instruction. This would apply also to the type (ii) sen-
tences used by Ferstl and van Cramon (2002) where logical connections had
to be found. For instance the example above may evoke the idea that ‘some-
one (stupidly or maliciously) left the lights on’.

The need for mentalizing is particularly clear in nonliteral figures of speech
such as metaphor and irony. Sperber and Wilson analyse the example in which
a mother says to her daughter, ‘Your room is a pigsty’. How is the daughter to
understand this? Her room is not literally a pigsty, but it shares with pigsties
the characteristic of being very messy and untidy. But why didn’t the mother
simply say, ‘Your room is very messy and untidy’? This utterance would accur-
ately describe the state of the room. The value of the metaphor in this example
is that it not only conveys the state of the room, but also, as the mother intends,
her displeasure at this state. We would therefore expect that metaphors, in
comparison to literal statements, would activate the mentalizing area and this
expectation has been confirmed in the study of Bottini et al. (1994). Irony 
(e.g. ‘Peter is well read. He’s even heard of Shakespeare’) is an even more extreme
example than metaphor since the listener has to recognize that the speaker
intends to convey a meaning opposite to the literal content of the words 
(i.e. Peter is not at all well read). In such cases the meaning is decoupled from
the words. We are not aware of any imaging study, but we would predict that
the understanding of sarcasm or irony would activate the mentalizing network.

One aspect of pragmatics that has received little attention to date is the
initiation of communication by calling someone’s name or by gazing at them
intently. These are sometimes referred to as ‘ostensive’ signals. Such stimuli
normally signal the intention to communicate and therefore ‘guarantee 
relevance’ in Sperber and Wilson’s terminology. The effects of such ostensive
signals were examined in a recent neuroimaging study (Kampe et al. 2003).
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Subjects were asked to respond to a rare target, while they viewed a series of
faces with direct or averted gaze (versus scrambled faces) or listened to voices
calling either the subject’s own name or another name (versus scrambled
voices). The results showed that independent of modality the initiation of
communication activated two components of the mentalizing system, the
MPFC and temporal poles. This study is consistent with other neuroimaging
studies of pragmatics in demonstrating that the relationship between commun-
icative and mentalizing functions is remarkably close.

3.5 Conclusions

We conclude, from the facts available to date, that the region of the MPFC
associated with mentalizing tasks is activated whenever people are attending
to certain states of the self or others. These states, which are usually referred to
as mental states, must be decoupled from reality. To understand the response to
pain, whether it is my pain or someone else’s pain, I must represent, not the
noxiousness of the stimulus, but how I or the other person perceive the pain.
Likewise, it is not the unpleasantness of the picture that determines our emo-
tional response to it, but the unpleasantness we feel. Such decoupled repres-
entations are also needed for mentalizing. What determines our behaviour is
not the state of the world, but our beliefs about the state of the world. Activity
in the MPFC is connected with the creation of these decoupled representations
of beliefs about the world. In the case of false beliefs there is a discrepancy
between the belief and the actual state of the world. However, we are not
claiming that activity in the MPFC signals these discrepancies. This would be
equivalent to error detection. We are claiming that the MPFC is equally active
when true beliefs are involved. This is because beliefs may or may not map
onto the actual state of the world. This would also be true for other mental
states such as wishes, intentions and pretence. Activity in the MPFC signals
that these representations are decoupled from the real world to which they may
or may not correspond. Thus, the role of this particular region of the MPFC
would be analogous to that of the more posterior region (rCZp) where neur-
onal activity signals the existence of response conflict or multiple response
possibilities rather than errors (Petit et al. 1998; Botvinick et al. 1999).

Mentalizing is not only about representing our own thoughts, feelings and
beliefs as distinct from reality. It is also about representing the mental states
of other people. Clearly, other components of the mentalizing system need to
supply the content of these thoughts, feelings and beliefs and their relation to
people’s actions. This knowledge is supplied partly from our knowledge of the
world based on past experience applied to the current situation and partly from
our observations and predictions about people’s current behaviour (STS). Both
types of knowledge help to understand the content of mental states and their
relation to actions, and may be accessible via temporal poles and the STS. 
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By identifying the roles of the regions in this way it should be possible to link
the various precursors of mentalizing that emerge during the first 4 years of
life to specific components of the brain’s mature mentalizing system. This will
have to await the development of suitable methods for using fMRI techniques
to study infants and young children.
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rCZa: rostral cingulate zone, anterior part
MPFC: medial prefrontal cortex
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Mathematical modelling of animate and

intentional motion
Jens Rittscher, Andrew Blake, Anthony Hoogs, and 
Gees Stein

Our aim is to enable a machine to observe and interpret the behaviour of others.
Mathematical models are employed to describe certain biological motions. The
main challenge is to design models that are both tractable and meaningful. In the
first part we will describe how computer vision techniques, in particular visual
tracking, can be applied to recognize a small vocabulary of human actions in a
constrained scenario. Mainly the problems of viewpoint and scale invariance
need to be overcome to formalize a general framework. Hence the second part
of the article is devoted to the question whether a particular human action
should be captured in a single complex model or whether it is more promising
to make extensive use of semantic knowledge and a collection of low-level models
that encode certain motion primitives. Scene context plays a crucial role if we
intend to give a higher-level interpretation rather than a low-level physical
description of the observed motion. A semantic knowledge base is used to estab-
lish the scene context. This approach consists of three main components: visual
analysis, the mapping from vision to language and the search of the semantic
database. A small number of robust visual detectors is used to generate a higher-
level description of the scene. The approach together with a number of results is
presented in the third part of this article.

Keywords: computer vision; event recognition; visual tracking; video 
annotation; mapping from vision to language

4.1 Introduction

Rather than understanding the perception of biological motion we intend to
construct a machine that is able to recognize certain biological motions. The
crucial question before we derive any mathematical model is the choice of
which representation to use. We are particularly interested in computationally
efficient approaches that facilitate the instantaneous classification of the
observed motion. Moving light displays (Johansson 1976) are often used to
test our ability to recognize biological motion. The nature of the internal rep-
resentations the human visual system uses to recognize these sequences is of
particular interest to this work. Bülthoff and Bülthoff (2003) designed a number
of experiments to determine whether or not the human recognition capability
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depends on the viewpoint of the scene. Based on the results of these experi-
ments they conclude that the subjects’ recognition performance is strongly tied
to the familiarity of the viewpoint from which the sequences are captured. The
fact that stereo-depth information only marginally improves the recognition
performance furthermore indicates that the internal motion models emphasize
the 2D trajectory structure of the sequence over its 3D structure.

Hence the guiding principle of this work is to find an appearance-based
approach such that it is not necessary to estimate the person’s pose in order to
classify the type of motion. Therefore we avoid the use of an articulated model
such as a stick figure model or a 3D skeleton. The pose estimation itself is 
central to the problem of human motion capture. Recent advances in computer
vision (Deutscher et al. 2000; Sidenbladh et al. 2000) allow us to solve the
pose estimation problem without having any kind of markers attached to their
bodies. But in order to resolve ambiguities multiple views are necessary to
accurately estimate the pose. In turn we intend to recognize the type of motion
based on the apparent motion. In the current context of this article, one inter-
esting point of discussion would be if the appearance-based information alone
is sufficient for movement generation as discussed by Schaal et al. (this vol-
ume, Chapter 9).

Two distinctly different approaches to modelling biological motion are pre-
sented in this article. Following the principles of pattern theory (Grenander
1976–1981), or ‘analysis by synthesis’, the first approach in Section 4.2 uses
a generative model to recognize the observed biological motion. Here, the
apparent contour of a person is described by an active contour (Kass et al.
1987). The deformation of the contour is controlled by a low-dimensional con-
figuration space. The dynamics of the apparent contour is explicitly modelled
as a stochastic process. We demonstrate that finely tuned stochastic processes
can be used for both the anticipation and the classification of the observed
motion.

The type of biological motion is recognized based on the dynamical informa-
tion alone. No information about the shape of the apparent contour is 
used. It has been shown elsewhere that the shape information can be used
effectively to detect people and estimate their pose. To facilitate the detection
of pedestrians from a moving car Gavrila and Philomin (Gavrila and Philomin
1999; Gavrila 2000) represented a large collection of shapes using a hierarchy
of templates that are based on edge-maps. The strength of this approach is that
it captures the variety of shapes very efficiently. The similarity of two shapes
is computed using a metric that is based on the distance transform (Borgefors
1988). The online matching is realized as a simultaneous coarse-to-fine search
over the shape hierarchy and transformation parameters. The hierarchy itself
is learnt from training examples using a stochastic optimization technique.
Although the main application area of this system is the detection of pedes-
trians, one can now replace the shape contour with a large collection of example
shapes in order to track the object. Toyama and Blake (2001) propose a metric
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mixture model which combines exemplars in a metric space with a prob-
abilistic treatment.

A related but different approach is to recognize the type of motion directly
from the spatio-temporal features of the image sequence. In Section 4.3 we
explain how the spatio-temporal structure of human motion can be encoded in
a very low-dimensional vector. Standard pattern recognition techniques are used
to classify sequences containing a variety of different motion classes. Using this
technique it is no longer necessary to localize the apparent contour.
Consequently, the task of tracking the person is simplified.

If we intend to give a higher-level interpretation rather than a low-level
physical description of the observed motion the scene context plays a crucial
role. For example, in all the images displayed in Fig. 4.1 men raise their arms,
but they perform very different activities. This also relates to the question of
which biological motions a machine could possibly recognize. Regardless of
which feature space and representation is used none of these approaches meas-
ure up to the human ability to learn and recognize biological motion. The task
of recognizing a simple motion like walking, independently from scale and
viewing angle, is an enormously challenging problem. Apart from the ability to
recognize canonical biological motions like walking and running regardless of
viewpoint, scale and occlusion, humans are also able to generalize concepts
and make very fine context-dependent distinctions. For example, once a child
is aware of the difference between walking and running it has no trouble 
making the analogous distinction for animals (Bloom 2000). Whereas the 
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Fig. 4.1 Role of context information. In each of these examples the scene context
helps to disambiguate the type of motion. One should notice that there are often very

fine and subtle distinctions which allow us to recognize the type of motion.
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generalization itself is arguably a very difficult problem, the importance of
contextual information is much more apparent.

Once we accept that contextual information is helpful or even crucial, 
the question of how such knowledge should be represented arises. Such
knowledge can be learnt from examples. This particular problem is difficult as
we are interested in a very wide variety of scenes. A typical daily news broad-
cast on television serves as a good example. Hence the challenge of selecting
models for motion recognition is to construct a model which is sufficiently
abstract that it allows us to recognize events which are different but still
related to instances in the training set. A common approach to this problem is
the use of probabilistic networks or graphical models (Pearl 1988). Although
the field of machine learning is far advanced there are of course limits of the
current ability to learn models of very complex systems. An alternative to 
this approach is the use of a semantic knowledge base. Prior to searching the
semantic knowledge base the video is annotated by a set of simple visual
descriptors. This information is used to establish the scene context. This con-
text information is then used to give a more specific description of the image
sequence. This complex system consists of three different components: the
visual analysis, the mapping from vision to language and the search of the
semantic database. A description of these components together with a number
of results is presented in Section 4.4.

4.2 Dynamical models

The approach of tracking people (Baumberg and Hogg 1994; Blake and Isard
1998) using their apparent contour is mathematically a very rich model which
extends naturally to the recognition of certain periodic biological motions. 
The apparent contour of an object is modelled as a spline contour. The
deformation of this contour with respect to a template is controlled by a low-
dimensional linear state space, the shape space. The objective of the visual
tracking system is the estimation of the state vector Xt based on a set of meas-
urements zt taken from the current frame of the image sequence at time t. A
stochastic filter (Gelb 1979; Lütkepohl 1993) is then employed to estimate the
state Xt given the history of the measurements Zt � {z0, . . . , zt}. A learnt
dynamical model is used as a predictor. Under certain assumptions the
Kalman filter (Gelb 1979) is the optimal linear filter to estimate the state Xt
at time t.

But rather than having a single estimate as in the Kalman filter here the pos-
terior probability p(Xt|Zt) is propagated over time. The probability density
p(Xt|Zt) is represented in a non-parametric form by a set of K samples {Xt

(i)}i.
Each sample Xt

(i) has a likelihood weight �i associated to it, such that �i�i � 1.
The interpretation of such a particle set is that if the set is resampled, meaning
that an X is chosen to be one of Xt

(n), with probability proportional to its
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weight �t
(n), that X is distributed (approximately) according to the posterior pt.

A condensation or particle filter (Gordon et al. 1993; Isard and Blake 1996;
Kitagawa 1996) is applied to propagate p(Xt |Zt) over time. In principle this
framework is a generalization of the Kalman filter which also allows the use
of nonlinear dynamics in the form of multi-class dynamics.

(a) Multi-class dynamics

Multi-class dynamics are represented by appending to the continuous state
vector xt a discrete state component yt to make a ‘mixed’ state Xt � (xt, yt)

T,
where yt ε {1, . . .,Y } is the discrete component of the state, labelling the class
of motion. Corresponding to each state yt � y there is a dynamical model,
taken to be a Markov model of order K that specifies pi(xt|xt � 1 . . . xt � K). Each
class y has a set (Ay, By, d y ) of dynamical parameters, which are learnt from
example trajectories (North et al. 2000). In addition, and independently, state
transitions are governed by the transition matrix for a first-order Markov
chain:

P( yt � y�|yt � 1 � y) � M(y, y�).

As mentioned earlier, the stochastic process used in the prediction step is
the underlying model for the dynamics of the spline contour. To understand
why this framework is suited to model certain periodic biological motions a
more detailed knowledge of the dynamical process is necessary. A linear-
Gaussian Markov model of order K is an ARP (Lütkepohl 1993) defined by

(2.1)

in which each wt is a vector of Nx independent random N(0, 1) variables and
wt, wt� are independent for t ≠ t�. Note that the stochastic parameter B is a 
first-class part of a dynamical model, representing the degree and the shape of
uncertainty in motion, allowing the representation of an entire distribution of
possible motions for each state y. In continuous time a second-order Markov
process is governed by a stochastic differential equation, the Fokker–Plank or
Kolmogorov equation (Karatzas and Shreve 1991)

where w is white noise. When there is no noise present, i.e. w � 0, this is an
oscillator with mass m, damping constant c and stiffness k. The sample path
of such a process in continuous time in one dimension is a damped harmonic
oscillation. The damping rate is denoted by �. A multivariate process can be
decomposed into damped harmonic oscillations along different directions of
the configuration space. An example of a modal analysis of a multivariate

mẍ � cẍ � k x � bw,

xt �
K

k � 1
Ak  

xt � k � d � Bwt,
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process is shown in Fig. 4.2. Depending on the magnitude of the eigenvalue �
each mode can be characterized as unstable, exponentially decaying or 
harmonic. Harmonic modes with a high damping rate influence the motion
only for a very short amount of time, and the least damped modes character-
ize the motion.

Our experiments indicate that ARPs used for the anticipation of motion (lin-
ear, stochastic differential equations and their discrete embodiment as ARPs)
are capable of modelling certain repetitive human motions such as running
and walking. For example, the modal analysis of three different learnt models
for walking presented in Fig. 4.2 indicates that a significant number of modes
have a damping constant ��1 of less than 0.2 s. They are ‘unused’—i.e. dis-
carded by the learning algorithm. Hence there is no need to employ a more
complex stochastic process to model the type of motion.

By introducing the class of motion as a discrete variable of the state Xt the
particle set which represents the posterior distribution p(xt|Zt) enables us not
only to track the apparent contour but also to estimate the class of motion at
any given time t. Hence we have developed a system where classification feeds
back into the perception of motion which means perception and classification
are inextricably bound together. In this approach the motion is classified
instantaneously and does, for example, in a surveillance application provide
the ability to raise an alarm. In case no instantaneous classification is neces-
sary the classification results can be improved by smoothing as shown in
North et al. (2000). The following experiment demonstrates that an image
sequence can now automatically be segmented into subsequences that contain
only one type of motion.
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Fig. 4.2 Discrete eigenvalues of motion models learnt from three different walks.
Three different walking sequences of one human are tracked. For each sequence a 
second order ARP is learnt using the maximum-likelihood learning rule. Only the
periods in which the walker is in a steady state are used to learn the model. It is cru-
cial to observe that only the first four modes (displayed as black circles) are similar 
for all three models. From these only the first two nodes are significant since they have
a time constant of ��1 � 1 s. All remaining modes have a damping constant of

��1 � 0.2 s.
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(b) Experimental results

Two different motion classes were used for a classification experiment. A pure
jump, i.e. jumping up and down without lateral arm or leg movement, and a
half star, which is a ‘star jump’ without arm movement. In order to illustrate
the two motions the contours of the previous time-frames are superimposed
onto one frame (Fig. 4.3). A separate set of training sequences that contain
only one type of motion was used to learn the motion models. In all the experi-
ments the tracking process is initialized by hand. In order to get a very good
model the maximum-likelihood learning rule was used on a sequence of 8 s in
length. Note that a combination of these two motions illustrates both types of
classification problems: the lateral leg movement makes it easy to decide 
when the person is in motion class half star. The jumping up from the bending
down position is, however, very difficult. As can be seen in Fig. 4.4 and Fig. 4.5
we achieve an asymptotic misclassification performance of 10%.

We have demonstrated that a particle filter with mixed states can be used 
for classifying motions online. In the approach presented by Bregler (1997)
the discrete states are used up for modelling atomic motions. In that context 
a bi-level recursive algorithm (Rabiner and Bing-Hwang 1993) could be tried
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(a) (b)

Fig. 4.3 Motion classes used in the experiment. In order to illustrate the motion, con-
tours of previous time-steps are superimposed on one frame. (a) Half star: a ‘star jump’
without arm moment. Notice that both motions begin with an upwards acceleration.
Hence it is difficult to discriminate between both motions. (b) Pure jump, 

i.e. jumping up and down without lateral arm or leg movement.
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Fig. 4.4 Examples of the different segmentations.The motion class pure jump is
shown in light grey, half star in black. The top row corresponds to the ground truth
obtained by hand segmenting the sequence. A two-state ‘condensation’ filter without
importance sampling is used with n � 2000 particles. The third row displays the seg-
mentation obtained using partial importance sampling on the discrete state with n �
400 samples. Note that the quality of the segmentations does not get worse when the
sample size reduces. The crucial role of the transition matrix is documented in the bot-
tom row. Here, a transition matrix with M(y, y) � 0.9 and importance weights with
g(y, y) � 0.8 are used; hence the expected duration of the motion is no longer correct.
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Fig. 4.5 Misclassification graphs. The average error of three tests for each of the
three filters on a particular test sequence is displayed for different particle sizes N.
Circles and dashed line, mixed state condensation; triangles and solid line, partial

importance sampling.
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for automatic segmentation. But these algorithms are notoriously computa-
tionally expensive. Here, we show that a single autoregressive model is a 
serious candidate as a model of atomic motions. This leaves the discrete 
state free for classification. A Markov chain is used to model the state 
transitions and to apply long-term continuity constraints. It was demonstrated
that the Markov chain can be applied more effectively by using partial 
importance sampling. In general, importance sampling (Hammersley and
Handscomb 1964) is a method for variance reduction. The details of this
method can be found in Rittscher and Blake (1999). Learning the motion 
models from a mixed sequence as in North et al. (2000) could potentially
reduce the asymptotic error rate of 10%. It could well be possible that human 
intuition imposes a segmentation which is sub-optimal with respect to ARPs.
Both motions have a number of similarities so it might be necessary to 
work with more than two atomic motion models. The motion classes used in
this experiment could then correspond to the occurrence of one or two atomic
motion models.

But there is one other concern. Tracking complex motions of humans using
a contour tracker is very labour intensive. It is especially difficult to initialize
the visual tracking process. Although the background of the scene is very sim-
ple we failed to track the full star jump or jumping jack (as shown in figure
10a(i) ). Furthermore, there is effectively no variation of pose in these
sequences. This raises the question whether it would be more desirable to
develop a more direct approach to motion classification. If one could classify
the class of motion using the raw image data it would be no longer necessary
to rely on a contour tracker. Such an approach might also solve the initializa-
tion problem for contour tracking. The development of such a method will be
discussed in the following section.

4.3 Classifying motions directly from spatio-temporal features

As just mentioned, the aim is now to recognize biological motion directly from
the spatio-temporal features of the image sequence. Black and Jepson (1998)
use the optical flow field of the entire image to recognize gestures and expres-
sions. One drawback of this method is that the flow field is not very well local-
ized and can easily be corrupted by background motion. It turns out that
representing the entire image sequence as a space-time cube or XYT cube, as
opposed to analysing adjacent frames, is more appropriate for motion ana-
lysis. Niyogi and Adelson (1994a,b), for example, fit a spatio-temporal sur-
face rather similar to the one shown in Fig. 4.6 to estimate the parameters of
a stick-figure model. They use these parameters to recognize people by their
gait. But as motivated in the introduction, our thesis is that motion recognition
should not require any articulated model.

Without making any use of the underlying structure of the motion pattern
Zelnik-Manor and Irani (2001) present a non-parametric approach. The imagery
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is analysed at three or four temporal scales and normalized spatial-temporal
gradients at each scale are computed as

(3.1)

where image sequence is denoted by I. Hence at each of the L scales one gets
a 3D feature vector on each voxel location. To reduce the computational com-
plexity, they avoid estimating the joint density and treat each feature compon-
ent and scale independently. The comparison of these feature histograms is
very difficult because these histograms are typically dominated by feature
points for which |	I| is almost zero. This is why they formulate a distance met-
ric that uses a weighting factor for each histogram bin, i.e.

(3.2)

In the case that a number of sequences for each event type are available, they
refine this distance measure by computing the mean and variance in each 
histogram bin and essentially computing cluster centres, each representing a
class of motion. As mentioned before, points for which |	S| is almost zero
swamp the statistic. This effectively causes a large amount of observation

 wi � (h(i) � h�(i))�1.

D(h,  h�) � �
i

wi(h(i) � h�(i))2, where

	I(x,  y,  t)

	I(x,   y,  t)
,
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Fig. 4.6 Spatio-temporal surface. A sequence of mixed aerobics exercises (as shown
in figure 10) is used to compute a space-time surface. The surface is extracted from the
reprocessed sequence using an implementation of the ‘marching cubes algorithm’
(Schroeder et al. 1992). Note that in the latter part of the sequence the arm motion is

clearly visible.
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noise. As can be observed in Fig. 4.8, the salient information is contained in
the motion boundaries. This is why a conservatively set threshold can be
applied to eliminate such data points from the statistic.

Motions like running, walking and skipping can be characterized by the 
different intrinsic velocities of leg movement. The slices of the XYT cube
exhibit a braided pattern which characterizes each type of motion. Cipolla and
Yamamoto (1990) use these slides for the stereoscopic tracking of bodies in
motion and introduce the term epipolar slices. Because the epipolar slice is an
entity in space time, the braided pattern is directly related to the velocity 
profile of the motion. The braided pattern of leg motion, for example, consists
of two self-intersecting curves, one for each leg. Hence, the velocity of the leg
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Fig. 4.7 Idealized braided pattern. (a) An idealized braided pattern of a person walk-
ing under a front-to-parallel view. (b) The angle of the outer normal to one curve, 
,
measures the velocity of the leg at time t. The other curve is a mirror image of the first
hence the angles of both other normals are related. This is because the tan 
function is antisymmetric, i.e. �tan�1(�x) � tan�1(x). It is also clear that the angles
of the inner normals correspond to those of the outer normals. The distribution of |
|
hence characterizes the braided pattern. (c) A typical learnt distribution of |
| from an

epipolar slice taken from the experimental data.
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can be computed by estimating the outer normal to the curve. This is also
illustrated in Fig. 4.7. The angle � of the outer normal can be computed as

.

For practical purposes �xI and �tI are computed from the bandpass-filtered
data. And in order to suppress feature points that are not associated with the
motion boundary � is only calculated where |	I | exceeds a threshold, i.e.
|	I(x, t)| � C, as

(3.3)

The threshold C can be set conservatively. Its only purpose is to prevent the
distribution p(|�|) from being swamped by �-values that correspond to loca-
tions (x, t) at which the modulus of the gradient |	I(x, t)| is near zero. Because
the tan function is antisymmetric, i.e. �tan�1(�x) � tan�1(x), for every time
t the modulus of �, |�|, estimated from either curve, is identical. Hence the dis-
tribution of |�| will describe the velocity distribution of the motion pattern.

The distribution p(|�|) clearly depends on the position of the epipolar slice.
Therefore a collection of slices will be used to characterize the motion pattern.
The resulting feature vector consists of a set of skew factors �1(I, y) computed
from a slice at height y, i.e.

�1(I ): � {�1(I, y1), . . . ,�1(I, yN)}, (3.4)

where N is the number of epipolar slices taken from the space-time cube.
Hence we compress the image sequence I to a feature vector of length N. The
estimate of the third moment or skewness, �1 (see, for example, Scheffe
1959), of the distributions is defined as

(3.5)

The skewness of a distribution measures the degree of asymmetry. The meas-
ure does not depend on the location or scale (measured respectively by the
mean and the variance 	). Hence a linear transformation of the distribution
will not affect the skew factor �1. For a symmetrical distribution the skewness,
�1, is evidently zero. A positive value of skewness signifies a distribution with
an asymmetric tail extending to the right of the mean and vice versa. Three
typical epipolar slices, ranging from fast to slow motions, are displayed in 
figure 8. Both the learnt distributions and the skewness, �1, allow us to dis-
criminate between the three different velocity profiles. We therefore conclude
that it is sufficient to compute the skewness of the learnt distribution of a col-
lection of epipolar slices and treat the vector of the skew factors as a feature
vector. Results of this method are shown in Figs 4.9 and 4.10. It should be




 �1({
1,
 

… ,
N}) � 

1
N 

�
N

J� 1
�
j � 



 �3

.

tan(
(x,t)) � 

(I*�t
)(x, t)

(I*�x
)(x, t)
.

tan(
)�
�t I

�x I

88 Jens Rittscher et al.

Wolpert-ch04.qxd  11/18/03  8:16 PM  Page 88



noted that the vectors of skew factors shown in Fig. 4.9 give rise to a very nat-
ural interpretation of the characteristics of the three different motion types.
This method orders these different walking styles in some kind of continuum
where the two extremes are defined by running and walking. Here, we make
use of the fact that the walking motions are periodic. In the next section we will
demonstrate that the same method can be used to recognize non-repetitive
motions when very short time intervals are used.

Many applications require the instantaneous classification of the type of
motion. The skew vectors �1(I ) are computed for a set of consecutive frames
or, in other words, of a spatio-temporal cube of a certain temporal length T.
Apart from the noise of the measurement model itself, the distribution of the
skew vectors �1(I) for each class of motion will now depend on the length of
the temporal window. This is due to the phase dependency of the motion itself.
In a first experiment we attempt to classify each temporal window using a 
very basic model for the class densities. Like in the computation of the linear
discriminant analysis in the previous section, the distributions of the skew 
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Fig. 4.8 Skewness of the |�| distributions. This figure illustrates the effect of estim-
ating the skewness �1(6) of the learnt distributions for |�|. (a) Examples of typical
epipolar slices for (i) running, (ii) skipping and (iii) walking. The corresponding 
distributions of |�| are shown in (b). The reader should note that all three representa-
tions of the data—the raw data, the learnt distribution of |�| and the skewness of the
distribution—allow us to discriminate the three different motion patterns. In these
examples the foreground pattern (in black) is clearly visible. But as this method is
based on the estimation of normals the representation does not depend on the intensity 
difference between foreground and background as long as it exceeds the threshold C

(see equation (3.3) ).
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Fig. 4.9 Skew vectors �1(I) for different walking styles. The skew vectors �1(I) (3.5)
are computed for a set of 20 epipolar slices. The exact position of the slices are indi-
cated as light grey lines in (a). The skew vectors, �1(I), for each of the sequences are 
presented in (b). The skew vectors are colour coded. Light grey corresponds to run-
ning, dark grey to skipping, and black to walking. It can be observed that the skew fac-
tors of top and bottom slices are implausible. This is a consequence of the naive
threshold set in (see equation (3.3) ). The amount of variation in the upper half of the
body can be explained by the body motion with respect to the centroid of the body. 
As a result of computing the skew factors of the different epipolar slices, the different
walking styles are ordered according to their average speed. In an experiment a linear
discrimination analysis of the skew vectors �1(I) for a set of four different people 
performing running, skipping and walking was used to demonstrate that the three 

different motion classes can be separated.
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Fig. 4.10 Skew vectors �1(I ) for the aerobics motions. In these experiments the skew
factors �1(I ) (see equation (3.4) ) are computed for a set of 40 epipolar slices. The exact
position of the slices is again indicated as light grey lines in (i). The skew vectors �1(I )
for each of the test sequences are presented in (b). The skew vectors are colour coded.
Light grey corresponds to jumping, dark grey to a half-star jump and black to the full star-
jump. It should be noted that although this method is more suitable for analysing 
leg motion (see text) the presence of arm motion is detected correctly. Moreover the fact
that the skew factors are a relatively smooth function with respect to y indicates that the 

estimates are not particularly noisy.
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vectors �1(I) for each motion class are modelled as multivariate Gaussians
with mean � and diagonal covariance �. The Mahalanobis distance between
the skew vectors �1(I), computed for each interval of length T, and the learnt
centres �i is used to classify the observed motion.

We believe that it is important to test the use of the skew vectors �1(I) using
a very basic classification technique. Unlike HMMs, such an approach discards,
of course, the temporal information about the mean duration of each motion.
But parameters for models with hidden parameters are usually learnt using some
form of expectation maximization learning rule. These algorithms do not guar-
antee to find a local minimum and depend heavily on an initialization step. If
the results obtained by a basic classifier are promising it will be possible to
refine them using a more elaborate model.

We now benefit from the fact that it is no longer necessary to track the out-
line of the person in order to classify the type of motion. This allows us to test
the newly developed method on examples that are considerably more complex
than those used in Section 4.2. The first dataset contains sequences of four dif-
ferent people running, skipping and walking. Owing to the low contrast
between foreground and background it would be difficult to track the outline
of the people using an edge-based contour tracker. The second set of test
sequences consists of a set of aerobics exercises similar to those used previ-
ously. But here we included the star jump as the third motion class.

All sequences of people walking were recorded at the same time and place.
The group of people contained three males and one female all between 20 and
30 years old. In all, the dataset includes 77 sequences whose lengths vary
between 2 s and 5 s. A simple blob tracker based on motion detectors was
applied to locate the foreground window in every frame.

The second set of test sequences contains three different gymnastic exer-
cises: jump, half-star jump and star-jump (or jumping jack) (see Fig. 4.10).
These sequences do not require any preprocessing as the exercise is performed
on the spot. Two sets of image sequences were analysed. The first set contains
three sequences of a mixture of aerobics exercises shown in Fig. 4.10. The
temporal length of the spatio-temporal cube T was chosen to be 25 fields or
half a second. Like in the experiment shown in Fig. 4.10, a number of 40 epipo-
lar slices were used to compute �1(I ). The distributions of the skew vector for
each class, jumping, half-star and star-jump were learnt from a separate set of
training sequences, each of which contained only one type of motion. In total,
114 half-second intervals were analysed. Out of these, eight were classified
wrongly, which corresponds to an error rate of 7%.

These classification errors are due to measurement noise. To reduce this
measurement noise we convolved each feature vector with a smoothing filter.
This is justified by the following observations. First, we expect the true skew
factors �1(I, y), as mentioned before, to be continuous with respect to y. Second,
the noise of the skew estimate on two adjacent slices �1(I, yi) and �1(I, yj) is
assumed to be independent. One justification for this is that the support of the
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filters, �t
 and �x
, needed to compute � (see equation (3.3) ), on the two 
adjacent slices are disjoint. As a result the number of misclassifications is
reduced to three out of 114 samples. This corresponds to an error rate of 2.6%.

Finally we analysed sequences of a person playing basketball. Two sequences,
each of which is 50 s long, were used. Like in the previous example the length
of the spatio-temporal cube T was set to be 25 fields or half a second. The skew
vectors �1(I ) were again convolved with a smoothing kernel. The foreground
region was tracked using a simple blob tracker. The training data were obtained
by labelling each half-second interval in one of the sequences as belonging to
one of the following motion classes: walking, running, turning and throwing. As
before, each of these motion classes was modelled by a multivariate Gaussian
with diagonal covariance matrix. The resulting means for each of the motion
classes are shown in Fig. 4.11. As can be seen in the figure, the distributions of
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Fig. 4.11 Skew vectors �1(I ) for basketball player. The skew vectors �1(I ) (3.5) are
computed for a set of 44 epipolar slices. The feature vectors are convolved with a
smoothing filter to reduce the measurement noise (see text). As before, (a) shows the
location of the epipolar slices. The distributions of the skew vectors of each motion
class are modelled by a multivariate Gaussian with a diagonal covariance matrix. (b)
The mean and standard deviation of each motion class. Four motion classes are used in
this experiment: running (in light grey), walking (in dark grey), turning (in white or
black) and throwing (in black). It can be easily observed that the throw is the only
motion that involves a considerable amount of arm motion. The turning motion involves
very little arm and leg motion. The motion classes running and walking, however, show

some overlap.
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walking and running have some overlap. As a result, walking is occasionally
misclassified as running. In total, 10 out of 99 samples are misclassified, which
corresponds to a misclassification rate of 10%. All remaining classes of motion
are identified correctly. Single frames of the sequence are shown in Fig. 4.12.
Taking the difficulty of the sequence into account this is a very promising
result. Potentially, this error rate results from the fact that during training some
intervals that contain a transition from standing still to running were labelled
as running. Assuming that the camera is stationary, this error rate can easily be
reduced by taking prior information, such as the output from the blob tracker,
into account. In comparison with the examples shown in the previous section,
the task of visual tracking is a lot simpler. Here, a blob tracker like the one 
presented in Comaniciu et al. (2000) can be used to extract the motion traject-
ory of the foreground object.

4.4 Semantic information and context

The objective is now to give a higher-level interpretation of the imagery. As
discussed in Section 4.1, this is required to establish the context of the scene.
We now present an approach that uses the information contained in a semantic
database to establish this context information. The overall approach consists of
three main components: visual analysis, the mapping from vision to language
and the search in the semantic database. Before details of these components
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Fig. 4.12 An automatically annotated basketball sequence. Shown are single frames
out of the automatically annotated sequence. The person runs towards the basket
dribbling the ball. The ball is then thrown into the basket. After the ball is caught the
person walks back. All of these stages are identified correctly. Only the decision

between running and walking is sometimes ambiguous.

Wolpert-ch04.qxd  11/18/03  8:16 PM  Page 93



can be given, the nature of the semantic database used here needs to be described.
The current capability of the system will be discussed in Section 4.4d.

Here, WordNet (Fellbaum 1998) is employed as a semantic database.
WordNet is an online lexical reference system whose design is inspired by cur-
rent psycholinguistic theories of human lexical memory. As opposed to a nor-
mal dictionary, WordNet is a lexical ontology that attempts to organize lexical
information hierarchically in terms of word meanings. Developed by hand over
the past 17 years, it is a massive compilation of hierarchical relationships
between each sense of every noun, verb, adjective and adverb in standard
English. The 80 000 noun senses, for example, are organized into 11 hier-
archies rooted by general concepts such as entity, abstraction, human activity,
event and group. A word sense C may have any number of subordinates, which
are specific types of C. For example, object is a subordinate of entity, and 
natural-object, artefact and living-thing are subordinates of object. Verbs have a
similar set of hierarchies organized on the same principle of subordination, for
example, walking is one way to travel. Each word also has a free-form, textual
definition similar to a dictionary entry. These definitions are stored as strings
without any indexing or structured content. The hierarchical structure of
WordNet allows the formulation of efficient search algorithms. Starting at a very
general root node, as for example, artefact, the visual information found in 
the entire scene is used to find a specific subordinate concept to describe a 
particular region.

One shortcoming of WordNet with respect to this particular application is
that the definitions and glosses generally do not contain any descriptions of
the objects’ appearance. A chair, for example, is defined to be a seat for one
person, with a support of the back. In order to address this problem we have
tagged the concepts in WordNet with attribute values indicating whether they
are visible, capable of motion and usually located indoors or outdoors. Topic
attributes also indicate relevance to specific topics. The attribute information
that describes the type of motion is more detailed. We differentiate between no
motion, continuous motion and random motion. In the case of continuous
motion we also specify the dominant direction of the motion. So, for example,
the dominate direction of climbing is upward or vertical. Currently these attrib-
utes are added by hand to the database. The hierarchical structure of WordNet
enables very efficient attribution, as the subordinates inherit attribute values.
For our experiments, around 195 000 attribute values are assigned.

(a) Visual analysis

To initiate and conduct the semantic search, visual observables were extracted
from the video. The challenge here is to find a set of visual observables. These
were then mapped into language terms that aid the semantic search of WordNet.
Visual analysis can produce information at a large range of semantic levels. 
The sole fact that the scene contains a set of parallel lines by itself is not very
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helpful for the visual search. The set of parallel lines, however, could indicate
the presence of a man-made object. It is tempting to assume that image ana-
lysis can produce high-level semantic content, and map this information directly
into WordNet. However, this is not feasible. For narrow, restricted problem
domains, computer vision can indeed produce semantic content at the level of
language. When the scope is a bit wider, as for example, in the broadcast video
domain, the variety of objects and events present requires the development of
tens of thousands of specialized object detectors.

Instead, our guiding principle was to use a small number of high-level
object detectors, coupled with mid-level visual observables, to interpret the
scene. We demonstrate later that by making extensive use of the semantic
knowledge base and contextual information, a high-level scene description
can be inferred from this combination of visual features. To formalize the
semantic content of visual information, the extraction of visual descriptors was
organized hierarchically (see Fig. 4.13). Edges, interest points, responses to fil-
ter banks, and segmented regions were considered to be direct observables and
therefore form the basis of the visual information hierarchy (level 0). At level 1,
information derived directly from image observables was computed and char-
acterized. Level 2 consists of objects and events, which are recognized using
data from the previous levels. Level 0 information is 2D, but carries 
little semantic information on its own. Level 1 information is more salient, but
generally requires additional context to be meaningful. For the semantic search,
level 2 information corresponds directly to semantic concepts in WordNet,
while level 1 data are used to refine the search. We use three types of 
visual information across levels 1 and 2: people and their movements, other
moving objects (e.g. vehicles) and stationary scene elements, such as 

Mathematical modelling of animate and intentional motion 95

Level 0: direct observables
interest points, edges, regions, responses to filter banks

Level 2: derived observables

Level 2: semantic objects
faces, people, vehicles, text,
man-made, sky 

Events
interview, parade, funeral

Visual information hierarchy

GeometryScene Motion

- texture
- connectivity

- foreground/
  background
- scale
- camera motion

- trajectory
- periodicity
- motion pattern

tens
hundreds

ones

Regions

- lines/circles
- parallelism
- shape

Fig. 4.13 The visual information hierarchy induced by semantic levels.
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manmade objects and structures, and natural objects, such as sky, water and
vegetation. People are detected using a face detector courtesy of Carnegie
Mellon University (Rowley et al. 1998), although we also plan to integrate
human body detectors in future work. Our scene and motion descriptors are
now described in more detail.

(i) Scene characterization
The goal of scene characterization is to semantically categorize every object
and element in the scene. This provides a starting point for the semantic search
to add further specialization or detail to the categorization, and provides scene
context to constrain the search. This characterization is a very difficult problem,
however, as semantic context may be required even at this stage. Our approach
was to define a small set of categories, some of which were very broad, that
could be distinguished primarily by 2D appearance information. The categories
spanned virtually all objects of interest except for people, which were handled
with specialized detectors. Currently, our categories are man-made objects,
vegetation, water/sea/ocean, rock and sky. Although the man-made category is
very large, it corresponds to the ‘artefact’ hierarchy in WordNet, which 
contains all man-made objects. The presence of certain categories in a scene,
such as water and sky, also provided evidence of scene context such as out-
doors, which was useful in the semantic search as described later. Algorithms
specifically designed for overall scene classification (Szummer and Picard
1998; Vailaya et al. 1998) could be easily integrated into the system, as well
as other categories such as animals.

The categorization was formulated as an integrated problem of perceptual
grouping, texture recognition and segmentation. While filter banks are useful
for distinguishing between similar textures, the salient features of these broad
texture categories are often embedded in the relationships between large-scale
features such as regions. In previous work we have examined this problem
(Hoogs et al. 2003), and developed a region-based approach for texture char-
acterization. The algorithm outperforms filter banks when the range of appear-
ance within each texture is large compared to the training images, as is
generally the case in broadcast video.

The approach has been extended to video, using a maximum-likelihood 
formulation to combine texture class estimates across subsequent video frames
after inter-frame homographies are estimated. At this stage, the scene is assumed
to be static, or to contain only slowly moving objects. Example results are
shown in Figs 4.15 and 4.18. Motion analysis is then applied to segment and
characterize independently moving objects.

(ii) Motion characterization
Our system currently uses an extended version of the blob tracking approach
presented in Comaniciu et al. (2000). The motion trajectory is computed
based on the motion of the centroid of the foreground object. In the context of
gesture analysis, suitable state space representations (Bobick and Wilson
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1997) have been used to recognize a limited vocabulary of hand gestures.
Rather than extracting a mathematical description of the motion trajectory we
are interested in its characteristic. Is it, for example, a smooth horizontal
motion or an erratic motion, which could indicate some kind of jumping or
bouncing motion? Depending on how much we know about the camera and
the scene, the motion trajectory allows us to estimate the speed of the motion,
which can be a very important clue.

The discussion of recognizing motion patterns presented in Section 4.3 is 
of course highly relevant to this work. As opposed to the motion trajectory it is
a local characteristic of the observed motion. We described techniques to rec-
ognize biological motion based on the spatio-temporal features of the image
sequence. The structure and type of motion pattern also reveal whether a rigid
or non-rigid object is being tracked. Furthermore, the periodicity of the motion
can be computed. Polana and Nelson (1997) used a set of basic descriptors to
recognize certain motion patterns. An approach to detect the periodicity of the
motion is given in Liu and Picard (1998). Modal analysis (see Fig 4.2) provides
another possibility to analyse the observed motion. The presence of harmonic
modes and their time constants � indicates periodic motion. Currently the sys-
tem uses only the dominant direction of the motion.

(b) Mapping from vision to language

To relate the disparate representations of visual observables and WordNet, we
have defined the visual information hierarchy described in Section 4.4a, and
established the relationship of each level to WordNet concepts. This formalism
provides a grounded framework to contain visual information, linguistic infor-
mation and their respective uncertainties and ambiguities. Specifically, level 2
observables corresponding to objects of interest are mapped directly to general
concepts in WordNet, and become elemental terms (see Fig. 4.14). This is pos-
sible because the semantic meaning of each level 2 observable is clearly defined,
and can be mapped directly to a word sense. Such observables of interest include
human faces and manmade objects, which are mapped to nouns. Moving
objects, including moving people, are mapped to verbs. The remaining level 2
observables are used as contextual search constraints as described below.

Elemental terms are very general, and provide entry points for searching
WordNet. To find more specific concepts present in the video, level 1 observ-
ables are mapped to pruning terms, or words that are used to constrain the
search as described below. Unlike level 2 observables, however, it is often
impossible to map each level 1 observable to a single word sense because of the 
well-known difficulty of consistently mapping low-level, quantitative data
onto symbolic terms. This problem is partially addressed by mapping some
level 1 observables to multiple words that are synonyms.

Certain visual observables are mapped to attributes described earlier. Level 1
observables in this category include specific motion characteristics such as
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direction and speed. Some level 2 observables also map to attributes; for
example, sky and vegetation map to the outdoors attribute. These level 2
observables do not become elemental terms, as we are not interested in 
categorizing them further in this work. Instead they provide scene context to
constrain the search. Topics are mapped to both pruning terms and attribute
terms; only a limited number of general topics are also attributes, as these are
determined manually.

(c) Semantic search

As mentioned earlier, the objective of the semantic search is to find the most
specific description of the scene elements supported by the evidence and topic
context. Even with all observables in a common representation, there are still
significant issues in searching WordNet. For example, the only difference
between subordinates of the same node are their definitions, which are unstruc-
tured text. Natural language processing is required to extract information from
definitions, and this process can be error prone. The length of the present art-
icle does not allow a detailed desciption of the search algorithm, but the main
idea is to use the pruning information to find the most relevant concepts in the
database. As a result of the search we obtain a ranked list of concepts. As will
be seen later, these lists can of course contain concepts that have little or 
no relevance. The aim of the current work is to ensure relevant words are 
contained in the lists and have a sufficiently high ranking.

(d) Video annotation results

The purpose of our video annotation system is to derive semantic content
descriptions. A video is currently segmented into clips (by hand in these
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face
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motion
motion speed
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motion type
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2
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person,
human

motion
sky, air
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fast, slow
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smooth,
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Fig. 4.14 Selected mappings from visual observables to semantic terms. Elemental
terms have a part of speech (n, noun or v, verb), and a sense number in WordNet.
Motion maps to the elemental term travel, and motion characteristics map to quantized

attribute values.
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experiments), and these clips are passed into the system. The scene character-
ization algorithm classifies these clips into the various categories. The face
detector is applied in parallel, and supersedes segmentation results when
humans are found. Next, the tracking algorithm, which is manually initialized
in the current system, is applied to man-made regions and faces, to determine
their motion. This visual information is translated into elemental, pruning and
attribute terms as described in Section 4.4b. Simultaneously, topic terms are
extracted from the transcript (this step is currently manual). Finally, semantic
search is performed to determine the annotations. Once the search terminates,
the 10 highest ranked concepts are output so that we can report performance
measures as described below.

The first example, shown in Fig. 4.15, illustrates how the system makes use
of the scene context. Three regions are segmented and classified. Region 1
(blue) is classified as ‘water’, region 3 erroneously as ‘sky’, and region 2 (light
brown) as ‘man-made’. Region 2 is contained within region 1. The topic infor-
mation is ‘crude oil’, which is mentioned repeatedly in the commentary; this
becomes a pruning term, but not a topic attribute because it is too specific. The
man-made region maps directly to the elemental term ‘artefact’ and initiates a
search through the 14 000 subnodes of artefact. The pruning terms ‘sea’ and
‘water’ are added because the man-made region is contained in the water region.
As demonstrated by the output noun list, using relatively simple visual observ-
ables and basic topic information, the correct object label of {oil tanker, oiler,
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region 2, nouns:
water, crude oil:  {oil tanker,  oiler,  tank ship,  tanker}
sea,  water:  {milldam},  {Suez canal},  {abandoned ship,  derelict},  {wreck},
{lifeboat},  {whaleboat}
water:  {launch},  {frigate},  {bottom,  freighter,  merchant ship,  merchant-man}

(a) (b)

Fig. 4.15 The original image (a) is segmented into regions (b) classified as ‘water’
(dark grey), ‘sky’ (white) and ‘man-made’ (light grey). The man-made region (region 2)
is contained within the water region. The top 10 concepts returned by the manmade
search are shown in rank order, grouped by matched constraint terms shown in bold. The
words listed within each set of brackets are synonyms and represent a single concept.

See Plate 2 of the Plate Section, at the centre of this book.
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tank ship, tanker} is at the top of the ranked list. Without the ‘crude oil’ topic,
the various types of boats are still detected as the most likely concepts, but
with approximately equal likelihood.

Before discussing specific examples containing biological motion we pre-
sent results of an initial study examining the system’s ability to annotate a
wide range of scenes. All clips in a contiguous news story about the Exxon
Valdez oil spill were analysed. Typically, a 2–3 min story contains dozens of
clips showing a wide range of subjects. Key frames from the clips of the story
are shown in Fig. 4.16. Note the variety of scales, object types and scene 
content despite the common topic. No topic information was used in the search,
however, as we were interested in the generic performance of the system.

Performance evaluation of this system has two levels. First, we assess the
accuracy of the computed visual information. Then, we assess whether the
semantic search found annotations that correctly improve upon the visual
information. To measure the second stage, we manually examine the generated
word lists to determine which words are appropriate descriptions of their cor-
responding scene elements. Currently we do not evaluate how specific the
detected labels are. The system should be rewarded for finding more specific
terms, and punished for finding overly specific terms. This will be addressed
in future experiments.

The percentage of correct labels in the top 10 words is shown in Fig. 4.17. 
The extracted visual information is listed below each image above the line; the
correct annotations found by the search are listed below the line. On approx-
imately half of the clips, the semantic search found relevant annotations among
the top 10 words. On the other half, one of two conditions applies. In some
cases, such as the first clip, no objects corresponding to elemental terms were
detected. Hence no search was performed, and the system output only visual
analysis. In other cases, elemental terms were detected, but the additional visual
evidence was insufficient to specialize the objects further. This occurred on 
clips 2, 3, 4, 6, 9 and 12. Another problem was of course errors caused by the 
segmentation. The detection of water in clips 10 and 11 was erroneous. In these
particular examples, however, the system still produced the appropriate labels.

Finally, we discuss two examples that contain biological motion. In the
example shown in Fig. 4.18 a man climbs a rock. A visual tracker is used to
track the motion of the person (initialized manually in this example). The
scene is segmented and classified into two regions, ‘rock’ and ‘sky’. The per-
son is misclassified as ‘rock’, but this error can be corrected when motion is
present or the person is detected. The semantic search is conducted starting at
the noun ‘person’, using the attribute term ‘outdoors’ derived from ‘sky’ and
the pruning term ‘rock’. This yields a list of nouns that contains the correct
object label {rock climber}. The false positive ‘punk rocker’ is due to the
ambiguity of the meaning of the word ‘rock’ in WordNet definitions (which
are untagged strings). The verb search is conducted from the verb concept
‘human motion’, and constrained by the extracted motion attributes ‘up’ and
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clip 1 clip 2 clip 3 clip 4 clip 5 clip 6

water, sky, rock man-made, rock man-made, water, rock man-made, rock man-made, water, person
manager,

chairperson

man-made

clip 7 clip 8 clip 9 clip 10 clip 11 clip 12

water, man-made, (person) man-made, water man-made
none

man-made, water, sky
helicopter

man-made, water, rock
blacktop, tarmac

man-made, rock
none

none none none none none

launch, frigate,
freighter

lifeboat, launch; voy-
ager, oceanographer

Fig. 4.16 A complete story containing 12 clips was analysed. One keyframe for each of the clips is shown with the extracted scene characteristics
(above the line) and any correct semantic annotations in the top 10 found by the search.
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‘slow’. This yields a verb list including {ascend, come up, rise, uprise},
{scale} and {escalate}. The verb {climb} was also found, but was ranked just
below the top 10 verbs. This illustrates the potential benefits of considering
noun and verb searches jointly, which is a topic for future research. But in
principle this example shows that the use of a semantic database can be use-
ful, and frees us from learning very specific scenarios.

In Section 4.3 we detected the running motion (see Fig. 4.9) using the 
spatio-temporal pattern of the image sequence. Based on the motion of 
the centroid of the foreground blob we know that it is a fast motion in the 
horizontal direction. The semantic verb search using the pruning information
horizontal, articulated and fast returns the words: march, pace, outride, romp,
run, outrun, sprint and rush. Most of these words are an adequate description
of the observed motion.

Our experiments show that with the existing set of visual analysis algorithms—
face detector, scene characterization, motion tracking and semantic search—
we can produce meaningful, non-trivial annotations on a wide variety of
scenes. The results shown here are representative of our other experiments,
and give an indication of the potential of the approach. Obviously, more 
experimentation needs to be performed, particularly to examine the trade-
offs between topic context, the amount and levels of visual information and 
the specificity of the search. Currently, the system is limited by the visual
algorithms, notably the lack of a person detector, motion track initialization
and the segmentation algorithm. As stated earlier, information of the motion
pattern is currently not used.
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Fig. 4.17 Percentage of the top 10 concepts returned by the semantic search that are
relevant to each clip.
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Although WordNet was chosen because of its hierarchical structure we also
need to consider other semantic databases. FrameNet (Baker et al. 1998),
invented by C. Fillmore, for example, is based on the idea of semantic frames.
Having more information of the possible or most probable noun–verb com-
binations will improve the analysis of events. Another idea is also to make
extensive use of the audio information. Background noises, as for example,
engine noise, could be processed in a similar fashion to the way that the 
visual information is used now. A number of researches have also collected
co-occurrence information of words. This information would be useful to
improve our current ranking. It would, for example, help to disambiguate the
sense of rock in Fig. 4.18.

4.5 Conclusion

The aim of the work presented in this article is to explore mathematically rig-
orous approaches to recognize and classify biological motion. Guided by 
the principle that perception and classification should not be dealt with as two
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(a) (b)

region 3, nouns:
rock:  {rock ‘n’ roll musician, rocker},  {punk, punk rocker},  {groupie},
{cragsman,  rock climber},  {pueblo}
region 3, verbs:
up:  {emerge},  {ascend,  come up,  rise,  uprise},  {bounce,  jounce},
{swell, well},  {rocket,  skyrocket},  {uplift},  {scale},  {escalade},  {ramp}, {ride}

Fig. 4.18 The original image (a) is segmented into regions (b) classified as ‘rock’
(red) and ‘sky’ (white), providing the attribute term ‘outdoors’. The motion of the 
person is tracked and characterized as motion attribute terms ‘upward’ and ‘slow’.
Both a noun and a verb search are conducted using person and human motion as ele-
mental terms. The most likely concepts returned by each search are shown in rank
order, grouped by matched constraint terms shown in bold. See Plate 3 of the Plate

Section, at the centre of this book.
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separate processes, the contour tracking framework was used to simultaneously
track and classify the motion. We demonstrated how effectively ARPs can
mimic certain biological motions (see Fig. 4.3). These learnt motion models
could then be used as observation densities in an HMM. Other than in Bregler
(1997), the discrete state variable of the HMM is not used for modelling the
motion and can be used for classification. An automatic segmentation of a
sequence containing more than one type of motion is demonstrated in Fig. 4.4.
It is demonstrated that the Markov chain can be applied more effectively by
using partial importance sampling.

Although the fusion of classification and perception itself is successful we
concluded that the contour tracking framework is not a very robust method for
tracking human beings. Apart from the problem of initialization, finely tuned
motion models are needed for the classification of the type of motion. It would
be advantageous to recognize a particular motion pattern directly from the
spatiotemporal features in the image sequence, and not use any form of inter-
mediate representation such as a spline contour or an articulated model. The
method of extracting skew vectors from a set of epipolar slices turns out to be
a very effective feature extraction method. The experiments demonstrate that
the automatic segmentation of sequences containing more than one type of
motion was successful. Now we are able to analyse more complex sequences,
as for example, the basketball sequence shown in Fig. 4.12. One shortcoming
of the new method is also that the skew vectors are not a viewpoint-invariant
motion descriptor. This and a more systematic approach to the low-level fea-
ture extraction itself are the main topics for future research.

Finally the approach presented in Section 4.2 illustrates that it is possible to
generate a higher-level description of the scene automatically. The examples
in Fig. 4.18 show that a small number of low-level visual descriptors is suffi-
cient to label the type of motion. This approach does not rely on objectspecific
or event-specific learning and has the potential to scale up to a large problem
domain. The objective of our current research is to extend the system’s cap-
ability to recognize certain biological motions using the context information
of the scene.
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What imitation tells us about social 

cognition: a rapprochement between 

developmental psychology and cognitive

neuroscience
Andrew N. Meltzoff and Jean Decety

Both developmental and neurophysiological research suggest a common coding
between perceived and generated actions. This shared representational network
is innately wired in humans. We review psychological evidence concerning the
imitative behaviour of newborn human infants. We suggest that the mechanisms
involved in infant imitation provide the foundation for understanding that others
are ‘like me’ and underlie the development of theory of mind and empathy for
others. We also analyse functional neuroimaging studies that explore the neuro-
physiological substrate of imitation in adults. We marshal evidence that imitation
recruits not only shared neural representations between the self and the other but
also cortical regions in the parietal cortex that are crucial for distinguishing
between the perspective of self and other. Imitation is doubly revealing: it is used
by infants to learn about adults, and by scientists to understand the organization
and functioning of the brain.

Keywords: imitation; theory of mind; empathy; parietal cortex; mirror neurons;
shared neural representations

5.1. Introduction

Our ability to imitate others’ actions holds the key to our understanding what
it is for others to be like us and for us to be like them. The past two decades
of research have significantly expanded our knowledge about imitation at the
cognitive and neurological levels. One goal of this article is to discuss striking
convergences between the cognitive and neuroscientific findings. A second
goal is to make a theoretical proposal. We wish to make a three-step argument:

(i) imitation is innate in humans;
(ii) imitation precedes mentalizing and theory of mind (in development and

evolution); and
(iii) behavioural imitation and its neural substrate provide the mechanism by

which theory of mind and empathy develop in humans.
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Metaphorically, we can say that nature endows humans with the tools to solve
the ‘other minds’ problem by providing newborns with an imitative brain. In
ontogeny, infant imitation is the seed and the adult theory of mind is the fruit.1

We are thus proposing a ‘linking argument’. We think there is a large gap
between mirror neurons and theory of mind. Monkeys have mirror neurons,
but they lack a theory of mind, and they do not imitate. The missing link, we
shall argue, is motor imitation. Through imitating others, the human young
come to understand that others not only share behavioural states, but are ‘like
me’ in deeper ways as well. This propels the human young on the develop-
mental trajectory of developing an understanding of other minds.

This linking argument is missing from the literature. One can find excellent
reviews about mirror neurons and common perception–action coding from both
neuroscientific (Rizzolatti et al. 2002; Chapter 7 this volume) and cognitive
(Prinz and Hommel 2002) perspectives. One can find theory of mind reviewed
from both neuroscientific (Frith and Frith 1999) and cognitive (Astington and
Gopnik 1991; Taylor 1996; Wellman and Gelman 1998; Flavell 1999) per-
spectives. What is missing is a proposal for how a neural mirror system begets
theory of mind. In this paper we focus on a missing link—imitation.

5.2. Simple imitation and its neural substrate

(a) Evidence from developmental science: innate imitation

At what age can infants imitate facial acts, and how can they do so? Infants can
see the adult’s face but can not see their own faces. They can feel their own
faces move, but have no access to the feelings of movement in the other. If they
are young enough they will have never seen their own face. There are no mir-
rors in the womb. The holy grail for cognitive- and neuro-science theories of
imitation is to elucidate the mechanism by which infants connect the felt but
unseen movements of the self with the seen but unfelt movements of the other.

Classical theories such as that of Piaget (1962) considered facial imitation
a cognitive milestone first passed at about 1 year. Piaget argued that infants
learned to associate self and other through mirror play and tactile exploration
of their own and others’ faces. Mirrors made the unseen visible, rendering
one’s own body and that of the other in visual terms. Tactile exploration of
faces rendered both self and other in tangible terms.

Over the past 25 years, empirical work from developmental science has
forced a revision of the conventional view of imitation and challenged the 
theory that perceptual and motor systems are initially independent and unco-
ordinated in the human newborn (see Fig. 5.1).

To eliminate associative learning experiences, Meltzoff and Moore (1983,
1989) tested facial imitation using newborns in a hospital nursery. A large
sample of newborns was tested (n � 80). The oldest infant in these studies was
72 hours old. The youngest was 42 minutes old. The results demonstrated 
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successful facial imitation. This finding of early imitation came as a surprise
to developmental psychology, which had long held the idea of independent
visual and action spaces. It has now been replicated and extended in more than
two dozen studies from 13 independent laboratories (see Meltzoff and Moore
(1997) for a review). Evidently, the capacity for facial imitation is part of the
innate endowment of human beings.

Several studies further illuminate the imitative capacity. One study showed
that 12–21-day-old infants could imitate four different adult gestures: lip pro-
trusion, mouth opening, tongue protrusion and finger movement (Meltzoff and
Moore 1977). These results revealed that infants confused neither actions nor
body parts. They accurately responded to tongue protrusion with tongue 
protrusion not lip protrusion (and vice versa) demonstrating that the specific
body part could be identified. They also accurately responded to lip protrusion
versus lip opening, showing that two different action patterns could be duplic-
ated using the same body part.

Interestingly, the newborns’ first response to seeing a facial gesture is act-
ivation of the corresponding body part (Meltzoff and Moore 1997). For example,
when they see tongue protrusion, there is often a quieting of other body parts
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Fig. 5.1 Photographs of 12–21-day-old infants imitating facial expressions demon-
strated by an adult. Imitation is innate in human beings, which allows them to share

behavioural states with other ‘like me’ agents. (From Meltzoff and Moore (1977).)
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and an activation of the tongue. They do not necessarily protrude the tongue
at first, but may elevate it or move it slightly in the oral cavity. The important
point is that the tongue, rather than the lips or fingers, is energized before the
movement is isolated. It is as if young infants isolate what part of their body
to move before how to move it. Meltzoff and Moore (1997) call this ‘organ 
identification’. Neurophysiological data show that visual displays of parts of
the face and hands in monkeys activate specific brain sites (Perrett 
et al. 1987, 1992; Desimone 1991; Gross 1992; Gross and Sergent 1992; Rolls
1992). Thus, specific body parts could be neurally represented at birth and
serve as a foundation for infant imitation.

Meltzoff and Moore (1997) describe a model of infant facial imitation.
According to the model, there is a very primitive and foundational ‘body
scheme’ that allows the infant to unify the seen acts of others and their own
felt acts into one common framework. The infant’s own facial movements are
invisible to them, but they are not unperceived by them. Infants monitor their
unseen facial acts through proprioception. Infants can link self and other
through what Meltzoff and Moore (1977, 1983, 1997) termed a ‘supramodal’
representation of the observed body act. This representation allows them to
imitate from memory: infants store a representation of the adult’s act and sub-
sequently compare their own acts to this internal model (Meltzoff and Moore
1992, 1994). This representation also allows them to correct their imitative
movements to more faithfully match the target they see, which infants do
when the adult model demonstrates novel actions such as tongue protrusion-
to-the-side (Meltzoff and Moore 1994). A fuller exposition of the crossmodal
equivalence metric used to establish self–other correspondences is provided
elsewhere (Meltzoff and Moore 1997). The important point for the purposes
of this paper is that infant imitation provides clear behavioural evidence for an
innate link between the perception and production of human acts, which 
suggests shared neural representations.

(b) Evidence from neuroscience: mirror neurons and the 
neural bases for common coding

Compatible with the findings of newborn imitation, there is a large body of
data from adult experimental psychology suggesting a common coding
between perception and action (Prinz 1997, 2002; Viviani 2002). However, it
is only in the past 15 years that neurophysiological evidence started to accu-
mulate (Decety and Grézes 1999). The most dramatic discovery was that 
‘mirror neurons’ in the monkey ventral premotor cortex discharge during the
execution of goal-directed hand movements and also when the monkey
observes similar hand actions (Rizzolatti et al. 1996a). Another region in the
monkey brain containing neurons specifically responsive to the sight of
actions performed by others is in the STS (Perrett et al. 1989; Jellema et al.
2002). These discoveries and others have boosted the search for a comparable
mechanism in humans.
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In humans, Fadiga et al. (1995) asked subjects to observe grasping move-
ments performed by an experimenter. At the end of the observation period,
TMS was applied to the subject’s motor cortex and motor evoked potentials
were recorded from their hand muscles. The pattern of muscular response to
this stimulus was found to be selectively increased in comparison to control
conditions, demonstrating increased activity in the motor system during the
observation of actions. This finding was confirmed by neuromagnetic meas-
ures made with MEG over the premotor cortex while subjects observed
another person manipulating an object (Hari et al. 1998). Using electroen-
cephalography, similarities in signal desynchronization were found over the
motor cortex during execution and observation of finger movements (Cochin 
et al. 1999). There are also PET studies in humans showing recruitment of 
premotor, parietal and temporal activation during action observation. In an
experiment by Rizzolatti et al. (1996b), subjects observed the grasping of
objects by an experimenter. In another condition, the subjects reached and
grasped the same object themselves. Significant activation was detected in the
left middle temporal gyrus and in the left inferior frontal gyrus in both condi-
tions. Recently, a functional magnetic resonance imaging study also reported
that observing actions activates the premotor cortex in a somatotopic manner,
similarly to that of the classical motor cortex homunculus (Buccino et al.
2001). In summary, these studies all demonstrate activation of the motor/
premotor cortex during observation of actions. In humans, there is a kind of
direct resonance between the observation and execution of actions, and the
possible relation to monkey mirror neurons has been discussed (e.g. Iacobani
et al. 1999; Rizzolatti et al. 2002; Chapter 7 this volume).

Humans do not simply directly resonate, however. Our goals affect how we
process stimuli in the world. A series of studies performed by Decety’s group
show a top–down effect on the brain regions involved during the observation
of the actions. More specifically, subjects were instructed to remember an
action either for later imitation or for later recognition (Decety et al. 1997;
Grézes et al. 1998, 1999). In the condition of encoding-with-the-intention-to-
imitate, specific haemodynamic increase was detected in the SMA, the mid-
dle frontal gyrus, the premotor cortex and the superior and inferior parietal
cortices in both hemispheres. A different pattern of brain activation was found
when subjects were simply observing the actions for later recognition. Here
the parahippocampal gyrus in the temporal lobe was activated. There is 
thus a top–down effect of intention upon the processing of observed action.
Intending to imitate already tunes regions beyond simple motor resonance.
Altogether, these studies strongly support the view that action observation
involves neural regions similar to those engaged during actual action produc-
tion. However, it is equally important that the pattern of cortical activation
during encoding-with-the-intention-to-imitate is more similar to that of action
production than the mere observation of actions. It is also noteworthy, as will
be seen in Sections 5.4 and 5.5, that the right inferior parietal cortex is 
activated in conditions involving imitation.
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Interestingly Perani et al. (2001) presented subjects with object-grasping
actions performed by either a real hand or by means of 3D virtual reality or
2D TV screen. Results showed common activation foci in the left posterior
parietal cortex and in the premotor cortex for observing both real-hand and
artificial ones, with greater signal increase for the real-hand condition. A strik-
ing finding was the selective involvement of the right inferior parietal cortex
and the right STG only in the real condition. We suggest that these regions
play a part in the recognition of another’s action and may be specific to regis-
tering human actions rather than the motions of mechanical devices.

Humans often imagine actions in the absence of motor execution. What are
the neural correlates for imagined actions (Decety 2002)? Does it matter
whether you imagine an action performed by the self or that same action per-
formed by another person? Ruby and Decety (2001) asked subjects to imag-
ine an action being performed by themselves (first-person perspective) or by
another individual (third-person perspective). Both perspectives were associ-
ated with common activated clusters in the SMA, the precentral gyrus and the
precuneus. However, there were differences depending on whether subjects
were imagining their own versus another person’s actions. First-person per-
spective taking was specifically associated with increased activity in the left
inferior parietal lobule and the left somatosensory cortex, whereas the third-
person perspective recruited the right inferior parietal lobule, the posterior
cingulate and the frontopolar cortex. A similar pattern of activation was con-
firmed in a follow-up functional neuroimaging study involving more concep-
tual perspective-taking tasks (Ruby and Decety 2003). These results support
the notion of shared representations of self and other, even in the case of imag-
ined actions of self and other. The results also suggest a crucial role of the
inferior parietal cortex in distinguishing the perspective of self and other.

(i) Going beyond mirror neurons
Human newborn imitation demonstrates an innate connection between the
observation and execution of human acts. One assumption often made is that
the mirror neurons discussed by Rizzolatti et al. (2002) are also innate. This
assumption deserves scrutiny, however. Based on the evidence to date, it is
possible that the mirror neurons found in adult monkeys are the result of
learned associations. Consider the case of a mirror neuron that discharges to
‘grasping-with-the-hand’. This same cell fires regardless of whether that act is
performed by the monkey or is observed in another actor. A cell that dis-
charges in both cases could mean that ‘grasping’ is an innate act; perhaps a
cell is pre-tuned to this evolutionarily significant act whether performed by the
self or the other. Alternatively, it could be based on the fact that the monkey
has repeatedly observed itself perform this action. Observation and execution
occur in perfect temporal synchrony whenever the monkey watches itself
grasp an object. After such experience, the visual perception of grasping by
another animal could activate neurons based on a visual equivalence class
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between the sight of one’s own and another’s hand. Monkeys are known to 
be capable of such visual generalizations and categorization. Thus, mirror
neurons could result from learning by association and visual generalization.

It is crucial to investigate the ontogeny of mirror neurons. One needs to deter-
mine whether monkeys are born with functioning mirror neurons that activate
the first time the animal sees an act, which would be equivalent to the newborn
work done by Meltzoff and Moore (1983, 1989) with 42-minute-old human
infants. To the best of our knowledge this work has not been done with newborn
monkeys. Thus, we are left with unfinished empirical work. There is behavioural
evidence of an innate observation–execution system in humans (imitation) but
work is lacking on the neural basis in this newborn population; and there is
research addressing the neural bases for an observation–execution system in
monkeys (mirror neurons), but work is lacking on the innateness question.

A further interesting question for the future is whether innate human imita-
tion relies chiefly on neural machinery in the premotor cortex (akin to monkey
mirror neurons), or, alternatively, on neural systems involving the inferior pari-
etal lobule (which have been shown to be crucial in human studies involving
the processing of similarities and differences between the actions of self and
other). The infancy work shows that young babies correct their imitative behav-
iour, which suggests an active comparison and lack of confusion between self
and other (Meltzoff and Moore 1997). It also shows that infants can store a
model and imitate from memory after delays as long as 24 hours (Meltzoff and
Moore 1994; Meltzoff 1999), which requires more than simple visual-motor
resonance. These features of human imitation may go beyond the workings of
the mirror neurons per se. Furthermore, monkeys do not imitate (Tomasello
and Call 1997; Byrne 2002; Whiten 2002), although they certainly have the 
basic mirror neuron machinery. Something more is needed to prompt and 
support behavioural imitation, especially the imitation of novel actions and
imitation from memory without the stimulus perceptually present. This may
involve the inferior parietal lobe, which is implicated in registering both the
similarity and the distinction between actions of the self and other.

5.3 Knowing you are being imitated by the other: 
self–other relations

Human beings do not only imitate. They also recognize when they are being
imitated by others. Such reciprocal imitation is an essential part of commun-
icative exchanges. A listener often shows interpersonal connectedness with 
a speaker by adopting the postural configuration of the speaker. If the speaker
furrows his or her brow, the listener does the same; if the speaker rubs his chin,
the listener follows. Parents use this same technique, however unconsciously,
in establishing intersubjectivity with their preverbal infants. Imitation seems to
be intrinsically coupled with empathy for others, broadly construed.
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(a) Evidence from developmental science: emotional reactions 
to being imitated

Adults across cultures play reciprocal imitative games with their children.
Some developmentalists have focused exclusively on the temporal turn-taking
embodied in these games (Trevarthen 1979; Brazelton and Tronick 1980).
Timing is important, but we think these games are uniquely valuable owing to
the structural congruence between self and other. Physical objects may come
under temporal control. Only people who are paying attention to you and 
acting intentionally can match the form of your acts in a generative fashion.
Only people can act ‘like me’.

Meltzoff (1990) tested whether infants recognize when another acts ‘like
me’ and the emotional value of this experience. One experiment involved 
14-month-old infants and two adults. One of the adults imitated everything the
baby did; the other adult imitated what the previous baby had done. Each adult
copied one of the infants, so each acted like a perfect baby. Could the infants
distinguish which adult was acting just like the self?

The results showed that they could. They looked longer at the adult who was
imitating them; smiled more at this adult; and most significantly, directed test-
ing behaviour at that adult (for similar results, see also Asendorph (2002) and
Nadel (2002) ). By testing we mean that infants often modulated their acts by
performing sudden and unexpected movements to check if the adult was 
following what they did. The Marx brothers are famous for substituting a 
person who imitates in place of a true reflection in a mirror. The actor in such a
situation systematically varies his acts to see if the other is still in congruence.
Infants acted in this same way, testing in a concerted fashion whether the other
person would follow everything they did.

Further research revealed that even very young infants are attentive to being
imitated. However, we found an important difference between the younger and
the older infants. Although younger infants increase the particular gesture
being imitated, they do not switch to mismatching gestures to see if they will
be copied. For example, if an adult systematically matches a young infant’s
tongue protrusion, her attention is attracted and she generates more of this
behaviour, but does not switch to gestures to test this relationship. The older
infants go beyond this interpretation and treat the interaction as a matching
game that is being shared.

By saying that the older infant appreciates the shared matching game, we
mean that the relationship is being abstractly considered and the particular
behaviours are substitutable. It is not the notion that tongue protrusion leads
to tongue protrusion (a mapping at the level of a particular behaviour), but the
abstract notion that the other is doing ‘the same as’ me. By 14 months, infants
undoubtedly know that adults are not under their total control, and part of the
joy of this exchange is the realization that although the infant does not actu-
ally control the other, nonetheless the other is choosing to do just what I do.
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Together these two factors may help to explain why older infants will joyfully
engage in mutual imitation games for 20 minutes or more—much longer and
with greater glee than watching themselves in a mirror. The infants recognize
the difference between self and other and seem to be exploring the sense of
agency involved—exploring who is controlling whom in this situation.

(b) Evidence from neuroscience: imitation and the neural basis of 
differentiating actions of self and other

The developmental work shows that infants not only imitate but also know
when they are being imitated by others. This is interesting because the situ-
ation in the physical world is the same—there are two bodies in correspondence
with one another—whether one is the imitator or the imitatee. An external
observer might not know who imitated whom. How does the brain keep track
of this? What is the neural basis for distinguishing the self’s imitation of the
other from the other’s imitation of the self?

Decety et al. (2002) designed a PET study focusing on this question. In the
two imitation conditions, the subjects either imitated the experimenter’s
actions on objects or saw their own actions imitated by him. Three control
conditions were used: (i) action-generation control: subjects allowed to freely
manipulate the objects any way they wanted to; (ii) observing action control:
subjects simply watching the demonstrator’s actions; or (iii) visual-motor 
mismatch control: subjects performed actions while watching the other person
simultaneously performing mismatched movements.

Several regions were involved in the two imitation conditions compared to
the control conditions, namely the STG, the inferior parietal lobule, and the
medial prefrontal cortex. Interestingly for our view linking imitation and 
mentalizing, the medial prefrontal cortex is known to be activated in tasks
involving mentalizing (Frith and Frith 1999; Blakemore and Decety 2001).
The inferior parietal lobule also proved to be a key region (see Fig. 5.2). When
the two imitation conditions were contrasted to the control condition in which
subjects acted differently from the experimenter, a lateralization of the activ-
ity was found in this region. The left inferior parietal lobule was activated
when subjects imitated the other, while the right homologous region was asso-
ciated with being imitated by the other. In comparing the imitation and con-
trol conditions, activation was also detected in the posterior part of the STG,
known to be involved in the visual perception of socially meaningful hand
gestures (Allison et al. 2000). This cluster was found in both hemispheres
when contrasting the imitation conditions to the action-generation control
condition. However, it was only present in the left hemisphere when the con-
dition of being imitated was subtracted from the condition of imitating the
other. This lateralization in the STG is an intriguing finding. We suggest that
the right STG is involved in visual analysis of the other’s actions, while its
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homologous region in the left region is concerned with analysis of the other’s
actions in relation to actions performed by the self.

The activation of the inferior parietal cortex in imitation is at least partially
attributable to the sense of agency involved. That the inferior parietal cortex is
involved in the feeling of agency is supported by converging evidence from neu-
ropsychology (Kinsbourne 2002), and other neuroimaging studies (e.g. Ruby and
Decety 2001; Chaminade and Decety 2002; Farrer and Frith 2002; Farrer et al.
2003), as well as from abnormalities in self–other distinctions found in schizo-
phrenic patients (e.g. Spence et al. 1997). All these studies have pointed out the
specific involvement of this region in tasks that require subjects to distinguish
actions produced by the self from those produced by another agent. This, of
course, is the essential ingredient in knowing ‘who is imitating whom’—and is a
common situation in parent–child games and empathic resonance.

There is also much evidence that the prefrontal cortex plays a key role in
self-consciousness, including self-agency (i.e., I am the initiator of the action,
thought, or desire) and self-ownership (i.e., it is my body that is moving).
These high-level functions tap executive-function resources, including inhibi-
tion, which are necessary for the initiation and the maintenance of nonauto-
matic cognitive processes (Ferstl and von Cramon 2002). Lesions of the
prefrontal cortex may cause dysfunction in self-monitoring and lead to what
Lhermitte et al. (1986) termed the ‘environmental dependency syndrome.’ We
suggest that the prefrontal cortex, via its reciprocal connections with the pari-
etal lobe, plays a central role in coordinating self and other representations by
monitoring signals from executive and sensory regions and identifying the
source of perceptions (internal or external).
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Fig. 5.2 (a) Right inferior parietal lobule activation when subjects saw their actions
being imitated superimposed on an average MRI. (b) The relative haemodynamic vari-
ation during self action, when subjects acted at will (i), when they imitated the actions
demonstrated by the experimenter (ii), and when they saw their actions being imitated
by the experimenter (iii). Note the dramatic increase in right inferior parietal lobe acti-
vation in this last condition. rCBF indicates regional cerebral blood flow. (Adapted
from Decety et al. (2002).) See Plate 4 of the Plate Section, at the centre of this book.
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5.4 Reading others’ goals and intentions

Persons are more than dynamic bags of skin that I can imitate and which 
imitate me. In the mature adult notion, persons have internal mental states—
such as beliefs, goals and intentions—that predict and explain human actions.
Recently, attention has turned to the earliest developmental roots and neural
substrate of decoding the goals and intentions of others.

(a) Evidence from developmental science: infants’ understanding of 
others’ goals and intentions

Developmental psychologists have attempted to use preferential-looking pro-
cedures to explore infants’ understanding of goals (see Gergely et al. 1995;
Woodward et al. 2001; Chapter 2 this volume). These visual tests assess
infants’ ability to recognize discrepancies from visible goal states, such as
grasping one object versus another, or moving towards/away from a visible
location in space. These studies do not involve adopting the goals of others
and using them as the basis for self action. Nor do they involve inferring
unseen goals and intentions, such as drawing a distinction between what a per-
son means to do versus what they actually do (a crucial distinction in the law
and morality).

Meltzoff (1995) introduced a more active procedure to address these issues.
The procedure capitalizes on imitation, but it uses this proclivity in a new,
more abstract way. It investigates infants’ ability to read below the visible sur-
face behaviour to the underlying goals and intentions of the actor. It also
assesses infants’ capacity to act on the goals that they inferred.

One study involved showing 18-month-old infants an unsuccessful act, a
failed effort (Meltzoff 1995). For example, the adult ‘accidentally’ under- or
overshot his target, or he tried to perform a behaviour but his hand slipped sev-
eral times; thus the goal state was not achieved. To an adult, it was easy to read
the actor’s intentions although he did not fulfil them. The experimental ques-
tion was whether infants also read through the literal body movements to the
underlying goal of the act. The measure of how they interpreted the event was
what they chose to re-enact. In this case the correct answer was not to copy the
literal movement that was actually seen, but to copy the actor’s goal, which
remained unfulfilled.

The study compared infants’ tendency to perform the target act in several
situations: (i) after they saw the full target act demonstrated, (ii) after they saw
the unsuccessful attempt to perform the act, and (iii) after it was neither shown
nor attempted. The results showed that 18-month-old infants can infer the
unseen goals implied by unsuccessful attempts. Infants who saw the unsuc-
cessful attempt and infants who saw the full target act both produced target
acts at a significantly higher rate than controls. Evidently, young toddlers can
understand our goals even if we fail to fulfil them. They choose to imitate what
we meant to do, rather than what we mistakenly did do.
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In further work, 18-month-old infants were shown an adult trying and fail-
ing to pull apart a dumbbell-shaped object, but they were handed a trick toy.
The toy had been surreptitiously glued shut before the study began. When
infants picked it up and attempted to pull it apart, their hands slipped off the
ends of the cubes. This, of course, matched the surface behaviour of the adult.
However, this imitative match at the behavioural level did not satisfy them.
They sought to fulfil the adult’s intention. The infants repeatedly grabbed the
toy, yanked on it in different ways, and appealed to their mothers and the adult.
Fully 90% of the infants immediately (M � 2 s) looked up at an adult after 
failing to pull apart the trick toy, and they vocalized while staring directly at
the adult.

If infants are picking up the underlying goal or intention of the human act,
they should be able to achieve the act using a variety of means. Meltzoff tested
this with a dumbbell-shaped object that was too big for the infants’ hands. The
infants did not attempt to imitate the surface behaviour of the adult. Instead
they used novel ways to struggle to get the gigantic toy apart. They put one
end of the dumbbell between their knees and used both hands to pull upwards,
or put their hands on the inside faces of the cubes and pushed outwards, and
so on. They used different means than the experimenter, but their actions were
directed towards the same end. This fits with the hypothesis that infants had
inferred the goal of the act, differentiating it from the literal surface behaviour
that was observed.2

In the adult psychological framework, people and other animate beings
have goals and intentions, but inanimate devices do not. Do infants carve the
world in this way? To assess this, Meltzoff designed an inanimate device made
of plastic and wood (Meltzoff (1995), experiment 2). The device had poles for
arms and mechanical pincers for hands. It did not look human, but it traced
the same spatiotemporal path that the human actor traced and manipulated the
object much as the human actor did (see Fig. 5.3). The results showed that
infants did not attribute a goal or intention to the movements of the inanimate
device when its pincers slipped off the ends of the dumbbell. Infants were no
more (or less) likely to pull the toy apart after seeing the failed attempt of the

120 A. N. Meltzoff and J. Decety

(a) (b) (c) (d )

(e) ( f ) ( g) (h)

Fig. 5.3 Human demonstrator (a–d) and inanimate device performing the same
movements (e–h). Infants attribute goals and intentions to the person but not the

inanimate device. (From Meltzoff (1995).)
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inanimate device than they were in baseline levels when they saw nothing.
This was the case despite the fact that infants pulled the dumbbell apart if the
inanimate device successfully completed this act. Evidently, infants can pick
up certain information from the inanimate device, but not other information:
they can understand successes, but not failures. (This makes sense because
successes lead to a change in the object, whereas failures leave the object
intact and therefore must be interpreted at a deeper level.)

This developmental research shows that infants distinguished between what
the adult meant to do and what he actually did. They ascribed goals to human
acts; indeed, they inferred the goal even when it was not attained. This differ-
entiation between behaviour versus goals and intentions lies at the core of 
our mentalizing, and it underlies our moral judgements. The infants in 
these experiments were already exhibiting a fundamental aspect of our adult
framework: the acts of persons (but not the motions of inanimates) are 
construed in terms of goals and intentions.3

(b) Evidence from neuroscience: means and goals

This research shows that even infants draw a distinction between observed
behaviour and the goals towards which it is heading. We designed a functional
neuroimaging experiment to differentiate the neural correlates of two key com-
ponents of human actions, the goals and the means to achieve it (Chaminade 
et al. 2002). The ‘goal’ in this experiment was operationalized as the end state
of the object manipulation and the ‘means’ as the motor programme used to
achieve this end. Actions consisted of sequentially moving Lego blocks from a
start position to a specific place in a Lego construction. Depending on the
experimental conditions, subjects were asked to imitate a human model who
presented either: (i) the goal only, (ii) the means only, or (iii) the whole action.
The control condition involved free action, during which the subject could
manipulate the Lego blocks at will, and thus did not involve imitation.

The results revealed partially overlapping clusters of increased regional
cerebral blood flow in the right dorsolateral prefrontal area and in the cere-
bellum when subjects imitated either the goal or the means. Moreover, specific
activity was detected in the medial prefrontal cortex when only the means
were presented (and the goal had to be inferred); whereas there was increased
activity in the left premotor cortex when only the goal was presented (and the
means had to be inferred). The finding of the involvement of the right dorso-
lateral prefrontal cortex in our imitation tasks is consistent with its role in the
preparation of forthcoming action based on stored information (Pochon et al.
2001). Interestingly, the medial prefrontal region was primarily activated in
the experimental condition involving inferences about goals. The medial pre-
frontal region is known to play a critical role in inferring others’ intentions and
is consistently involved in mentalizing tasks (Blakemore and Decety 2001). Its
activation during our imitation task suggests that observing the means used by
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an actor prompts the observer to construct/infer the goals towards which this
human agent is aiming. The fact that the same neural regions are activated in
imitation and mentalizing tasks fits with the ideas we advanced earlier in this
paper (see Section 5.1).

5.5 Theoretical speculations

The conundrum of social cognition stems from the simple truth that persons
are more than physical objects. Giving a person’s height and the shape of his
fingerprint does not exhaust our description of that person. We have skipped
their psychological makeup. A longstanding question is how we come to know
others as persons like ourselves.

We suggest that infant imitation provides an innate foundation for social
cognition. Imitation indicates that newborns, at some level of processing no
matter how primitive, can map actions of other people onto actions of their
own body. Human acts are especially relevant to infants because they look like
the infant feels himself to be and because they are events infants can intend.
When a human act is shown to a newborn, it may provide the first recognition
experience, ‘something familiar! That seen event is like this felt event’.

(a) Developmental science: innate imitation and ‘like me’ processing  as
the root of mentalizing

We are now in a position to see how the imitative mind and brain may con-
tribute to the development of mentalizing. We offer a three-step developmental
sequence as follows.

(i) Innate equipment. Newborns can recognize equivalences between per-
ceived and executed acts. This is that starting state, as documented by 
newborn imitation (Meltzoff and Moore 1997).

(ii) First-person experience. Through everyday experience infants map the
relation between their own bodily acts and their mental experiences. For
example, there is an intimate relation between ‘striving to achieve a goal’
and the concomitant facial expression and effortful bodily acts. Infants
experience their own unfulfilled desires and their own concomitant
facial/postural/vocal reactions. They experience their own inner feelings
and outward facial expressions and construct a detailed bidirectional map
linking mental experiences and behaviour.

(iii) Inferences about the experiences of others. When infants see others act-
ing ‘like me’, they project that others have the same mental experience
that is mapped to those behavioural states in the self.

In sum, given the innate state (step no. (i) ) and the knowledge that behaviour
X maps to mental state X� in their own experience (step no. (ii) ), infants have
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relevant data to make inferences about relations between the visible behaviour
of others and the underlying mental state (step no. (iii) ).

Infants would not need the adult theory of mind innately specified. Infants
could infer the internal states of others through an analogy to the self. Infants
imbue the acts of others with ‘felt meaning’, because others are intrinsically
recognized as ‘like me’.

(b) Neuroscience: the importance of the human inferior parietal cortex in
representing self–other relations

Imitation indicates a common coding between the observation and execution
of acts. However, that is not the end of the story. Infants also correct their imit-
ative behaviour, which indicates that their representation of the target is kept
distinct from the representation of their own movements. Similarly, infants
recognize being imitated by others, and they ‘test’ whether the other will 
follow what they do. Here, again, there is a recognition of self–other equival-
ence, but not a total confusion between the two. Thus, one highly relevant
issue concerns how the self-versus-other distinction operates within these
shared representations and which neural mechanisms are engaged in integrating
and discriminating the representations activated from within and those 
activated by external agents.

Our functional neuroimaging studies on imitation were designed to explore
both what is common as well as distinct between self and other. The results
highlight the role of the posterior part of the STG and the inferior parietal cor-
tex, in conjunction with medial prefrontal and premotor areas. Indeed, all of
our imitation tasks across several studies activate the posterior part of the tem-
poral cortex and the medial prefrontal cortex. It is noteworthy that the former
region is activated by tasks that require detection of biological agents
(Griffiths et al. 1998; Grossman et al. 2000; Grézes et al. 2001). The latter
region is consistently activated in mentalizing tasks involving the attribution of
intentions to oneself and to others (Frith and Frith 1999; Blakemore and Decety
2001), as well as in executive functioning (a cluster of high-order capacities,
including selective attention, behavioural planning and response inhibition;
e.g. Siegal and Varley 2002).4

In our studies, there was more increase in the left inferior parietal lobule
when subjects imitated the other, and more increase in the right homologous
region when they saw that their actions were imitated by the other. We suggest
that the left inferior parietal lobule computes the sensory-motor associations
necessary to imitate, which is compatible with the literature on apraxia
(Halsband 1998), whereas the right inferior parietal lobule is involved in recog-
nizing or detecting that actions performed by others are similar to those initi-
ated by the self and determining the locus of agency for matching bodily acts.

This proposal about the importance of the right inferior parietal lobule fits
with the clinical neuropsychological evidence that it is important for body
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knowledge and self-awareness and that its lesion produces disorders of body
representation such as anosognosia, asomatognosia or somatoparaphrenia
(Berlucchi and Aglioti 1997). Ramachandran and Rogers-Ramachandran
(1996) reported cases of patients with right parietal lesions in whom the denial
of hemiplegia applies both to their own condition and to the motor deficits of
other patients. This indicates that availability of an efficient body schema is
necessary not only for recognizing one’s own behavioural states but also for
understanding those states in others.

It is interesting to note that the ability to represent one’s own thoughts and
to represent another’s thoughts are intimately tied together, and they may have
similar origins within the brain (Keenan et al. 2000). Thus it makes sense that
self-awareness, empathy, identification with others, and more generally inter-
subjective processes, are largely dependent upon right hemisphere resources,
which are the first to develop Measurements of cerebral metabolism in chil-
dren (aged between 18 days to 12 years) indicate a right hemispheric predom-
inance, mainly due to neural activity in the posterior associative areas,
suggesting that the right hemisphere’s functions develop earlier than the left
hemisphere (Chiron et al. 1997).

Finally, in light of our neuroimaging experiments, we suggest that the right
inferior parietal lobule plays a key role in the uniquely human capacity to
identify with others and appreciate the subjective states of conspecifics as both
similar to and differentiated from one’s own (Decety and Chaminade 2003;
Ruby and Decety 2003). This may well be a qualitative difference between
human and non-human primates, not just a quantitative one (Povinelli and
Prince 1998; Tomasello 1999). In other words, the adult human framework is
not simply one of resonance. We are able to recognize that everyone does not
share our own desires, emotions, intentions and beliefs. To become a sophis-
ticated mentalizer one needs to analyse both the similarities and differences
between one’s own states and those of others. That is what makes us human.
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Endnotes

1. We use the terms ‘theory of mind’ and ‘mentalizing’ interchangeably in this paper.
2. Work with older children, in the 3–6 year age range, also underscores the import-

ance of goals in children’s imitation (Bekkering et al. 2000; Gleissner et al. 2000),
and the present work shows that goal detection is connected to imitation right from
infancy.
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3. None the less, both infants and adults sometimes make confusions. People some-
times attribute goals to their computer (because it exhibits certain functionality),
and one could build a robot that fooled children and even adults; consider Star Trek
androids. However, in the present case an inanimate device was used that only 
mimicked the spatiotemporal movements of a hand, and did not look or otherwise
act human. The results of Meltzoff (1995) dovetail with the finding that there are
certain neural systems activated by human actions and not similar movements 
produced by a mechanical device (Decety et al. 1994; Perani et al. 2001; Castiello
et al. 2002), and the demonstration that infants process animate body parts differently
from inanimate objects (e.g. Brooks and Meltzoff 2002).

4. Prefrontal, inferior parietal and temporoparietal areas have evolved tremendously in
humans compared to non-human primates (Passingham 1998). The parietal cortex
is roughly ‘after’ vision and ‘before’ motor control in the cortical information-
processing hierarchy (Milner 1998). The inferior parietal lobule is a heteromodal
association cortex which receives input from the lateral and posterior thalamus, as
well as visual, auditory, somaesthic and limbic input. It has reciprocal connections
to the prefrontal and temporal lobes (Eidelberg and Galaburda 1984). It is claimed
by some scholars (e.g. Milner 1997), following Brodmann (1907), that the human
superior parietal lobe, taken alone, is equivalent to the whole of the monkey poste-
rior parietal cortex. If so, the monkey and human inferior parietal lobes may not be
fully equivalent. This is a highly speculative position, but it is interesting in light of
the role we have found for the inferior parietal lobe in representing the relationship
between self and other. Further information on the evolution and development of
this brain region is needed.
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6

Action generation and action perception 

in imitation: an instance of the ideomotor

principle
Andreas Wohlschläger, Merideth Gattis, and 
Harold Bekkering

We review a series of behavioural experiments on imitation in children and adults
that test the predictions of a new theory of imitation. Most of the recent theories
of imitation assume a direct visual-to-motor mapping between perceived and 
imitated movements. Based on our findings of systematic errors in imitation, the
new theory of goal-directed imitation (GOADI) instead assumes that imitation is
guided by cognitively specified goals. According to GOADI, the imitator does not
imitate the observed movement as a whole, but rather decomposes it into its 
separate aspects. These aspects are hierarchically ordered, and the highest aspect
becomes the imitator’s main goal. Other aspects become sub-goals. In accor-
dance with the ideomotor principle, the main goal activates the motor programme
that is most strongly associated with the achievement of that goal. When exe-
cuted, this motor programme sometimes matches, and sometimes does not, the
model’s movement. However, the main goal extracted from the model movement
is almost always imitated correctly.

Keywords: imitation; ideomotor principle; action perception; action generation

6.1. Introduction

Imitation (when actors match their own movements to those of others) plays
an important part in skill acquisition, and not merely because it avoids time-
consuming trial-and-error learning. Observing and imitating is also a special
case of the translation of sensory information into action. The actor must trans-
late a complex dynamic visual input pattern into motor commands in such a
way that the resulting movement visually matches the model movement, even
when the motor output is only partly, or not at all, visible to the actor. For that
reason, imitation is one of the most interesting instances of perceptual-motor
coordination.

Although humans are very successful in imitating many complex skills, the
mechanisms that underlie successful imitation are poorly understood. The
translation problem is particularly interesting in children, because they must
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perform the translation despite the obviously great differences in orientation,
body size, limb lengths and available motor skills. Additionally, these differences
result in very different dynamic properties (e.g. Meltzoff 1993). Nevertheless,
children spontaneously and continuously try to imitate the customs and skills
manifested by the adults and peers in their environment.

The debate about whether the ability to imitate is learned (see Miller and
Dollard 1941; Skinner 1953; Piaget 1962) or innate has a long history. Meltzoff
and Moore (1977) concluded that the matching of others’ visible movements
with one’s own movements is an inborn ability because it can be observed in
neonates. Although some could replicate the finding of imitation in neonates
(see Field et al. 1982; Vinter 1986; Reissland 1988; Heimann 1989; Meltzoff
and Moore 1989), many others failed (Hayes and Watson 1981; McKenzie and
Over 1983; Koepke et al. 1983; Neuberger et al. 1983; Lewis and Sullivan
1985) or showed that it is restricted to tongue protrusion (Kaitz et al. 1988;
Heimann et al. 1989; Abravanel and DeYong 1991).1

Based on earlier findings, Meltzoff and Moore (1994) developed an influ-
ential theory—the theory of AIM—that assumes a supra-modal representa-
tional system, which merges the perceptual and the action systems. This
supra-modal representational system is thought to match visual information
with proprioceptive information. The AIM theory is in line with the recently
common view that, in imitation, perception and action are coupled by a direct 
perceptual-motor mapping (see, for example, Butterworth 1990; Gray et al.
1991). In addition, AIM is the only theory, so far, that addresses the processes
that allow the transfer of perceived actions into motor programmes.

A direct perceptual-motor mapping is also supported by neurophysiological
findings. The so-called mirror neurons (di Pellegrino et al. 1992) in the mon-
key’s pre-motor area F5 are potential candidates for a neural implementation
of an observation–execution matching system, because they fire both during
the observation and during the execution of particular actions. Support for a
similar system in humans comes from the finding of a motor facilitation dur-
ing action observation (Fadiga et al. 1995) and from increased brain activity
in Broca’s area during imitation (Iacoboni et al. 1999), an area that is thought
to be the human homologue of monkey’s pre-motor area F5.

Unfortunately, direct-mapping theories, including AIM, cannot account for
certain findings in human imitation behaviour. For example, 18-month-old
children not only re-enact an adult’s action, but are also able to infer what the
adult intended to do when the model fails to perform a target act (Meltzoff
1995). These findings suggest that young children comprehend the equiva-
lence between acts seen and acts done not only on an inter-modal sensorial
level, but also on a higher cognitive, intentional level. Although direct map-
ping can cope with that finding by making a few additional assumptions, other
robust findings are harder to explain using direct-mapping approaches.
Imitation, especially in children, sometimes consistently and systematically
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deviates from the model movements. First, it is well documented that although
young children spontaneously imitate adults in a mirror-like fashion, older
children tend to transpose left and right (Swanson and Benton 1955; Wapner
and Cirillo 1968). Hence, if direct mapping is the basic process for imitation,
it is either less ‘direct’ in younger children than in older ones (and that is not
only counterintuitive but also contradicts the developmental function of direct
mapping in theories such as AIM), or it should more appropriately be called
‘direct mirroring’ in younger children rather than ‘direct mapping.’ Second, a
hand-to-ear test (originally developed for aphasics by Head (1920) ) repeat-
edly showed that young children prefer to imitate both ipsi-lateral movements
(e.g. left hand touching left ear) and contra-lateral (e.g. left hand to right ear)
movements with an ipsi-lateral response (Schofield 1976). Clearly, it is not the
movement (ipsi lateral versus contra lateral) that is mapped. But if body parts
instead of movements were to be mapped onto each other, then in the case of
contra-lateral movements imitated ipsi laterally (the so-called CI-error; see
Bekkering et al. 2000) one of the two body parts involved would be mapped
incorrectly—either hand or ear.

The reason for the avoidance of cross-lateral movements in children is not
due to an immature bifurcation, as Kephart (1971) suggested. Recently, we
showed that bimanual contra-lateral movements (i.e. left hand to right ear and,
at the same time, right hand to left ear) are imitated contra laterally quite often
and more frequently than unimanual contra-lateral movements are, even though
the bimanual movements require a double crossing of the body midline and
hence should be avoided even more, not less, often (experiment 1 in
Bekkering et al. (2000) ).

A replication of this standard experiment in which our imitation procedure
was embedded in a song-and-dance game (see Appendix A for song text)
allowed us to get more data per child, because we could repeat the original
imitation procedure (consisting of the six hand movements three times each in
random order) three times without losing the children’s attention. As Table 6.1
and Fig. 6.1 show, neither the relative amount of CI-errors, nor the relative
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Table 6.1 Average error rates for different error types and for each of three 
successive blocks. Friedman tests showed no difference in the error rates between
blocks (overall: , d.f. � 2, p � 0.294, bimanual: , d.f. � 2, 
p � 0.854, and unimanual: , d.f. � 2, p � 0.987).

error type block 1 (%) block 2 (%) block 3 (%)

overall rate 21.6 17.3 15.5
CI bimanual 14.5 14.0 12.3
CI unimanual 31.5 30.3 30.1

� r
2
 � 0.03

� r
2
 � 0.32� r  

2
 � 1.21
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lower amount of CI-errors with bimanual than with unimanual movements
decreases with extensive practice ( , N0 � 15, u � �2.86, p � 0.01,
Cureton test; see Lienert 1973).

In a further experiment, we were able to show that unimanual contra-lateral
movements are perfectly imitated contra laterally, if throughout the session
only one ear is touched (experiment 2 in Bekkering et al. (2000) ). Based on
these findings, and supported by the observation that children almost always

T0� � 19
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Fig. 6.1 The movements made by an adult model on the right axis and the movements
imitated by the child on the left axis. The black boxes on the diagonal represent the per-
centages of mirror-matching movements, the most frequent type of imitation for each
model movement. The grey boxes represent the percentages of other types of imitation
movement that deviated significantly from 0. Transparent boxes represent the percent-
ages of types of imitation movement, which appear with statistically insignificant fre-
quency (according to the Kolmogoroff test, setting � � 0.1). Note that ‘left’ and ‘right’
are defined with respect to bodies. Thus, when a child ‘correctly’ mirrors a

left-hand movement, he or she uses his or her right hand.
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touched the correct ear (correct was defined in the mirror sense, because 
children spontaneously imitate ipsi-lateral movements in a mirror fashion), we
speculated that children primarily imitate the goal of the model’s action while
paying less attention to, or not caring about, the course of the movement.
However, if the goal is non-ambiguous (both ears are touched simultaneously)
or if there is only one goal (only one ear is touched), then aspects of the move-
ment come into play. In other words: in imitation it is primarily the goal of an
act that is imitated; how that goal is achieved is only of secondary interest. Of
course, perceiving the goal of an action would be a prerequisite for such a
GOADI. Indeed, recent research showed that six-month-old infants already
selectively encode the goal object of an observed reaching movement
(Woodward 1998; Woodward and Sommerville 2000). Hence, these results
demonstrate that in action observation children perceive the goals from a very
early age.

We tested our proposal of GOADI by a variation of the hand-to-ear task that
allowed the removal of the goal objects of the model’s movement. Instead of
touching the ears, the model now covered one of two adjacent dots stuck to the
surface of a table with either the ipsi- or the contra-lateral hand (experiment 3
in Bekkering et al. (2000) ). Results were similar to those of the hand-to-ear
task. Children always covered the correct dot; but they quite often used the
ipsi-lateral hand when the model covered the dot contra laterally. However,
when the same hand movements were performed with the dots removed, chil-
dren imitated almost perfectly ipsi-lateral with ipsi-lateral movements and
contra-lateral with contra-lateral movements.

Thus, it seems that in imitation the presence or absence of goal objects for
the model’s movement has a decisive influence on imitation behaviour. Goal-
oriented movements seem to be imitated correctly with respect to the goal; 
but the movement itself is frequently ignored. Movements without goal
objects or with a single, non-ambiguous goal object are imitated more 
precisely. It seems that if the goal is clear (or absent), then the course of the
movement plays a more central role in imitation. One might also say therefore,
that the movement itself becomes the goal.

6.2 The theory of goal-directed imitation

Our theory of GOADI does not make a principled differentiation between
object-oriented movements and movements lacking a goal object. It rather
suggests:

(i) Decomposition. The perceived act is cognitively decomposed into 
separate aspects.

(ii) Selection of goal aspects. Owing to capacity limitations, only a few goal
aspects are selected.
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(iii) Hierarchical organization. The selected goal aspects are hierarchically
ordered. The hierarchy of goals follows the functionality of actions. Ends,
if present (e.g. objects and treatments of the latter) are more important
than means (e.g. effectors and movement paths).

(iv) Ideomotor principle. The selected goals elicit the motor programme with
which they are most strongly associated. These motor programmes do not
necessarily lead to matching movements, although they might do so in
many everyday cases.

(v) General validity. There is no essential difference in imitation behaviour
between children, adults and animals. Differences in accuracy are due to
differences in working memory capacity.

GOADI not only explains the imitation data, but also gives imitation a more
functional nature. Direct mapping, however, has a rather automatic taste.
GOADI allows imitators to learn from models even if the differences in motor
skills or in body proportions are so great that the imitator is physically unable
to make the same movement as the model. Whatever movement the imitator
uses, the purpose of learning by imitation can be regarded as being fulfilled as
soon as he reaches the same goal as the model.

GOADI is, however, primarily based upon very recent findings; and most of
its assumptions still need to be tested. It is the aim of this paper to review the
evidence for the theory in general and to provide further evidence by proving
some of its specific assumptions.

6.3 Goal selection or perceptual deficit?

In particular, we first have to examine whether the observed deviations in 
imitation behaviour might not be specific to imitation, but instead simply due
to a perceptual discrimination deficit.

According to GOADI, in imitation the model’s action is cognitively decom-
posed into sub-goals and goals, in the sense that the imitator can infer the
intentions of the model (Meltzoff 1995; Woodward 1998).2 Because the chil-
dren we investigated almost always reached the correct ear or dot, one can be
sure that they have perceived and represented the ultimate goal of the move-
ment. However, one-third of the children showed no contra-lateral movements
while imitating. Therefore, it remained unclear whether they had perceived
and represented the course of the movement and simply did not consider imi-
tating it because of its sub-goal status or, alternatively, whether they had not
built up any representation of the movement’s course.

If the error pattern we observed in imitation is due to a perceptual deficit,
then children should experience difficulties in matching photographs depict-
ing the end state of the movement. In particular, children should make more
errors with photographs showing unimanual contra-lateral movements than
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with photographs depicting ipsi-lateral ones. Therefore, we showed photo-
graphs of an adult woman and a 3-year-old boy depicting the end states of the
six movements used in the standard experiment. The experimenter randomly
chose one photograph of the woman and asked the child to point to the pho-
tograph in which the boy showed the same movement by saying ‘Wo macht
der Bub das gleiche wie die Frau?’ (‘In which one is the boy doing the same
thing as the woman?’).

Fig. 6.2 shows the frequency at which each of the six photographs of the
boy was chosen for each photograph of the adult. We found that children pro-
duced an average error rate of 34.5%. When presented with unimanual photo-
graphs, children chose the matching photograph 51.7% of the time, which is
well above chance level (25%, because there are four unimanual photographs
and children virtually never matched bimanual photographs with unimanual
ones) and more frequent than choosing nonmatching ones (Friedman test,

, d.f. � 15, p � 0.001). More important, the several types of error
did not differ in their frequency of appearance, neither in general nor in par-
ticular for any of the four unimanual photographs of the adult (general:

, d.f. � 11, p � 0.124, right ipsi and right contra: , p �
0.761, left ipsi: , p � 0.307, left contra: , p � 0.744, d.f. � 2
for all of the latter tests). Because the CI-errors (32.9%) were as frequent as
IC-errors (34.5%), we conclude that there is no specific perceptual deficit for
unimanual contra-lateral movements and that the particularly high error-rate
for CI-errors (none the less leading to matching ears) specifically occurs under
imitation and not in a more perceptually oriented task.

This interpretation must, however, be qualified. In the imitation task, 
the children saw the whole movement and not just the end state as in the 
photograph-matching task. It is probable that the error pattern in imitation
also changes when children have to imitate static instead of dynamic models.
Perhaps the dynamic part of the gesture is distracting; in this case, the children
could even improve when imitating static models. Although Head (1920) has
already demonstrated, at least for aphasics, that there is no fundamental dif-
ference between the imitation of real models and the imitation of their photo-
graphs, he did not analyse imitation behaviour using our methods. In addition,
one cannot use photographs when investigating the role of the dynamic part of
the model’s act. Instead, one should use static real models, because otherwise
the size and dimensionality (two-dimensional versus three-dimensional)
would be confounded with the factor of interest: static versus dynamic model
gesture. Thus, we decided to use an adult model instead of photographs to test
the relevance of dynamic information in imitation tasks.

We used two variations of the standard experiment. In the first variant—the
static or closed-eyes condition—children had to close their eyes during the
movement phase of the model’s gesture until the adult had reached the end
position of the movement. When the model had reached the end position, she
asked the child to open his or her eyes, and the child imitated the movement.

� r
2
 � 0.59� r

2
 � 2.36

� r
2
 � 0.55� r

2
 � 16.48

� r
2
 � 37.84
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If this condition—when compared with the data of the standard experiment—
did not yield any difference in the error pattern, then the question would be if
the dynamic phase of the model’s gesture plays any role. Therefore, we intro-
duced a second condition—the cueing condition. This was the opposite of the
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Fig. 6.2 Results of a photograph-matching task. The adult’s photograph presented by
the experimenter is shown on the right axis and the boy’s photographs chosen by the
child on the left axis. The black boxes on the diagonal represent the percentages of
matching choices, the most frequent choice for each of the adult’s photographs. The
grey boxes represent the percentages of other choices that deviated significantly from 0.
Transparent boxes represent percentages of choices made with statistically insignifi-
cant frequency. Note that ‘left’ and ‘right’ are defined with respect to bodies. Thus,
when the adult photograph depicts a right-handed movement, a correct choice would

be the boy’s photograph depicting the corresponding right-handed movement.
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closed-eyes condition; more attention was drawn to the movement phase by
first stretching the hand(s) used out towards the child, rather than moving it
(them) directly to the ear(s): the model first stretched out the appropriate
hand(s) straight (i.e. ipsi laterally) towards the child and waited until the child
imitated that movement. Next, the experimenter moved the stretched-out
hand(s) to the ear(s); and the child continued the imitation.

Thus, together with the standard experiment, we have three different levels
of information about the movement phase: (i) no information in the closed-
eyes condition; (ii) medium or normal information in the standard experiment;
and (iii) salient information in the cueing condition. In addition, the cueing
condition tests assumption (i) of GOADI, according to which the model
movement is decomposed into several goal aspects. A fragmentation of the
model movement should assist the decomposition of the model’s act and, thus,
reduce potential neglect of the movement aspect.

Fig. 6.3 shows the frequency of each of the six imitated movements for each
model movement in both conditions. In the closed-eyes condition, children gen-
erated 100.0%, 61.5%, 89.3%, 53.6%, 100.0% and 100.0% mirror-matching
movements when presented with the left-ipsi, left-contra, right-ipsi, right-
contra, both-ipsi and both-contra model movements, respectively. Again, we
considered mirror-matching movements to be correct imitations. The children
thus produced an average error rate of 16.0%. Only two types of error, both
CI-errors, occurred with significant frequency: the left-handed ipsi-lateral
imitation of the left-handed contra-lateral movement (38.5%) and the 
right-handed ipsi-lateral imitation of the right-handed contra-lateral move-
ment (39.3%). Note that with these errors the ears touched by the child 
are still mirror matching the ears touched by the adult model. Unimanual 
CI-errors (average 38.9%) were as frequent for left-handed as for right-handed
model movements ( , N0 � 3, p � 0.375, Pratt’s exact test).

In the cueing condition, children always imitated the stretching of the
hand(s) correctly. For the left-ipsi, left-contra, right-ipsi, right-contra, both-
ipsi and both-contra model movements, they showed 96.3%, 92.6%, 82.1%,
74.1%, 92.3 and 92.6% mirror-matching movements. As in the previous
experiments, we considered mirror-matching movements to be correct imita-
tions. Children thus produced an average error rate of 11.7%. However, here
only one type of error, again a CI-error occurred with significant frequency:
the right-handed ipsi-lateral imitation of the right-handed contra-lateral move-
ment (22.2%). It is important to note that in this error the ear touched by the
child is still the ‘mirror match’ of the ear touched by the adult model.

When compared with the cueing condition, the overall error rate of 
the closed-eyes condition was slightly, but not significantly higher ( ,
N0 � 6, p � 0.375, Pratt’s exact test). However, an individual comparison of
the two types of CI-error between conditions shows that the error rates were
clearly higher in the closed-eyes condition (left CI-error: , N0 � 6, 
p � 0.001, right CI-error: , N0 � 6, p � 0.05). This can be seen in T 0� � 4

T 0� � 0

T 0� � 16.5

T  0 

�
 � 8
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Fig. 6.3 The movements made by the adult model on the right axes and the move-
ments made by the child on the left axes. (a) The results of the closed-eyes condition,
in which the children had to keep their eyes closed until the adult had reached the end
positions. (b) The results of the cueing condition, in which the adult stretched out her
hand(s) towards the child before moving it (them) to the ear(s). In this condition, the
children also had to imitate the stretching of the hand. The black boxes on the diago-
nal represent the percentages of mirror-matching movements, the most frequent type
of imitation for each model movement in both conditions. The grey boxes represent the
percentages of other types of imitation movement whose frequency of appearance
deviated significantly from 0. Transparent boxes represent percentages of types of 
imitation movement appearing with statistically insignificant frequency. It is important
to note that ‘left’ and ‘right’ are defined with respect to bodies. Thus, when a child 

correctly mirrors a left hand movement, he or she uses his or her right hand.
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the complete absence of left-ipsi-lateral imitations of left-contra-lateral 
movements in the cueing condition.

The closed-eyes condition replicated the error pattern of the standard exper-
iment: the main and only error types that occurred with significant frequency
were CI-errors leading to mirror-matching ear contact. Thus, the movement
phase of the gestures is neither necessary to cause the standard error pattern,
nor distracting, because children did not improve in the closed-eyes condition.

In the cueing condition, the children imitated the stretching of the hand per-
fectly. This is what we expected, because hands were always stretched ipsi later-
ally. Moreover, cueing led to a reduction of the CI-errors. In fact, only one type
of CI-error was left: the right-handed ipsi-lateral imitation of the right-handed
contra-lateral movement. When this type of error occurred, children held the left
hand stretched out in front of them (the mirror-matching imitation of the
stretched right model hand) while touching the right ear with the right hand.

This (unexpected) type of error lends very strong support to GOADI. With
this error type, children simultaneously imitated the sub-goal with the left
hand and the main goal with the right hand. This not only shows that they
decomposed the movement into goal and sub-goal, it also shows that both the
goal and the sub-goal elicit their own, separate motor programme. The reason
for the asymmetry of that error (it only occurred for right-handed contra-
lateral model movements) is, however, unclear. It may have something to do
with the fact that in that case the ear is touched with the dominant hand, a
point we will return to later.

The above experiment shows that the imitator decomposes the model 
movement into several goal aspects. However, because sub-goal and goal were
sequenced in time (a point we already commented on in Gattis et al. (1998) ),
it is unclear whether goals become goals because of their recency or because
of their saliency. If goals were goals only because of their recency, then
GOADI’s assumption (iii) of a hierarchy of goals could simply be replaced by
a recency effect.

To test assumption (iii) of GOADI, we used a new type of gesture (Gattis 
et al. 2002). Instead of touching her ears, the model now moved one hand
either ipsi laterally or contra laterally to the left or to the right side of her head,
just next to her ears (Gleissner (1998) and Gleissner et al. (2000) showed that,
although the overall error rate decreases, the error pattern stays unchanged
when moving the hands next to the ears instead of touching them). Just as her
hand reached this position, she either clenched her hand into a fist or extended
her fingers to open her palm. Thus, we introduced a new goal—open versus
closed hand—that was reached at the same time as (not sequential to!) another
goal, the position of the hand relative to the head. Because it is more salient,
we expected the opening of the hand to become the main goal and the 
position of the hand relative to the head to become the sub-goal. If this were the
case, then the children should make no (or hardly any) errors in the opening of
the hand. By contrast, they should more or less ignore the position of the hand
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relative to the head, because the position of the hand relative to the head now
should be a sub-goal.

Apart from testing whether in imitation children really extract the goals of
the model’s movement or whether they just imitate the most recent aspect of
the movement, this experiment also tests whether the selection of a goal at the
expense of a sub-goal only occurs for goals in space (left versus right). At
present, the goals that the children pursued are always defined by a position in
space, such as in the hand-to-ear task or in the experiment with the dots on the
table (see Bekkering et al. 2000). If we are to develop a more general theory
of imitation, it is necessary to show that its validity goes beyond spatially
defined goals.

Fig. 6.4 shows the frequency of each of the eight imitated movements for
each model movement. We arranged the diagram in such a way that the 
mirror-matching movements are on the diagonal, because for each model
movement the mirror-matching movements were the most frequently imitated
movements (100.0%, 72.7%, 84.4% and 63.3% versus 93.9%, 78.8%, 84.8%
and 72.7% for the left-ipsi, left-contra, right-ipsi and right-contra model
movement with open versus closed hand, respectively). Based on our assump-
tion that the mirror-matching movements are the correct imitations, we calcu-
lated that the children thus produced an average rate of error of 18.6%. For our
further analyses of each model movement, we only considered erroneous
movements of the child appearing with a frequency that significantly deviated
from zero. No errors remained for the opening/closing of the hand. The over-
all error level was identical for both the open-handed and the closed-handed
model movements (15.2%). Within each group of movements (open-handed
versus closed-handed), the same five error types were left. These were the left-
ipsi and left-contra imitations of left-contra movements, the right-ipsi imita-
tions of right-ipsi movements, and the right-ipsi and right-contra imitations of
right-contra movements (note that a ‘correct’ imitation would have required
mirroring). None of these five types of error differed significantly between
open-handed and closed-handed model movement conditions ( , N0 � 1,
p � 0.5, N0 � 2, p � 0.25, N0 � 2, p � 0.25, , N0 � 4, 
p � 0.188, , N0 � 4, p � 0.063, for the respective types of error). Thus,
we collapsed errors across open-handed and closed-handed movements for 
further analyses. Statistically, the five types of error occurred with equal 
frequency (10.6%, 9.1%, 10.6%, 18.2% and 12.1%, , d.f. � 4, 
p � 0.981). We further collapsed errors according to the categories: ‘move-
ment errors’ (preserving the position of the hand relative to the head) and
‘position errors’ (preserving the type of movement, i.e. ipsi lateral versus 
contra lateral).3 These two categories also did not differ in frequency 
(movement errors: 14.4%, position errors: 10.6%, , N0 � 9, p � 0.436).

This experiment showed that the primary imitation of goals at the expense of
sub-goals is not restricted to left–right tasks. When introducing a new, salient
feature (an open hand with extended fingers versus a hand closed into a fist) 
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in our standard paradigm, it is this feature that is now imitated without error.
More importantly, the main goal of our earlier experiments, the position of the
hand relative to the head, has now obviously become a sub-goal because it was
erroneously imitated just as often as the former sub-goal ‘type of movement’.
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Fig. 6.4 The movements made by the adult model on the right axis and the move-
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percentages of mirror-matching movements, the most frequent type of imitation for
each model movement. The grey boxes represent the percentages of other types of 
imitation movement whose frequency of appearance deviated significantly from 0. The
transparent boxes represent percentages of types of imitation movement appearing
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In addition, we demonstrated that it is not the recency of a movement that
makes it the main goal in imitation. The final spatial position of the hand was
reached at the same time as the final configuration (open versus closed hand).

6.4 The ideomotor principle in imitation

Whereas the above experiments were primarily concerned with the perceptual
component of imitation, the following experiment tries to investigate the
motor component of imitation. According to GOADI, the model movement is
decomposed into its different aspects. If this has taken place and if the imita-
tor has (subjectively) decided on the main goal, our question here is how this
goal is translated into the motor programme that (more or less erroneously)
mimics the model’s movement. In assumption (iv), GOADI states that the goal
directly elicits the motor programme with which it is most strongly associated.
This idea goes back to William James’s analysis of voluntary actions (see Prinz
1990). If we want to elicit a voluntary action, we only need to think of the
action’s effects (e.g. pushing a button, grasping a cup, etc.), and the rest is
accomplished by the motor system. The motor system, in turn, then uses the
motor programme that has the strongest relation to the intended effect (this is
the ideomotor principle). The strength of the association with the intended effect
can be either innate or acquired through learning, in the sense that the particu-
lar motor programme is most frequently used to elicit the intended outcome.

Assumption (iv) of GOADI, however, still needed to be tested. We therefore
varied the dot experiment (experiment 3 in Bekkering et al. (2000) ) by replac-
ing the dots with movable objects (see Wohlschläger and Bekkering 2002b).
In the dot experiment, children had to imitate ipsi- and contra-lateral move-
ments towards two adjacent dots stuck to the surface of a table. In addition to
having replaced the dots with movable objects, we varied the character of the
movement the model made towards these objects. In the experimental condi-
tion, the model grasped and lifted the objects. In the control condition, which
was similar to the dot experiment (see experiment 3 in Bekkering et al. (2000)
), the model almost touched the objects by pointing to them with her index fin-
ger. If the assumption regarding the elicitation of the motor programme most
strongly associated with the main goal is correct, then we would expect the
same error pattern as in the dot experiment (or as in the standard experiment).
This should be true for both the control and the experimental condition.
Conversely, we would expect that with grasping, children would use their
dominant hand more frequently, because that is the hand most frequently used
for grasping. In the control condition we would not expect such a tendency for
the dominant hand, because we did not observe it in the dot experiment
(experiment 3 in Bekkering et al. (2000) ). We thus predict that in the grasp-
ing condition (not in the pointing condition), errors would increase in the
cases in which the tendency to use the dominant hand for grasping coincides
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with the tendency to reach for objects with the ipsi-lateral hand. For right-
handed subjects, this condition is met when the model grasps an object on its
left side contra laterally with its right hand. In that case, the object is located
to the right of the child, and he or she should almost inevitably be driven to
use his or her right hand to grasp the object ipsi laterally.

Fig. 6.5 shows the frequency of each of the six imitated movements for each
model movement in both conditions. We arranged both diagrams in such a way
that the mirror-matching movements are on the diagonal, although now it was only
in the pointing condition that for each model movement mirror-matching move-
ments were the most frequent movements imitated. In the grasping condition,
children generated 100.0%, 50.0%, 66.7%, 25.0%, 100.0% and 79.2% mirror-
matching movements when presented with the left-ipsi, left-contra, right-ipsi,
right-contra, both-ipsi and both-contra model movements, respectively.

Children produced an average error rate of 30.6%. Four types of error
occurred with significant frequency: left-handed ipsi-lateral imitation of the
left-handed contra-lateral movement (50.0%), right-handed contra-lateral imi-
tation of the right-handed ipsi-lateral movement (33.3%), right-handed ipsi-
lateral imitation of the right-handed contra-lateral movement (75.0%), and
bimanual ipsi-lateral imitation of the bimanual contra-lateral model move-
ment (20.8%). With bimanual contra-lateral model movements, we made an
unexpected observation. Children sometimes grasped the objects ipsi laterally
and then, after lifting, crossed their arms while still holding the objects. This
type of imitation was treated as ‘correct’ imitation. One-third of the correct
imitations of bimanual contra-lateral model movements were imitated in this
unexpected way. Despite these errors, children always grasped the correct
object. Three of these error types were CI-errors and the fourth was an IC-
error. Unimanual CI-errors (average 62.5%) were more frequent than biman-
ual CI-errors ( , N0 � 5, p � 0.05). In addition, unimanual CI-errors were
more frequent when the child used the right hand (75.0%) than when he or she
used the left hand (50.0%) for imitation ( , N0 � 5, p � 0.05).

In the pointing condition, children generated 100.0%, 75.0%, 100.0%,
66.7%, 100.0% and 95.8% mirror-matching movements when presented with
the left-ipsi, left-contra, right-ipsi, right-contra, both-ipsi and both-contra
model movements, respectively. Children produced an average error rate of
10.4%. Only two types of error occurred with significant frequency: left-
handed ipsi-lateral imitation of the left-handed contra-lateral movement
(20.8%) and right-handed ipsi-lateral imitation of the right-handed contra-
lateral movement (29.2%). These two error types were the unimanual CI-errors.
Hence, despite these errors, children always pointed to the correct object. The
CI-errors (average 30.6%) were as frequent for the child’s left-handed as 
for the child’s right-handed movements ( , N0 � 7, p � 0.133, Pratt’s
exact test).

When compared with the pointing condition, the overall error rate of the
grasping condition was significantly higher (u � 2.04, p � 0.05). All four error
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Fig. 6.5 The movements made by the adult model on the right axis and the move-
ments made by the child on the left axis. (a) The results of the grasping condition, 
in which the model as well as the children grasped and lifted the objects on the table.
(b) The results of the pointing condition, in which the model as well as the children only
pointed towards the objects on the table. The black boxes on the diagonal represent the
percentages of mirror-matching movements, generally the most frequent type of imi-
tation, but not for every model movement in the grasping condition. The grey boxes
represent the percentages of other types of imitation movement occurring with a 
frequency that deviated significantly from 0. The transparent boxes represent a type of

imitation movement appearing with statistically insignificant frequency.
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types of the grasping condition had a higher error rate when compared with
the respective error types in the pointing condition. The rate of the bimanual
CI-error in the pointing condition did not significantly deviate from zero. The
IC-error in the grasping condition was not observed in the pointing condition.
The right-handed CI-error rate was significantly higher in the grasping 
condition than in the pointing condition (u � 1.86, p � 0.05). Concerning the
left-handed CI-error rate, there was no significant difference between the two
conditions (u � 1.48, p � 0.69).

The experiment clearly confirmed another prediction of GOADI. Once the
imitator has identified the goal of the model act, this goal elicits the motor pro-
gramme most strongly associated with it. When imitating the grasping of
objects (or the pointing towards objects), children always grasped (or pointed
to) the correct object. Thus, as expected, the treatment of the object (grasping
or pointing to) was the highest goal in the hierarchy. More important, however,
is the fact that when we used grasping rather than pointing as the model act,
the children showed a clear preference for using the dominant right hand.
Such a preference was neither observed in any of the previous experiments,
nor in the pointing condition. The preference for the right hand led to a strong
increase (of around 45% when compared with the standard experiment or to
the pointing condition) in the error rate for the condition in which the prefer-
ence for the right hand met the preference for ipsi-lateral movements: the imi-
tation of a right-handed, contra-lateral model movement.

This preference for the dominant right hand in the grasping condition
received very strong corroboration by an unexpected finding. The preference
was so strong that the children even produced a significant portion of errors in
a condition in which they had shown no (or almost no) errors, either in the pre-
vious experiments or in the pointing condition. When the adult ipsi laterally
grasped the object to her right, children quite frequently (in one-third of the
cases) contra laterally grasped the corresponding object (which was located to
their left) with their right hand. In this case, the preference for the dominant
hand was obviously sometimes even stronger than the preference for ipsi-
lateral movements. No such tendency was observed in the pointing condition.

Another unexpected finding also confirms GOADI and is a nice illustration
of our theory of GOADI. When the model grasped both objects with crossed
arms, children ended up in 80% of the cases by holding the two objects with
crossed arms. This is not a surprise, because it is in line with our previous
findings. However, in one-third of these cases, the children first grasped the
objects ipsi laterally and only afterwards crossed their arms. This unexpected
finding shows that the model’s act was decomposed into a main goal (grasp-
ing both objects) and a sub-goal (crossing the arms). The main goal then was
pursued first, followed by the pursuit of the sub-goal. In that sequence, which
was, however, reversed with respect to the model’s act, both the main goal and
the sub-goal elicited the motor programme most strongly associated with their
achievement.
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6.5 Imitation in adults

The theory of GOADI is thought to be valid for all individuals, irrespective of
age and developmental state. Hence, one should be able to show the same pat-
tern of imitation ‘errors’ in adults. Of course, in such simple tasks as touching
the contra-lateral ear, we do not expect adults to show the same overall level
of errors that we found in children. Nevertheless, if the goal-directed theory
of imitation is generally valid, some (probably weaker) effects in adult’s imi-
tation behaviour should be detectable. This was indeed the case in a speeded
response version of the hand-to-ear task in adults: adults also showed signifi-
cantly ( , N0 � 10, p � 0.05) more CI-errors than IC-errors (see Fig. 6.6).

We also replicated another one of our core experiments—covering dots on
a table—in adults (see Wohlschläger and Bekkering 2002a), expecting to find
a reflection of the children’s error pattern at a lower level in adults and in their
RTs. To be able to measure RTs precisely, we slightly modified the task. First,
we used finger movements instead of whole hand movements. Second, the
model movements were not presented by the experimenter but on a computer
screen. Subjects were instructed to put their hands next to each other on the
table and to imitate the depicted downward finger movement as quickly as
possible after the presentation of one of the stimuli. As in the experiment with
children, there were two conditions. In one condition, the stimuli contained
two dots, one of which was covered by one of the fingers at the end of an either
ipsi-lateral or contra-lateral downward movement. In the other condition, the
stimuli depicted the same movements, but no dots were present.
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Results showed that, although adults make almost no errors (0.6%), these few
errors mainly (77.8%) occur with stimuli depicting contra-lateral movements
towards dots (CI-error). Second, RTs were faster for ipsi-lateral movements, but
only if dots were present (see Fig. 6.7). These and the above results from the
hand-to-ear task, which basically replicate the findings in children, show that
in adults dots also as action goals are activating the direct, ipsi-lateral motor
programme, which leads to faster responses and sometimes even to errors.

Although adults show the same pattern of errors as children in simple
actions, more complex actions are needed to investigate the general validity
and the hierarchical organization of our goal-directed theory of imitation. In
the experiments reported above, the actions comprised only two variable
aspects: the goal object and the effector. It transpired that an increase to three
variable and independent aspects (goal object, effector and movement path) is
sufficient to cause considerable amounts of errors also in adults.

The action we used was more complex but nevertheless quite simple. It con-
sisted of moving a pen upside down into one of two cups (object). In either
case, the pen was rotated by 180�. The experimenter served as the model and
he either used his right or his left hand (effector). In addition, he either turned
the pen clockwise or counter-clockwise (movement path) to bring it into an
upside-down position at the end of the movement (see Fig. 6.8).

In a pilot study, we did not tell the subjects about the three different aspects
of the movement, because we wanted to find out which hierarchical order the
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subjects apply spontaneously. However, an analysis of the errors revealed that
although subjects start with the expected hierarchy (least errors with object
followed by effector followed by movement path), after some tens of trials,
they reordered their hierarchy individually, always in favour of one aspect at
the cost of the others. Hence we decided to fully explain the experiment to the
subjects, except for the very first trial. In the first trial, the experimenter made

150 A. Wohlschläger et al.

Fig. 6.8 Three frames of an imitation sequence used for adults. The model on the
right uses the left hand to put the pen upside down into the right cup by turning it
counter-clockwise. The imitator uses the right hand and turns the pen clockwise to put
it into the left cup (not shown). In this example, the imitator perfectly mirrored the

model movement. However, most subjects failed to do so. For details see text.
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one of the eight possible movements without instructing the subjects to 
imitate. Instead he asked, ‘Kannst Du das auch?’ (‘Can you do that too?’).
Only after the first trial were subjects fully instructed about the purpose of the
experiment and about each individual aspect of the movement by stressing that
it was important to imitate all aspects as precisely as possible. Thus, we could
analyse and compare spontaneous imitation with repeated imitation.

Results (see Fig. 6.9) showed that in spontaneous imitation the only aspect
that was imitated correctly above chance level was the object (binomial prob-
ability p � 0.05). Likewise, the object was imitated most correctly, followed
by the effector, followed by the movement path in repeated imitation (linear
contrast: t � 1.98, d.f. � 7, p � 0.05). Obviously, the goal of an action is so
strong that the other aspects of an action are more or less neglected, even if the
subject knows explicitly about all aspects and tries his/her best to copy all of
them as exactly as possible.

In a further series of experiments, we increased the number to four variable
aspects: the goal object, the treatment of the object, the effector and the move-
ment path. We added the fourth aspect—treatment—because the correspon-
ding experiment in children (grasping versus pointing, see above) showed that
apart from the object itself, its treatment plays a decisive part for imitation
behaviour. Again, in repeated imitation, subjects showed the least errors with
respect to the object, followed by treatment, followed by effector and followed
by movement (linear contrast: t � 4.16, d.f. � 15, p � 0.01). As predicted, 
the only aspects that were imitated correctly in spontaneous imitation were the
object and its treatment (binomial probability: p � 0.001; see Fig. 6.10 for 
the results). A control task showed that the differential effects in repeated imi-
tation were not due to perceptual deficits. When we blocked the trials in 
such a way that in each block only one aspect varied while the others were
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held constant (subjects were informed about the varying aspect at the begin-
ning of each block), subjects showed approximately the same amount of errors
for every aspect. In spontaneous imitation, however, we could show that the
choice of the object is indeed a choice for object identity and not for object
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location. When using four cups of the same colour (not as in Fig. 6.8), so that
the objects only differed by location, only treatment was left as the single
aspect that was imitated correctly above chance level (Wohlschläger and
Bekkering 2002b; Fig. 6.11).

6.6. Conclusions

The experiments we have reported demonstrate the importance of objects and
their treatments in human imitation, both for children and adults. The experi-
ments widely confirmed our theory of GOADI. They showed that it is prima-
rily the treatment of an object that is imitated in object-oriented actions,
whereas the choice of the effector and the movement path are following the
so-called ideomotor principle: the motor programme most strongly associated
with the achievement of the goal is executed during the execution of the 
imitative act and it is probably already activated during the observation of the
action that is imitated later (Fadiga et al. 1995). The study of brain activity
during the covering-dot task (Wohlschläger and Bekkering 2002a) in adults
recently showed that the human homologue of the monkey’s mirror-
neuron area is more active during the imitation of object-oriented than non-
object-oriented actions (Koski et al. 2002). Hence, one may conclude here that
there is a mirror-neuronsystem in humans too, and that it is used for imitation.
This does not mean that the mirror-neuron system is doing the imitation:
despite the fact that it was discovered in monkeys, monkeys do not imitate.
However, when conceiving imitation as an imitation of the goals of an action,
then it makes sense that the mirror-neuron system is involved in imitation,
because it is essentially a system for representing actions (irrespective of
whether just observed or executed) in terms of action goals, i.e. object plus
treatment.

According to GOADI and confirmed by the data presented above, actions
involving objects are imitated in such a way that the same treatment is given
to the same object, thereby ignoring the motor part of the action. Of course, in
everyday life the model acts in an efficient and direct way on the object. If the
imitator copies the action goal and if this action goal in turn activates the most
direct motor programme in the imitator, then both actions resemble each other
in all aspects, leading to an impressive, mirror-like behaviour. When there is
no object, the movements themselves become the goal and they are also imi-
tated in a mirror-like fashion. It is probably the frequently observed paral-
lelism between the movements of the model and the imitator that led to
direct-mapping theories. However, according to GOADI, this similarity
between the movements of the model and the imitator is only superficial and
incidental: the underlying similarity is a similarity of action goals.

Imitating goals and/or intentions of course requires that the imitator 
understands the action of the model. In our view, action understanding is a
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prerequisite for imitation. It is a necessary but not a sufficient condition for
imitation to occur. Within a goal-directed theory (as opposed to direct-
mapping explanations) it is possible to explain why imitation sometimes
occurs and sometimes does not. Because action understanding precedes 
imitation the observer can decide whether or not he wants to imitate the goals
of the model. In addition, a goal-directed theory of imitation also gives room
for creativity in imitation, because the way the goal is achieved is left to the
imitator, whereas direct-mapping approaches have a rather automatic taste.
When the model observes the imitator achieving the same goal in a more 
efficient way it might, in turn, cause the model to imitate the new movement
of the former imitator. This type of creativity, based on the decoupling of ends
and means and on mutual imitation, probably plays a very important part in
the evolution of culture and technique.

Although using action goals as the core concept, GOADI does not say any-
thing about the representation of the intentions of the model in the imitator. In
our view, the representation of intentionality or any theory of mind is not neces-
sary to explain imitation (see Gattis et al. (2002) for a different interpretation).
We have so far only investigated rather simple actions. However, GOADI
could also be applied to more complex actions and action sequences. Byrne’s
concept of ‘imitation as behaviour parsing’ (see Chapter 8 of this volume) is
very close to our theory of GOADI. Byrne also assumes that the elements of
an action sequence that will be learned by imitation have to already be in the
repertoire of the observer. This corresponds to GOADI’s ideomotor principle.
His studies of imitation in gorillas also show that the actual movement is less
important than the action outcome (e.g. the hand the imitator uses does not
depend on the hand the model uses; Byrne and Byrne 1991).

Although the experiments reported here widely confirm GOADI and, at the
same time, illustrate the shortcomings of the AIM theory of Meltzoff and
Moore (1994), some sort of mapping mechanism must still be involved in imi-
tation. The ability to identify limbs and body parts and to map those to the
parts of our own body is perhaps inborn. AIM is primarily based on imitation
performances in neonates. Presumably, neonates need to develop successful
GOADI behaviour by learning through experience. In fact, our theory may
require the assumption of a coarse direct limb-to-limb mapping, But it is prob-
ably only a coarse mapping of visual input to motor output, because neither
the side of the body, nor the number of effectors, nor even the type of move-
ment is consistently mapped. In addition, and as already noted above, the
direct-mapping approaches hold the notion of automaticity and mainly
address the question of how the input is translated into a motor output match-
ing the input. They do not address more complex questions such as when imi-
tation occurs, or who imitates whom. GOADI does not (yet) address these
questions either; but it is open to that meta-level of imitation, because it uses
action goals as the central explanatory component. Thus, by using GOADI 
one can easily build a hypothesis about the meta-level of imitation. For
instance, one might speculate that the minimum necessary condition for the
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occurrence of imitation is that the goal of the model’s act is within the range
of the imitator’s desires.

The differentiation between goals and sub-goals (or ends and means) paral-
lels the distinction made by Tomasello et al. (1993) between emulation and imi-
tation. Whereas emulation refers to the reproduction of the goal, imitation also
includes the reproduction of the model’s strategies for achieving the goal. By
contrast, Byrne and Russon (1998) argue that it is the complexity of the goal
hierarchy that decides whether almost all aspects of an action (programme-level
imitation) or only a few of them (action-level imitation) are imitated.

Let us now turn to some of GOADI’s implications. First, GOADI has 
adaptive implications. In general, a model and its imitator have different body
and limb sizes, which results in differences in their dynamic properties. In
addition, they usually also differ in their available motor skills. Thus, for the
imitator, it is more reasonable to concentrate on the goal of a movement and
try to reach it somehow in his own manner (perhaps even with several trials),
and it is less reasonable to focus on the course of the movement. A second and
more practical implication concerns teaching. Teachers who want to teach by
imitation should keep in mind that it is probably more useful to demand the
achievement of the ends rather than the means from their pupils. When they
serve as models, they should encourage pupils to focus on the goal, rather than
on the movement. Recent research results recommend this method for the
acquisition of motor skills (Wulf 1998).

In summary, the experiments reported here widely confirm the assumptions
of GOADI. We assume that there is no principle difference in imitation behav-
iour between children and adults beyond the fact that children probably have
a smaller working memory capacity and hence disregard more aspects of a
model’s movement than adults do.4

We thank Brigitte Gleißner and Monika Benstetter for the conduction of the experi-
ments and Megan Otermat for proof-reading.

Endnotes

1. Anisfeld (1996) argues that if infants’ imitative behaviour is restricted to a single 
gesture, it is perhaps more parsimonious to explain it as a specific, directly elicited
response. The increase in tongue protrusion after modelling might also be explained
by its inhibition during the attentive observation of the model (Anisfeld 1991).

2. By ‘inferring the intention of the model’, we do not want to imply that the imitator
has an explicit representation of the model’s intention as a mental state of the model.
This question is mainly relevant for predicting the action outcome of one’s con-
specifics but it is irrelevant for imitating it.

3. Though theoretically possible, there were no double errors.
4. For example, when asked to imitate the cross-lateral, bimanual hand-to-ear move-

ment, adults of course imitate correctly, but—unless this aspect is drawn to their
attention—they do not care which arm is in front.
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Appendix A: Song Text

Boys’ version
Auf der Wiese, auf der Wiese
Läuft ein kleiner Mann.
Hat zwei Hände, hat zwei Füße,
Läuft so schnell er kann.

(Refrain):
Läuft ganz schnell im Kreis herum,
Fällt dabei auch gar nicht um.
Schau den kleinen Mann mal an,
Was der Mann noch alles kann:

(Imitation)
Auf der Straße, auf der Straße
Läuft der kleine Mann.
Hat zwei Augen, Mund und Nase,
Läuft so schnell er kann.
(Refrain, Imitation)
In die Pfütze, in die Pfütze
Läuft der kleine Mann.
Auf dem Kopf hat er ‘ne Mütze,
Läuft so schnell er kann.

(Refrain, Imitation)

Text: Andreas Wohlschläger
Tune: Brigitte Gleissner

Girls’ version
Auf der Wiese, auf der Wiese
Läuft ‘ne kleine Frau.
Hat zwei Hände, hat zwei Füße,
Läuft so schnell sie kann.

(Refrain):
Läuft ganz schnell im Kreis herum,
Fällt dabei auch gar nicht um.
Schau die kleine Frau mal an,
Was die Frau noch alles kann:

(Imitation)
Auf der Straße, auf der Straße
Läuft die kleine Frau.
Hat zwei Augen, Mund und Nase,
Läuft so schnell sie kann.
(Refrain, Imitation)
In die Pfütze, in die Pfütze
Läuft die kleine Frau.
Auf dem Kopf hat sie ‘ne Mütze,
Läuft so schnell sie kann.
(Refrain, Imitation)
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AIM: active intermodal mapping
CI-errors: contra-ipsi-errors
GOADI: goal-directed imitation
IC-errors: ipsi-contra-errors
RT: response time
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7

The manifold nature of interpersonal 

relations: the quest for a common 

mechanism
Vittorio Gallese

It has been proposed that the capacity to code the ‘like me’ analogy between self
and others constitutes a basic prerequisite and a starting point for social cognition.
It is by means of this self/other equivalence that meaningful social bonds can be
established, that we can recognize others as similar to us, and that imitation can
take place.

In this article I discuss recent neurophysiological and brain imaging data on
monkeys and humans, showing that the ‘like me’ analogy may rest upon a series
of ‘mirror-matching’ mechanisms. A new conceptual tool able to capture the
richness of the experiences we share with others is introduced: the shared 
manifold of intersubjectivity. I propose that all kinds of interpersonal relations
(imitation, empathy and the attribution of intentions) depend, at a basic level, on
the constitution of a shared manifold space. This shared space is functionally
characterized by automatic, unconscious embodied simulation routines.

Keywords: empathy; imitation; mirror neurons; mind reading; simulation

7.1 Introduction

Intersubjectivity is one of the most controversial topics within the ongoing
debate in the cognitive sciences. Various modalities of normal and patholo-
gical interpersonal relations are the focus of many different disciplines such
as neuroscience, cognitive and developmental psychology, philosophy of
mind, and psychiatry. Imitation, empathy and mind reading denote, among
others, different levels and modes of interaction by means of which indi-
viduals establish meaningful bonds with others; therefore, they have been vari-
ously used to characterize mechanisms and modes of intersubjective relation.

Why has intersubjectivity progressively gained the centre of the stage?
Because more and more scholars are experiencing a growing sense of discom-
fort with respect to the heuristic value of accounts of human cognition exclu-
sively focusing on a solipsistic, monadic dimension. Intersubjective relations
are interesting not only because they capture an essential trait of the human
mind—its social character—but also, and even more importantly, because
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they provide a greater opportunity to understand how the individual mind
develops and works.

Imitation, empathy and mind reading are different in many respects. When
we engage in re-enacting the observed behaviour of someone else, we trans-
late the observed actions into executed ones. When we empathize with others,
we understand what others are feeling, be it a particular emotion or sensory
state. Finally, when we witness the actions of others, we supposedly understand
their meaning and the reasons that possibly promoted them. In these three 
different types of interpersonal relation we are confronted with apparently 
different objects (actions, emotions and sensations, and thoughts, respectively),
and we reply with different modalities (actions, feelings and thoughts, respec-
tively). It therefore seems legitimate to assume that imitation, empathy and
mind reading depend on totally different mechanisms.

I suggest a different perspective. I demonstrate that imitation, empathy and
mind reading do share, at a basic level, a crucial common feature: they all
depend on the constitution of a shared meaningful intersubjective space. 
I propose that the shared manifold space—orthogonal to imitation, empathy
and to the attribution of intentions—relies on a specific functional mechanism,
which is probably also a basic feature of how our brain/body system models
its interactions with the world: embodied simulation.

Furthermore, I clarify how embodied simulation can be characterized from
a neurobiological perspective, by proposing that the mirror-matching neural
system, originally discovered in the premotor cortex of monkeys—but also
present in the human brain—might be part of the neural correlate of simula-
tion, and therefore provide an integrated neuroscientific account of the basic
aspects of intersubjectivity.

7.2 Social identity: Why it matters

From the very beginning of our life, the social dimension seems to play a very
powerful role within the network of interactions shaping our view of the
world. Social behaviour is not peculiar to primates; it is diffuse across species
very different from humans, such as bees and ants. Within different species,
social interactions certainly play different roles, and are probably subsumed
by different mechanisms. Nevertheless, central to all social species and, within
more evolved species of primates, central to all social cultures of whatever
complexity, is the notion of identity of the individuals within those species and
cultures. It follows, that all levels of social interaction that can be employed to
characterize cognition in single individuals must intersect or overlap, to enable
the development of mutual recognition and intelligibility.

As humans, we implicitly ‘know’ that all human beings have four 
limbs, walk in a certain way, act and think in special ways. If we share the
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same culture, we will, for example, all tattoo our body in a special striped
fashion, pierce different parts of our body, or wear the same striped scarf 
when attending the games of our favourite soccer team. If we share with 
other individuals a given perspective on how our society should be 
governed, together with other citizens sharing our views, we will vote for the
same political party.

Social identity can therefore be articulated at many different levels of com-
plexity: it can be analysed by means of increasingly complex tests in which
different species might score differently. However, whatever their complexity
might be, identity relations are necessary to allow the sense of belonging to a
larger community of other organisms. Why is this so? Why in the course of
evolution has this feature been preserved?

Identity is important within a group of social individuals because it 
provides them with the capacity to better predict the consequences of the
ongoing and future behaviour of others. The attribution of identity status to
other individuals automatically contextualizes their behaviour. This, in turn,
reduces the variables to be computed, thus optimizing the employment of cog-
nitive resources by reducing the ‘meaning space’ to be mapped. By contextu-
alizing content, identity reduces the amount of information our brain has to
process. In Section 7.3 I examine the issue of identity from a developmental
perspective.

7.3 Investigating social cognition: The developmental 
cognitive revolution

One of the major contributions to our understanding of human social cogni-
tion has been provided during recent decades by research in developmental
psychology. Developmental psychology has literally revolutionized our way of
looking at newborns and infants as cognitive agents. These results have
shown, among other things, that at the very beginning of our life we are cap-
able of performances which, if and when instantiated by adult individuals, we
would readily ascribe to the most abstract resources of our cognitive system.

One aspect of infants’ proclivity to ‘abstraction’ is their astonishing capa-
city to operate cross-modal mapping of sensory information. Three-week-old
infants are able to visually identify pacifiers that they previously felt having
sucked on them when blindfolded (Meltzoff and Borton 1979). What was 
previously experienced as haptically different was later recognized as being
visually different. Other studies have shown that infants can easily map the
intensity and timing of sensory stimulation independently from the modality
through which it is conveyed, be it somatosensory, visual or auditory (for a
review of this literature, see Stern 1985). Cross-modal transfer seems, therefore,
to be a basic capacity we are born with, or that, at the very least, we develop
very early.

Simulation and intersubjectivity 161

Wolpert-ch07.qxd  11/18/03  8:42 PM  Page 161



This capacity appears to be crucial for the development of social cognition,
because it is exploited to constitute interpersonal bonds. As shown by Meltzoff
and Moore, newborns as young as 18 hours old can reproduce mouth and face
movements displayed by the adult they are facing (Meltzoff and Moore 1977;
see also Meltzoff and Moore 1997; Meltzoff 2002). What is remarkable is that
this behaviour is instantiated by body parts such as the mouth to which newborns
have no visual access. Infants, nevertheless, can re-enact the observed behaviour
as displayed by the adult demonstrator. The visual information about the
observed behaviour is translated into motor commands for reproducing it.

Meltzoff and Moore (1997) have defined this apparently innate mechanism
as AIM. According to Meltzoff (2002), intermodal mapping can be conceived
of as a ‘supramodal act space’, unconstrained by any particular mode of inter-
action, visual or motor. Modes of interaction as diverse as seeing or doing 
something must share some peculiar feature making the process of equival-
ence carried out by AIM possible.

Early imitation appears to constitute a further example of infants’ capacity
to establish equivalence relations between different modalities of experience.
The importance of early imitation for our understanding of social cognition is
that it shows that interpersonal bonds are established at the very onset of our
life, when no subjective representation can yet be entertained by the organism,
because a conscious subject of experience is not yet constituted.

The absence of a self-conscious subject does not preclude, however, the
constitution of a primitive ‘self–other space’, a paradoxical form of intersub-
jectivity without subjects. The infant shares this ‘we-centric’ space with the
other individuals inhabiting his world.

The discoveries of developmental psychology are also of vital importance
in our discussion of social cognition for another reason: these data show that
our cognitive system is capable of conceiving an ‘abstract’ multimodal way to
map apparently unrelated sensory sources of information, well before the
development and mastery of language (the cognitive tool of abstraction 
par excellence) and of more sophisticated forms of social interaction.

7.4 Early and mature imitation

A striking feature of the early type of imitation discovered by Meltzoff and 
co-workers is that it cannot be elicited after the third month or so of life. Later
on, however, a more mature form of imitation will develop, one implying the
capacity to fully grasp the meaning and relevance of what is to be imitated
(see Chapter 6, this volume).

It is this second type of imitation which stirs the debate among psycholo-
gists and primatologists concerning whether such behaviour can also be
ascribed to non-humans, or if it has to be considered a unique endowment of
our species (for a discussion of imitation from an ethological point of view,
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see Whiten and Custance 1996; Tomasello and Call 1997; Byrne 1995; Visalberghi
and Fragaszy 1990, 2001; see Chapter 8 this volume).

I will not delve into this controversial debate here. Rather, what I would like
to emphasize is the following aspect: early and mature forms of imitation in
humans share a basic feature, which is independent of the presence of highly
developed cognitive faculties such as language, or from the capacity to identify
the individual to be imitated as a different self.

What is common between a neonate who replies to his mother sticking out
her tongue with an equivalent behaviour, and the skilled repetition by an 
adolescent of the piano chords as demonstrated by the piano teacher? Both
instances of imitative behaviour are made possible only by the capacity to
solve the computational difficulties inherent in any type of interpersonal map-
ping, due to the different perspectives of demonstrator and imitator (see
Chapter 9 of this volume). If I want to reproduce the behaviour of someone
else, no matter how complex it is, or whether I understand it or not, I always
need to translate my external perspective of the demonstrator into my own per-
sonal body perspective. This problem can, however, be overcome if both the
actions of the demonstrator and of the imitator share a basic neural format.
Later on we will see that this is exactly the case. For the time being what we
can say is that the basic feature shared by early and mature forms of imitative
behaviours is the presence of a shared, multimodal, we-centric, blended space.
In Section 7.5, this basic feature is also shown to lie at the core of a different
mode of interpersonal relation: empathy.

7.5 Empathy

When we observe other acting individuals, we are exposed to a full range of
expressive power, which is not confined to what their actions are, but it also
encompasses the emotions and feelings they display. When this occurs, an
affective meaningful interpersonal link is automatically established (see
Chapter 11 of this volume). Empathy constitutes precisely the capacity to
establish this link (for a recent discussion of the historical origin of the notion
of empathy, see Prigman 1995; Gallese 2001, 2003a,b).

The empathic link is not confined to our capacity to understand when
someone is angry, happy or sad. Empathy, if conceived, as I am doing, in a
broader sense, also enables us to understand what is happening when someone
else is experiencing sensations such as pain, touch or tickling.

Again, the results of developmental psychology research are highly relevant
in showing that this particular type of interpersonal relationship is present 
at a very early age. Starting from the second month of age, the infant engages
with the mother in what Stern (1985) has called ‘affective attunement’: a
cross-modal matching of interpersonal affective expressions. More precisely,
what is matched is not a particular aspect of the other person’s behaviour—as
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typically occurs in imitation. What is matched is ‘. . . some aspect of the behavi-
our that reflects the person’s feeling state’ (Stern 1985). These expressions 
can be different in form and intensity (body movements, facial expressions,
vocalizations), but they all share the same affective dimension of emotional
resonance. Incidentally, it is worth noting that according to Lipps (1903),
empathy (Einfühlung) can be conceived of as a sort of ‘inner imitation’.

Since the very beginning of our life we therefore inhabit a shared multi-
dimensional interpersonal space, which, I posit, also constitutes a substantial
part of our social semantic space during adulthood. When we observe other
acting individuals, and face their full range of expressive power (the way they
act, the emotions and feelings they display), a meaningful embodied interper-
sonal link is automatically established.

The point is how to characterize this special form of understanding. Do we
apply our capacity for mental logic? Do we apply theories to figure out what
kind of emotion or sensation is expressed and felt by the individual we are 
facing? In principle, we can certainly achieve this goal in the aforementioned
ways. However, we must note that in everyday life we are able to ‘decode’ the
quality of the sensations or emotions embedded in the witnessed behaviour of
others without the need to exert any conscious cognitive effort. The meaning
of the expressions of affective behaviour seems to be automatically under-
stood by the observer without the necessity of any intervening complex cog-
nitive mediation. How is this possible? And what is the functional mechanism
at the basis of our capacity for empathy, as I have defined it? In Section 7.7, 
I propose that this mechanism can also be envisaged as a kind of simulation.

7.6 Mind reading

Inter-individual relations have played a fundamental role in the evolution of
primate cognition. Humphrey (1976) originally suggested that the intelligence
of primates primarily evolved to solve social problems. This view is supported
by empirical data. Several studies have revealed the unique capacity of non-
human primates to understand the quality of the relationships within their
social group, not only in terms of kin, but also in terms of coalitions, friend-
ship and alliances. As pointed out by Tomasello and Call (1997), primates can
categorize and understand third-party social relationships. The evolution of
this cognitive trait seems to be related to the necessity to deal with the social
complexities that arose when individuals living in groups had to compete for
scarce and patchily distributed resources.

An ever-increasing literature has raised questions about the possibility 
that the social behaviour of non-human primates might be driven by intentions
and that their understanding of others’ behaviour might be intentional. 
There is general agreement that monkeys and apes behave as if possessing
objectives and goals. However, unless human their awareness of purpose is not
assumed.
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The capacity to understand conspecifics’ behaviours as goal related 
provides considerable benefits to individuals, as they can predict others’
actions. The advantage of such a cognitive skill would also allow individuals
to influence and manipulate the behaviour of conspecifics (see the
Machiavellian Intelligence hypothesis; Whiten and Byrne 1997).

The problem of intentionality in primates was almost simultaneously and
independently raised by Humphrey (1978, 1980) and Premack and Woodruff
(1978). The traditional view in the cognitive sciences holds that human beings
are able to understand the behaviour of others in terms of their mental states
by exploiting what is commonly designated as ‘Folk Psychology’. The capacity
for attributing mental states—intentions, beliefs and desires—to others has 
been defined as ToM (Premack and Woodruff 1978). The attributes of 
‘Folk Psychology’ have been largely identified with the notion of ToM (see
Carruthers and Smith 1996; Chapter 3 of this volume). A common trend on this
topic has been to emphasize that non-human primates, apes included, do not rely 
on mentally based accounts for others’ behaviour (Hayes 1998; Povinelli 
et al. 2000).

The notion of ToM has been addressed from many different perspectives.
ToM has been characterized in terms of a domain-specific ability, supported
by an innate, encapsulated and specific module, whose function is segregated
from the other intellectual capacities of the individual (Leslie 1987; Baron-
Cohen 1995; Fodor 1992, 1994; Chapter 3 of this volume).

A different view holds that ToM constitutes the final stage of a develop-
mental process in which different scientific theories about the world and its
inhabitants are tested and eventually discarded to adopt new ones (see the
‘child-as-scientist’ hypothesis by Gopnik and Meltzoff 1997). Both accounts
of ToM are often collectively identified under the heading TT.

Finally, according to a radically different perspective, the capacity to inter-
pret others’ behaviour in a meaningful way is conceived as the result of 
a simulation routine by means of which we can purposely pretend to be in the 
other’s ‘mental shoes’ and use our own mind as a model for the mind of others
(Gordon 1986; Harris 1989; Goldman 1989, 1992, 1993a,b, 2000).

All of these different perspectives on mind reading make distinct assump-
tions about the brain mechanisms at the basis of this distinctive cognitive fea-
ture and, even more importantly from a neuroscientific perspective, about its
phylogenetic aspects. The TT approach basically emphasizes the cognitive dis-
continuity between human beings and other non-human primates. ToM is con-
sidered to be a sort of ‘mental Rubicon’, sanctioning the uniqueness of human
cognitive capacities.

The simulationist approach, however, seems to make greater allowance for a
possible evolutionary continuity between behaviour reading and mind reading.
This perhaps explains why Simulation Theory has progressively gained a larger
consensus among neuroscientists and among those cognitive scientists—still
not the majority!—fully aware of the intimate relationship between brain
mechanisms and cognition.
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It is nevertheless an oversimplification to address the issue of how individuals
understand the behaviour of others only in terms of a confrontation between
behaviour readers and mind readers. To say that human beings mind read,
while other animals do not, simply denies the possibility that mind reading can
be considered part of a more general model of cognition.

If a process such as ToM really underpins our understanding of others’
behaviour, this cognitive feature must still have evolved from a non-human
ancestor who shared with the present primates, humans included, several 
cognitive features. The behavioural study of social cognition of non-human
primates and the enquiry of the neural mechanisms supporting it are therefore
necessary for a thorough understanding of how the human mind evolved and
how it works.

It is reasonable to suggest that this evolutionary process proceeded along a
line of continuity (see Gallese and Goldman 1998; Gallese 2000a,b, 2001;
Gallese et al. 2002a). This suggests that we should pursue a different heuristic:
investigating whether apparently different cognitive strategies may be under-
pinned by similar functional mechanisms. This is the precise aim of this paper.

Whenever we are exposed to behaviours of others requiring our response,
be it reactive or simply attentive, we seldom engage in explicit and deliberate
interpretative acts. The majority of the time our understanding of the situation
is immediate, automatic and almost reflex-like.

According to the TT approach, when faced with the problem of under-
standing the meaning of others’ behaviour, adult human beings must neces-
sarily translate the sensory information about the observed behaviour into a
series of mental representations that share, with language, the propositional
format. This enables one to ascribe to others’ intentions, desires and beliefs,
and therefore to understand the mental antecedents of their overt behaviour.

According to this view if, while sitting in a public house I see someone
reaching for a pint of ale, I will immediately realize that my neighbour is
going to sip some ale from it. The point is, how do I do it? In order to inter-
pret the behaviour of the person sitting beside me in the public house, I must
translate his biological motions into a series of mental representations regard-
ing his desire to drink beer, his belief about the fact that the glass sitting on
the table is indeed full of beer, and his intention to bring it to the mouth in
order to sip beer from it.

Though perhaps a bit caricatured, this account essentially captures how TT
characterizes interpersonal relations. I think that the view heralded by classic
cognitivism, according to which our capacity of understanding the intentions
determining others’ behaviour is solely determined by metarepresentations cre-
ated by ascribing propositional attitudes to others, is biologically implausible.
The traditional TT perspective on mind reading exemplifies, or perhaps better,
modularizes within this particular aspect of cognition, a more general view on
the mind: a disembodied one. I think that there is now enough empirical evid-
ence to reject a disembodied theory of the mind as biologically implausible.
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We observe other people behaving and, most of the time, we understand
what they are doing and what they are going to do. The crucial point is to clar-
ify what the term ‘understanding’ means. The observed behaviour is obviously
the starting point of any understanding. But the way we characterize what we
are supposed to understand constrains the quality and structure of our under-
standing. Much depends on the nature of what we are supposed to understand.

The point is that the behaviour of others is not objectively given and
expressed by objectively given creatures. If we accept this distinction between
apparent/real aspects of reality, we must also accept that the brain, in order to
represent an external objective reality, must operate according to the norm-
ative dictates of rationality. According to this disembodied view of the human
mind, the invisible attitudes governing the ostensive behaviour of others must
be interpreted by employing the cognitive tool-kit of the rational mind.

However, things look quite different. We now know that there is no such thing
as an objective reality that our brain is supposed to represent. For example, 
there are no objective colours in the world, colour being the result of the wave-
length reflectance of objects, the surrounding lighting conditions, the colour
cones in our eyes, and the neural circuitry connected to those colour cones.
There is no colour out there independent of us.

The same argument holds for interpersonal relations. There can be no other
persons out there independent of us. When we try to understand the behaviour
of others, our brain is not representing an objective external personal reality.
Our brain models the behaviour of others, much the same as it models our own
behaviour. The results of this modelling process enable us to understand and
predict what the behaviour of others is. This point will become clearer later,
when introducing neuroscientific data.

If Folk Psychology were the only game in town, a further difficulty we
would have to overcome would be the problem of explaining the remarkable
capacities of infants and children to ‘tune in’ in meaningful ways to their
social environment, at an age at which the supposed capacity to ascribe proposi-
tional attitudes is not yet in place.

I am not, of course, maintaining that we never ascribe intentions, desires or
beliefs in an explicit way. What I am saying is that these explicit forms of mind
reading, whatever they might be, are at best only one part of our ‘mental social
space’. This space is multidimensional, with different dimensions individuat-
ing different types of relational specification defining the various kinds of
interactions of the individual (a biological system) with ‘the world outside’.

Relational specifications constitute the almost infinite number of ways that
we can act upon the world, or simulate doing so. The same different types of
interaction, when ascribed to others, pertain to different beings, which, never-
theless, we feel, recognize and ‘represent’ as persons similar to us. The point
is that we do not necessarily need to apply theories of any kind to do this.

My proposal is that all these different levels of organism–organism interac-
tions, whatever the complexity of the relational specifications defining them
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might be, rely first on the same basic functional mechanism: embodied simulation.
Embodied simulation enables the constitution of a shared and common back-
ground of implicit certitudes about ourselves and, simultaneously, about others. In
Section 7.7 I demonstrate that embodied simulation is a pervasive brain mecha-
nism, intimately related to apparently ‘abstract’ aspects of human cognition.

7.7 The many sides of simulation

The Oxford English Dictionary provides three different definitions of 
‘simulation’:

(i) The action or practice of simulating, with intent to deceive; false pretence,
deceitful profession.

(ii) A false assumption or display, a surface resemblance or imitation, of
something.

(iii) The technique of imitating the behaviour of some situation or process
(whether economic, military, mechanical, etc.) by means of a suitably
analogous situation or apparatus, esp. for the purpose of study or 
personnel training.

The first two definitions convey the idea of simulation as of something fake,
something supposedly aimed to deceive, by pretending to be similar to what
really differs in many respects. The third definition conveys a totally different
meaning: namely, it characterizes simulation as a process meant to produce 
a better understanding of a given situation or state of affairs, by means of 
modelling it.

The third definition of simulation appears to be much closer than the previ-
ous ones to the etymology of the word. Indeed ‘to simulate’ comes from the
Latin ‘simulare’, which in turn derives from ‘similis’, which means ‘like’, ‘sim-
ilar to’. The third definition of simulation, incidentally, also defines the preval-
ent epistemic approach of the classic Greek–Roman western world: knowledge
is conceived as a process in which the knower assimilates what he is supposed
to know (see the Latin expression similia similibus, or the Greek verb
homologhêin). (For a discussion of the philosophical history of simulation, see
Romano 2002.)

I will use the term simulation in a way that is close to the third definition
given above: an implicit mechanism meant to model the objects and events that
the mechanism itself is supposed to control while interacting with them. The
term interaction is considered here in its broadest sense. Simulation is a control
functional mechanism, its function being the modelling of the objects to be con-
trolled. Indeed, a current authoritative view on motor control envisages simula-
tion as the mechanism employed by forward models to predict the sensory
consequences of impending actions (see Chapter 14,  this volume). According
to this view, the predicted consequences are the simulated ones.
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It should be clear that the way I characterize simulation is different from the
notion of simulation discussed by the proponents of Simulation Theory.
According to Simulation Theory, the pretend state used by the interpreter in
order to understand the behaviour of the agent is the result of a deliberate and
voluntary act on the side of the interpreter. The simulation process I am dis-
cussing is instead automatic, unconscious and pre-reflexive.

Furthermore, I argue that simulation is not a prerogative of the motor sys-
tem. In other words, simulation is not just confined to the executive control
strategies presiding over our functioning in the world, but is a basic functional
mechanism, used by vast parts of the brain. I propose that simulation, that is,
how we model reality, is the only epistemic strategy available to organisms
such as ourselves deriving their knowledge of the world by means of interac-
tions with the world. What we call the representation of reality is not a copy
of what is objectively given, but an interactive model of what cannot be known
in itself. Of course, this also holds for the social interpersonal reality in which
we spend all our lives.

Perception requires the capacity to predict forthcoming sensory events.
Similarly, action requires the capacity to predict the consequences of action.
Both predictions are the result of unconscious and automatic simulation
processes. The advantage of this theory is that it is extremely parsimonious: 
if my theory is correct, a single mechanism—embodied simulation—can pro-
vide a common functional framework for all the apparently different aspects
of interpersonal relations.

In the next section I review the neuroscientific evidence showing that simu-
lation is a pervasive functional characteristic of the monkey and human brain.

(a) Mental imagery

As human beings we have the capacity to imagine worlds that we have or have
not seen before, to imagine doing things that we did or did not do before. The
power of our imagination is seemingly infinite. Indeed, mental imagery has
long been considered as one of the most characteristic aspects of the human
mind, in that it was thought to best epitomize its disembodied nature.

However, in the light of neuroscientific research, things look quite different.
We have learned from neuroscience that visual imagery shares, with visual
perception, several features (for comprehensive reviews see Farah 2000;
Kosslyn and Thompson 2000). For example, the time employed to scan a
visual scene is matched by the time employed to mentally imagine the same
scene (Kosslyn et al. 1978). Furthermore, and more importantly, brain imag-
ing studies show that when we engage in imagining a visual scene, we activate
regions in the brain that are normally active when we actually perceive the
same visual scene (Farah 1989; Kosslyn et al. 1993; Kosslyn 1994), including
areas supposedly involved in mapping low-level visual features, such as the
primary visual cortex (Le Bihan et al. 1993).
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As with visual imagery, motor imagery also shares many features with its
actual counterpart (Jeannerod 1994). Mentally rehearsing a physical exercise
induces an increase of muscle strength comparable to that attained by a real
exercise (Decety et al. 1989; Yue and Cole 1992). When we engage in imag-
ining performing a given action, several bodily parameters behave similarly to
when we actually carry out the same action. Decety et al. (1991) have shown
that heartbeat and breathing frequency increase during motor imagery of
physical exercise. Furthermore, as with real physical exercise, they increase
linearly with the increase of the imagined effort. Finally, brain imaging experi-
ments have shown that motor imagery and real action both activate a common
network of brain motor centres such as the primary motor cortex, premotor
cortex, the SMA, the basal ganglia and the cerebellum (Roland et al. 1980;
Fox et al. 1987; Decety et al. 1990; Parsons et al. 1995; Porro et al. 1996;
Roth et al. 1996; Schnitzler et al. 1997).

All these data show that typical human cognitive activities, such as visual
and motor imagery, far from being of exclusive symbolic and propositional
nature, rely on and depend upon the activation of sensorimotor brain regions.
Visual imagery is equivalent to simulating an actual visual experience 
and motor imagery is equivalent to simulating an actual motor experience.
There is, however, an important point to bear in mind: in mental imagery the
simulation process is not automatic and implicit. The subject deliberately
engages in it.

(b) Action understanding

Action observation constitutes another instance of simulation. Why does this
happen? About 10 years ago a class of premotor neurons was discovered in the
macaque monkey brain that discharged not only when the monkey executed
goal-related hand actions but also when observing other individuals (monkeys
or humans) executing similar actions. We called these neurons ‘mirror 
neurons’ (Gallese et al. 1996, 2002a; Rizzolatti et al. 1996a, 2000, 2001;
Gallese 2000a, 2001).

In order to be activated by visual stimuli, mirror neurons require an inter-
action between the agent (be it a human being or a monkey) and its target
object. The visual presentation of objects does not evoke any response.
Similarly, actions that, although achieving the same goal and looking similar
to those performed by the experimenter’s hand, are made with tools such as
pliers or pincers have little effect on the response of mirror neurons (Gallese
et al. 1996). Neurons with similar properties were later discovered in a sector
of the posterior parietal cortex reciprocally connected with area F5, area PF or
7b (PF mirror neurons; see Gallese et al. 2002b).

The discovery of mirror neurons has changed our views on the neural
mechanisms at the basis of action understanding. The observation of an 
action leads to the activation of the same neural network active during its
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actual execution: action observation causes in the observer the automatic 
simulated re-enactment of the same action. It was proposed that this mechan-
ism could be at the basis of an implicit form of action understanding (Gallese
et al. 1996, 2002a,b; Rizzolatti et al. 1996a; Gallese 2000a, 2003b).

The relationship between action understanding and action simulation 
is even more evident in the light of the results of two more recent studies. In
the first series of experiments, F5 mirror neurons were tested in two condi-
tions: in the first condition the monkey could see the entire action (e.g. a hand
grasping action); in the second condition the same action was presented, but
its final critical part, that is the hand–object interaction, was hidden.
Therefore, in the hidden condition the monkey only ‘knew’ that the target
object was present behind the occluder. The results showed that more than 
half of the recorded neurons responded also in the hidden condition (Umiltà
et al. 2001).

Behavioural data have shown that, like humans, monkeys can also infer the
goal of an action even when the visual information about it is incomplete
(Filion et al. 1996). Data from myself and colleagues reveal the probable neural
mechanism at the basis of this cognitive capacity. The inference concerning
the goals of the behaviour of others appears to be mediated by the activity 
of motor neurons coding the goal of the same action in the observer’s brain.
Out of sight is not ‘out of mind’ just because, by simulating the action, the gap
can be filled.

Some transitive actions are characteristically accompanied by a sound.
Imagine hearing the sound produced by your doorbell. This sound will induce
you to think that someone is standing in front of the door, waiting to be let into
your apartment. That particular sound enables you to understand what is going
on even if you have no visual information about what is currently happening
outside your closed door. The doorbell sound has the capacity to make an
invisible action inferred, and therefore present and understood.

A recent series of experiments were aimed specifically at investigating the
neural mechanism possibly underpinning this capacity. F5 mirror neurons
were recorded from two monkeys under four different experimental condi-
tions: when the monkey executed noisy actions (e.g. breaking peanuts, tearing
sheets of paper apart, and similar actions); when the monkey saw and heard,
or just saw or just heard the same actions performed by another individual.
The results showed that a consistent percentage of the tested mirror neurons
fired when the monkey executed the action, just observed or just heard the
same action performed by another agent (see Kohler et al. 2001, 2002).

These ‘audio-visual mirror neurons’ not only responded to the sound 
of actions, but also discriminated between the sounds of different actions. 
The actions whose sounds were preferred were also the actions producing the
strongest responses when observed or executed. It did not matter at all for the
activity of this neural network if the actions were specified at the motor, visual
or auditory level. The activation of the premotor neural network controlling
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the execution of action A in the presence of sensory information related to the
same action A, can be characterized as simulating action A.

The multimodal-driven simulation of action goals instantiated by neurons
situated in the ventral premotor cortex of the monkey instantiates properties
that are strikingly similar to the symbolic properties so characteristic of
human thought. The similarity to conceptual content is quite appealing: the
same conceptual content (‘the goal of action A’) results from a multiplicity of
states subsuming it: sounds, observed and executed actions. These states, in
turn, are subsumed by differently triggered patterns of activations within a
population of ‘audio-visual mirror neurons’.

The action simulation embodied by audio-visual mirror neurons is indeed
similar to the use of predicates: the verb ‘to break’ is used to convey a mean-
ing that can be used in different contexts: ‘Seeing someone breaking 
a peanut’, ‘Hearing someone breaking a peanut’, ‘Breaking a peanut’. The
predicate, similarly to the responses in audiovisual mirror neurons, does not
change depending on the context to which it applies, nor depending on the
subject/agent performing the action. All that changes is the context the predic-
ate refers to.

The general picture conveyed by these results is that the sensorimotor integ-
ration supported by the premotor-parietal F5-PF mirror-matching system
instantiates simulations of actions utilized not only to generate and control
goal-related behaviours, but also to provide a meaningful account of the goals
and purposes of others’ actions, by means of their simulation.

What is the importance of these data for our understanding of human social
cognition? Several studies using different experimental methodologies and
techniques have also demonstrated the existence of a similar mirror system in
humans, matching action observation and execution (see Fadiga et al. 1995;
Grafton et al. 1996; Rizzolatti et al. 1996b; Decety et al. 1997; Cochin et al.
1998; Hari et al. 1998; Iacoboni et al. 1999; Buccino et al. 2001). In particu-
lar, it is interesting to note that brain imaging experiments in humans have
shown that during action observation there is a strong activation of premotor
and parietal areas, the likely human homologue of the monkey areas in which
mirror neurons were originally described (Grafton et al. 1996; Rizzolatti et al.
1996b; Decety et al. 1997; Decety and Grèzes 1999; Iacoboni et al. 1999;
Buccino et al. 2001).

In humans, as in monkeys, action observation constitutes a form of action
simulation. As anticipated above, this kind of simulation, however, is different
from the simulation processes occurring during visual and motor imagery.
Action observation automatically triggers action simulation. In mental
imagery, as we have seen, the simulation process is triggered by a deliberate
act of the will: one purposely decides to imagine oneself observing something
or doing something.

An empirical validation of this difference comes from brain imaging experi-
ments. If we compare the motor centres activated by action observation with
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those activated during action imagery, we will notice that only the latter leads
to the activation of pre-SMA and of the primary motor cortex.

That said, it appears nonetheless that both mental imagery and action 
observation are kinds of simulation. The main difference is what triggers the
simulation process: an internal event in the case of mental imagery, and an
external event in the case of action observation. This difference leads to
slightly different patterns of brain activation. However, both conditions share
a common mechanism: the simulation of actions by means of the activation of
parietal-premotor cortical networks. This process of automatic simulation
constitutes also a level of understanding, a level that does not entail the
explicit use of any theory or symbolic representation.

(c) Imitation

The neural bases of human imitation have just begun to be unravelled with the
aid of the new brain imaging techniques. The first study showing which parts
of the brain are activated during observation and actual, non-deferred imita-
tion of the same motor behaviour was published only three years ago
(Iacoboni et al. 1999). In their study, Iacoboni et al. contrasted conditions in
which subjects observed hand movements (finger lifting), with conditions in
which the subject had to imitate the observed movement. The results showed
a cortical network active during both observation and imitation, with greater
activation during the second condition. This circuit comprises the ventral pre-
motor cortex, the posterior parietal cortex and the posterior region of the STS.

An interesting and unexpected result of the study of Iacoboni et al. (1999)
was that the STS region, traditionally considered a purely sensory area, was
more activated during imitation than during action observation. If the function
of the STS were solely to provide a visual description of the observed action,
it is hard to explain why it should be more active during imitation, since the
imitated action was identical to that observed.

A possible explanation is that the activation of the STS during action imita-
tion reflected the expected visual consequence of the imitated action, in other
words the neural correlate of the activation of the forward model of the action,
simulating the sensory consequences of the action to be imitated.

The results of a second fMRI study by the same authors corroborated this
hypothesis (Iacoboni et al. 2001). In this second study, subjects were required
to observe and imitate hand actions in two different configurations. During the
specular configuration, subjects had to observe or imitate with their right hand
a left-hand action. During the anatomical configuration, subjects had to
observe or imitate with their right hand a right-hand action. The results
showed that: (i) in the observation condition, STS activation was stronger
when the observed hand was the right one; (ii) in the imitation condition, STS
activation was stronger when the imitated hand was the left. A straightforward
interpretation of these results holds that in order to imitate the observed
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action, the internal model of the action predicts via simulation the sensory
consequences of the impending imitative action, thus allowing the possibility
of establishing a match with the action to be imitated, and eventually bringing
about corrections, if needed to attain a better match.

It appears therefore that actual imitation of observed actions involves 
a network of brain areas whose activation can be accounted for in terms of
simulation.

(d) Empathy

As proposed by Damasio (1994, 1999), one of the mechanisms enabling feel-
ings of emotion to emerge is probably the activation of neural ‘as if body
loops’. These automatic, implicit and non-reflexive simulation mechanisms,
bypassing the body proper through the internal activation of sensory body
maps, create a representation of emotion-driven body-related changes.

As anticipated above, my proposal is that the activation of these ‘as if body
loops’ can probably also be triggered by the observation of the behaviour of other
individuals (see Adolphs et al. 2000; Goldman and Gallese 2000; Gallese 2001).

Preliminary evidence suggests that the same neural structures that are
active during the experience of sensations and emotions are also active when
the same sensations and emotions are to be detected in others. I take this type
of externally driven activation to be a further instance of simulation. A whole
range of different ‘mirror-matching mechanisms’ instantiating simulation 
routines might therefore be present in our brain. What does this preliminary
evidence look like?

Hutchison et al. (1999) studied pain-related neurons in the human cingulate
cortex, by investigating whether neurons in the anterior cingulate cortex of
locally anaesthetized but awake patients responded to painful stimuli. These
authors reported that neurons responded not only to noxious mechanical
stimulation applied to the patient’s hand, but also when the patient watched
pinpricks being applied to the examiner’s fingers. Both applied and observed
painful stimuli elicited the same response in the same neurons. Simulated painful
experience activates the same neurons normally active during actual painful
experience.

Calder et al. (2000) showed that a patient who suffered a stroke damaging
various cortical and sub-cortical structures such as the insula and the putamen
was selectively impaired in detecting disgust in many different modalities (e.g.
facial expressions, non-verbal emotional sounds and emotional prosody). The
same patient was also selectively impaired in subjectively experiencing dis-
gust and therefore in reacting appropriately to it. These results seem to sug-
gest that once the capacity to experience and express a given emotion is lost,
the same emotion cannot be easily represented and detected in others.

As we have learned from developmental psychology, emotions constitute
one of the earliest ways available to the individual to acquire knowledge about
its situation, thus enabling him to reorganize this knowledge in the light of the
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relations with others. This points to a strong interaction between emotion and
action. The coordinated activity of sensorimotor and affective neural systems
results in the simplification and automatization of the behavioural responses
that living organisms have to produce in order to survive.

The strict coupling between affect and sensorimotor integration is high-
lighted by a recent study by Adolphs et al. (2000), where over 100 brain-
damaged patients were reviewed. Among other results, this study showed that
the patients who suffered damage to the amygdala and to the sensorimotor
cortices were also those who scored worst when asked to rate or name facial
emotions displayed by human faces.

A further empirical support to the theory put forward here, of a tight link
between simulation and empathy, comes from a recent fMRI study by
Iacoboni and coworkers on healthy participants (Carr et al. 2001). This study
shows that both observation and imitation of facial emotions activate the same
restricted group of brain structures, including the premotor cortex, the insula
and the amygdala. It is possible to speculate that such a double activation 
pattern during observation and imitation of emotions could be due to the activ-
ity of a neural mirror-matching mechanism, constituting another kind of
embodied simulation.

My theory also predicts the existence of ‘somatosensory mirror neurons’
giving us the capacity to map different body locations when observing the
bodies of others, and to refer them to equivalent locations of our body.
Experiments are currently underway in the laboratory to test this theory.

To summarize, motor imagery, action observation, imitation and empathy
all share the same basic mechanism, the mechanism of embodied simulation:
simulation of actions, simulation of emotions, simulation of feelings and sen-
sations. Embodied simulation enables models of real or imaginary worlds to
be created. These models are the only way we have to establish a meaningful
relationship with these worlds, because these worlds are never objectively
given, but always recreated by means of simulated models. In Section 7.8 
I provide a multilayered account of simulation that will allow me to describe
different forms of interpersonal relations within a unitary framework.

7.8 The shared manifold

I have suggested that the establishment of self–other identity is a driving force
for the cognitive development of more articulated and sophisticated forms of
interpersonal relations. It is this identity relation that enables us to understand
others’ behaviour, to imitate it, to share the sensations and emotions that 
others experience.

What I propose is to characterize an identity relation orthogonal to all the
dimensions of our social cognition in terms of a ‘shared manifold’. It is by
means of the shared manifold that we recognize other human beings as 
similar to us that intersubjective communication, social imitation and the
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ascription of intentions become possible. The shared manifold can be
described at three different levels: (i) a phenomenological level; (ii) a func-
tional level; and (iii) a sub-personal level.

The phenomenological level is responsible for the sense of similarity, 
of being individuals within a larger social community of people like us, which
we experience whenever we confront other human beings. It could be defined
as the empathic level, provided that empathy is characterized as broadly as 
I do here. Actions, emotions and sensations experienced by others become
meaningful to us because we can share their underlying basic format with 
others.

The functional level is characterized in terms of embodied simulation rou-
tines, ‘as if ’ modes of interaction enabling models of self/other to be created.
The same functional logic at work during self-control operates also during the
understanding of others’ behaviour. Both instances are models of interaction,
which map their referents on identical relational functional nodes. All modes
of interaction share a relational character. At the functional level of descrip-
tion of the shared manifold, the relational logic of operation produces the
self/other identity by enabling the system to detect coherence, regularity and
predictability, independently from their situated source.

The sub-personal level is instantiated as the level of activity of a series of
mirror-matching neural circuits. The activity of these neural circuits is, in turn,
tightly coupled with multilevel changes within body states. Mirror neurons
instantiate at the sub-personal level the multimodal intentional shared space.
These are the shared spaces that allow us to appreciate, experience and under-
stand the actions we observe, the emotions and the sensations we take others
to experience.

There is one further important point that needs to be clarified. The shared
manifold of intersubjectivity, as I conceive it, does not entail our experiencing
others as we experience ourselves. The shared manifold simply enables and
bootstraps mutual intelligibility. Of course, self–other identity constitutes only
one aspect of intersubjectivity. As highlighted by Husserl (1989; see also
Zahavi 2001), it is the otherness (alterity) of the other that provides the object-
ive character of reality. The quality of our lived experience (erlebnis) of the
‘external world’ and its content are constrained by the presence of other sub-
jects that are intelligible, while preserving their otherness.

We can recognize the otherness of the other at the sub-personal level also,
as this is instantiated by the different neural networks that come into play
when I act as opposed to when others act.

7.9 Conclusions

In this paper I have examined three fundamental aspects of interpersonal 
relations: imitation, empathy and the ascription of intentions, or mind reading.
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I have suggested that all these different levels and modes of interaction share
a common basic mechanism defining a shared interpersonal space: embodied
simulation. I have also suggested that this mechanism is automatic, pre-reflexive
and unconscious. Embodied simulation, according to the characterization 
I provide, is a distinctive functional feature of the brain–body system, its role
being that of modelling the interactions between a situated organism and its
environment. According to this characterization of simulation, our under-
standing of interpersonal relations relies on the basic capacity to model the
behaviour of other individuals by employing the same resources used to model
our own behaviour.

As shown by an impressive amount of converging neuroscientific data,
there is a basic level of our interpersonal interactions that does not make
explicit use of propositional attitudes. This basic level consists of embodied
simulation processes that enable the constitution of a shared meaningful inter-
personal space.

This shared space relies heavily on action and action imitation, but is not
confined to the domain of action. It covers a more global dimension, com-
prising all aspects defining a life form, from its particular body to its particu-
lar affect. This manifold shared space defines the broad range of implicit
certainties we entertain about other individuals. Self and other relate to each
other, because they both represent opposite extensions of the same correlative
and reversible we-centric space. The observer and the observed are part of a
dynamic system governed by reversible rules.

The shared intersubjective space in which we live from birth continues to
constitute a substantial part of our semantic space. When we observe other
acting individuals, and face their full range of expressive power (the way they
act, the emotions and feelings they display), a meaningful embodied interper-
sonal link is automatically established by means of simulation.

Another interesting source of data that demonstrates the importance of
embodied simulation is provided by social psychology. Brandt and Stark
(1997) showed that subjects, while listening to syllogisms containing the
words ‘left’ and ‘right’, moved their eyes prevalently in the horizontal dimen-
sion, while tending to move their eyes vertically when listening to sentences
containing the words ‘above’ and ‘below’. Spivey et al. (2000) showed that
when listening to vignettes describing the top of a skyscraper subjects tended
to gaze systematically upward, whereas they tended to look downward when
the vignette was describing the bottom of a canyon. All these studies and sev-
eral more (for a comprehensive review, see Barsalou et al. 2003) show that
humans tend to accompany their understanding of sentences or their imagina-
tive activities with body reactions that simulate real experiences. The trigger-
ing stimulus, regardless of its external or internal nature, induces a congruent
embodied simulation as a default automatic reaction. These studies show a
striking relationship between different aspects of higher cognition, such as
sentence processing and embodied simulation.
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To what extent embodied simulation explains the sophisticated, and unique,
human capacity to interpret the inner world of others is an empirical issue to
be addressed by future research.

This work was supported by MIURST and ESF.
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8

Imitation as behaviour parsing
R. W. Byrne

Non-human great apes appear to be able to acquire elaborate skills partly by
imitation, raising the possibility of the transfer of skill by imitation in animals
that have only rudimentary mentalizing capacities: in contrast to the frequent
assumption that imitation depends on prior understanding of others’ intentions.
Attempts to understand the apes’ behaviour have led to the development of a
purely mechanistic model of imitation, the ‘behaviour parsing’ model, in which
the statistical regularities that are inevitable in planned behaviour are used to
decipher the organization of another agent’s behaviour, and thence to imitate
parts of it. Behaviour can thereby be understood statistically in terms of its 
correlations (circumstances of use, effects on the environment) without under-
standing of intentions or the everyday physics of cause-and-effect. Thus, imita-
tion of complex, novel behaviour may not require mentalizing, but conversely
behaviour parsing may be a necessary preliminary to attributing intention and
cause.

Keywords: great apes; segmentation; hierarchical organization; statistical 
regularities; intentionality; causality

8.1 Introduction

Imitation has fascinated behavioural scientists for more than 100 years
(Thorndike 1898), and over this period has acquired many shades of meaning.
At the core, however, lie two enigmas.

(i) How is it possible for actions as seen to be matched with actions as 
imitated? (the ‘correspondence’ problem).

(ii) How is it possible for novel, complex behaviours to be acquired by 
observation? (the ‘transfer of skill’ problem).

Much of the thrust of imitation research in animal behaviour and develop-
mental psychology has focused on the first of these problems, implicitly 
treating the second as more straightforward.

When attention is restricted to human imitation, this appears at first sight a
good strategy. The young child will later develop into an adult who will cer-
tainly be able to learn new, highly structured and flexible skills in other ways,
including: experimentation and practice, mental planning, explicit teaching or
a combination of all three. It is therefore tempting to treat the planning and
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organizational issues as much the same in imitated and non-imitated behav-
iour, thus focusing attention on the problem of recognizing correspondence
between actions as seen and actions as done. For less sophisticated animals,
that becomes a sleight of hand. The ability to organize complex behaviour can-
not be assumed for a non-human animal (hereafter, ‘animal’), and indeed this
may be a greater difficulty even than recognizing correspondence. Moreover,
when the two issues are confronted together, a greater challenge emerges: to
understand how the underlying organization of novel, complex behaviour can
be perceived, and how what is perceived can be used to guide new learning.
This paper will offer some steps towards an eventual solution to this larger
problem: how do we detect the organizational structure of observed behaviour
in other agents (and consequently acquire new skills by imitation), and how
did we acquire this ability?

The long history of imitation research in comparative psychology has, 
however, bequeathed a useful legacy of terminology, and illustrated that quite
effective social learning may be achieved without the capacity to imitate.
Profiting from this experience can allow several other phenomena to be set
aside, allowing clearer focus on the main task.

(a) Stimulus enhancement, response facilitation and emulation

In the early history of psychology, persisting today in lay parlance, imitation
could refer to almost any case of actions matching in form. E. L. Thorndike’s
original definition ‘learning to do an act from seeing it done’ drew attention to
the key role which observation plays, ruling out cases in which prior observa-
tion is unnecessary for behavioural matching to occur (Thorndike 1898). The
behaviourist K. W. Spence showed further that rather simple and general
behavioural tendencies could aid learning in social contexts. He introduced
the notion of stimulus enhancement, in which seeing some act done in a par-
ticular place or to some particular object would increase the observer’s prob-
ability of going to that place or interacting with that object (Spence 1937). As
he noted, once behavioural exploration is concentrated upon a narrowed range
of stimuli, chance discovery of the means of achieving the goal is made much
more likely. Numerous cases of social learning, once claimed to show imita-
tion, have proved to be explicable as stimulus enhancement (Galef 1988).
Research on animal imitation therefore contracted again, to cases where the
form of action matched more or less precisely what was seen. Efforts were
thenceforth made to separate out direct behavioural copying from learning
about other aspects of the physical situation.

Not all behavioural copying, however, implies that the observer has learned
by imitation. A simpler possibility is that a pre-existing response may be facilit-
ated (i.e. made more available) by seeing it done, causing a higher probability
of the response occurring subsequently: response facilitation (Byrne 1994;
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Byrne and Russon 1998). Response facilitation involves one of the enigmas of
imitation, the correspondence problem, but not the other, the transfer of skill
by observation, because to be ‘facilitated’ the behaviour must exist already
within the individual’s repertoire. The relationship of response facilitation to
stimulus enhancement is evidently close, although here it is a voluntary act
that is enhanced or facilitated. Response facilitation and stimulus enhance-
ment may indeed be two manifestations of the same phenomenon: priming of
neural correlates (Byrne 1994, 1998b). Priming neural correlates of aspects of
the social situation and environment results in stimulus enhancement; priming
neural correlates of action patterns in the current repertoire results in response
facilitation. Part of the neural mechanism of response facilitation has appar-
ently been identified, in the mirror neurons found in premotor cortex of 
rhesus monkeys, Macaca mulatta (Gallese et al. 1996; Rizzolatti et al. 1996,
2002). These cells respond equally to simple, goal-directed manual actions
whether made by the monkey itself or an individual it is watching. An experi-
mental paradigm, the two-action method (Dawson and Foss 1965), has shown
that facilitation of recently seen, simple manual actions that are part of the
observer’s normal repertoire does occur in several primate species (e.g. 
marmosets (Bugnyar and Huber 1997); capuchin monkeys (Custance et al.
1999); gorillas (Stoinski et al. 2001); and chimpanzees (Whiten et al. 1996) ).
Confusingly, because of the near-exclusive focus on the correspondence prob-
lem, this same evidence has been claimed to be the only convincing evidence of
imitative capability in animals (see, for example, Heyes 1993, p. 1000).
Certainly, the existence of cells that generalize over action-as-seen and action-
as-done shows that even monkeys can solve this particular correspondence
problem. Because manual manipulations are distal to the body the visual
appearance of the action will be quite similar, however, and in two-action exper-
iments there is no evidence of learning new skills by anything other than
rewarded trial and error. By contrast, compare human neonatal imitation
(Meltzoff and Moore 1977; Meltzoff et al. 1991) which cannot be accounted for
by response facilitation but is thought to function in social bonding rather than
skill learning. The possibility that imitation has evolved twice in the human lin-
eage, under quite independent selective pressures for (respectively) social mim-
icry and skill learning, has even been suggested (Byrne and Russon 1998).

Finally, it has been proposed that an animal watching another individual’s
actions may more readily or simply learn properties of the physical situation,
by emulation (Tomasello 1990, 1998), than learn the actions themselves by
imitation. For instance, seeing a nut broken may reveal the facts that it is hard,
brittle and contains edible material, encouraging rapid future learning of nut-
cracking. However, the term emulation has been used with various meanings
(Byrne 1998a), ranging from simple associative learning (e.g. nut equals
food) to acquisition of cognitively complex ideas such as containment. The
more complex—and therefore more powerful—of these proposed learning
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mechanisms may be harder to explain computationally than is imitation itself.
A recent meta-analysis of developmental studies could find no clear evidence
that children under 5 years old were able to emulate, although they imitated
readily (Want and Harris 2002). Moreover, although emulation has been used
as a ‘null hypothesis’ for detecting imitation in great apes, the ability of nonhu-
man apes to emulate has been doubted (Byrne and Russon 1998; Byrne 2002a).
For these reasons, the concept of emulation may not prove useful in under-
standing the social learning of complex skills in animals or young children.

It is now clear that most animal social learning does not need imitation to
explain it, and there is at present no clear experimental demonstration of imi-
tation in any animal, in the full sense of imitation: observational learning of a
novel and complex skill, requiring more than priming of actions in the exist-
ing repertoire. However, a great deal of observational evidence indicates that
at least the great apes have some ability to learn skills by imitation, as well as
by other social and non-social learning mechanisms.

(b) Imitation in great apes

Socially mediated traditions of behaviour, although known in many species of
animal (see, for example, Galef 1980, 1990; Roper 1983; Terkel 1994; Reader
and Laland 2000; Rendell and Whitehead 2001), are particularly striking in
the chimpanzee Pan troglodytes (Whiten et al. 1999), and the variation among
the tools made and used by different chimpanzee populations is so rich that it
has been studied as ‘material culture’ (McGrew 1992). Although all such vari-
ation can be challenged as reflecting subtle and unknown ecological influ-
ences (Tomasello 1990), some striking ‘incompetences’ are more readily
understood if imitative learning is sometimes a necessary part of normal
acquisition. Thus, it would otherwise be puzzling that chimpanzees in East
Africa do not exploit the hard nuts available to them at many sites, which in
West Africa are obtained by nut-cracking with stones (Sugiyama and Koman
1979; Boesch and Boesch 1990); and that chimpanzees at some sites discard
carefully prepared insect-fishing tools when they become blunted in use,
whereas at others the tools are re-sharpened or simply reversed (McGrew et al.
1979; McGrew 1998). Mountain gorillas Gorilla beringei do not use tools, but
their plant preparation shows behavioural organization just as elaborate as chim-
panzee tool use, involving several ordered stages, bimanual coordination and man-
ual role differentiation, hierarchical organization of component subroutines, and
the flexible omission or substitution of routines according to external circum-
stances (Byrne and Byrne 1991, 1993; Byrne et al. 2001a,b). As with the chim-
panzee data, it is difficult to prove that learning these elaborate skills requires 
imitation, but two aspects are not easily explained otherwise: (i) although the
low-level organization and choice of action is highly variable and idiosyn-
cratic, the overall behavioural programme is highly standardized within 
the population (Byrne and Byrne 1993), giving rise to the term ‘program-level
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imitation’ for the likely process of acquisition (Byrne 1994); and (ii) even in
the case of severe maiming in infancy (an unfortunate consequence of young
apes’ tendency to explore snares set for other animals), the affected individu-
als nevertheless acquire the normal technique, i.e. that of their mothers, rather
than devise a novel method better suited to their hands’ residual competence
(Stokes and Byrne 2001; Byrne and Stokes 2002). If there were only one obvi-
ous way to consume the plants these observations would be trivial, but in fact
there are very many methods, some more obvious to human observers and
often attempted by young animals. The standardization to a local population
norm and its resistance to change even with severe disability therefore sug-
gests the ‘conservative’ influence of imitation. Although fewer data are avail-
able for the orangutan, the strongest observational evidence of imitative
capacity comes from this species: individuals under rehabilitation to the wild
after illegal captivity copy a range of complex and elaborate human activities,
including some that are strongly discouraged (Russon and Galdikas 1993;
Russon 1996). In the forest, orangutans also acquire hierarchically organized
action plans (Russon 1998), and one population has been found to possess tra-
ditions of tool use very like those of chimpanzees (Van Schaik et al. 1996; Fox
et al. 1999). Given the benefits that this population apparently gains from tool
use, the lack of it more generally in orangutans has been attributed to their
solitary ranging behaviour, making social transmission of skill inefficient (Van
Schaik et al. 1999); by contrast, the complete lack of tool using in wild goril-
las and bonobos, Pan paniscus, may reflect the lack of ecological advantage
they stand to gain by using tools (McGrew 1989).

(c) Imitation without intentionality

Thus a picture emerges of great apes being able to acquire complex and elab-
orate local traditions of food acquisition, some of them involving tool use; and
it seems highly probable that apes’ ability to imitate, so conspicuous under the
artificial conditions of human captivity, has its functional origin in efficient
food acquisition (Byrne 1997). At the same time, evidence for mentalizing
abilities in great apes is much more limited (e.g. Tomasello and Call 1994,
1997; although see Byrne 1995; Suddendorf and Whiten 2001). Therefore, in
developing a possible model of the kind of imitation that serves to facilitate
skill acquisition, a priority was to eschew mental states as explanatory vari-
ables, ‘imitation without intentionality’ (Byrne 1999a), rather than treating an
understanding of the model’s purposes and understanding of the situation as
an early and fundamental part of the process (e.g. cf. Tomasello et al. 1993).

The aim has been to develop a purely mechanistic account, meshing where
possible with known neural mechanisms, and specified in a sufficiently 
definite fashion to make future machine implementation a possibility. As an
explanatory aid, I will consider the model as applied to one of the complex
food preparation tasks of mountain gorillas, beginning with a description of
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the behaviour and in particular aspects that would gain most from acquisition
by imitation. Then, an essential preliminary stage is advanced, that of seg-
menting observed behaviour into a vocabulary of elements. This ability seems
much more widespread than the capacity to imitate, and may have evolved for
other functions altogether. The ‘behaviour parsing’ model (Byrne 2002b),
operating on strings of behavioural elements, is hypothesized to extract the
statistical regularities that specifically correlate with organizational structure,
and so enable subsequent copying without an understanding of intentions or
causal logic. Finally, speculations are advanced about the relationship of these
processes to cognition in general.

8.2 An illustrative task

Nettles, Laportea alatipes, are an important food of mountain gorillas in
Rwanda (Watts 1984), rich in protein and low in secondary compounds and
structural carbohydrate (Waterman et al. 1983). Unfortunately for the gorillas,
this plant is ‘defended’ by powerful stinging hairs, especially dense on the
stem, petioles and leaf-edges. All gorillas in the local population process net-
tles in broadly the same way, a technique that minimizes contact of stinging
hairs with their hands and lips (Byrne and Byrne 1991; Fig. 8.1). A series of
small transformations is made to plant material: stripping leaves off stems,
accumulating larger bundles of leaves, detachment of petioles, picking out
unwanted debris, and finally folding a package of leaf blades within a single
leaf before ingestion. The means by which each small change is made are idio-
syncratic and variable with context (Byrne and Byrne 1993), thus presumably
best learned by individual experience. However, the overall sequence of five
discrete stages in the process is standardized and appears to be essential for
efficiency (Byrne et al. 2001a). The same applies to the precise bimanual
coordination between the hands, in which each hand performs a different role
but in temporal and spatial conjunction (manual role differentiation (Elliott 
and Connolly 1974) ). Imitative learning of the sequence and the pattern of
bimanual coordination would therefore be highly beneficial, if not essential
for timely acquisition before the young gorilla is weaned and must forage 
independently at 3–4 years old. Manual laterality is high in almost every 
individual, often to the point of exclusive hand use, suggesting that the task is
a challenging one, and there is a significant population bias towards right-
handedness for delicate manipulations (Byrne and Byrne 1991; McGrew and
Marchant 1996). However, there is no tendency for an individual’s hand prefer-
ence to match that of its mother (Byrne and Byrne 1991), so this aspect is
clearly not imitated. Like other complex feeding tasks in great apes, preparing
nettles is a hierarchically organized skill, showing considerable flexibility:
stages that are occasionally unnecessary are omitted, and sections of the
process (of one or several ordered stages) are often repeated iteratively to a
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criterion apparently based on an adequate size of food bundle (Byrne and
Russon 1998). As noted above, that young gorillas can discern and thereby
imitate the hierarchical organization of efficient processing is suggested by the
standardization of these aspects in the local population; and their inability to
compute novel hierarchical organization even when it would pay is suggested
by the lack of any such response to severe, permanent hand injury. Clearly, a
good model of imitative learning would include the hierarchical structure of
the task.

I propose that these cardinal aspects of program-level imitation—sequence,
bimanual coordination and hierarchical structure—are extracted from statistical
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(hold base tightly)
grip stem loosely,

near base,
slide up stem

grip base of leaf
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Fig. 8.1 Flow diagram that summarizes the processing sequences used by a right-
handed mountain gorilla when preparing bundles of nettle leaves to eat. The process
starts at the top of the diagram with acquisition of a nettle plant and ends at bottom
right when a folded handful of leaves is put into the mouth. Actions are shown in
square boxes; optional actions are in brackets; position of actions to left and right of
the figure show where hand preference is significantly lateralized; horizontal dotted 

lines indicate that the actions of the two hands must be accurately coordinated.
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regularities in repeated action. For this parsing process to operate, a prelim-
inary requirement is that the fluid movements of skilled action are ‘seen’ as
composed of strings of elements. This segmentation process is considered next.

8.3 Segmenting action into elements

To be used as building blocks in effective planning, elements of action dis-
cerned in another’s behaviour must meet one simple principle: each element
should already be within the repertoire of the observer. By contrast, the ‘size’
of an element is irrelevant. Under different circumstances, a particular move-
ment of a single finger and an elaborate sequence of bimanual movements
might both properly be seen as single elements, if each was a pattern already
in the observer’s repertoire. When watching an entirely unfamiliar process, the
level at which elements were familiar might be that of finger movements;
when watching a slight variant of a complex but already familiar activity, the
basic elements might themselves be complex processes. Most commonly per-
haps, the level at which observed behaviour matches the existing repertoire
would be neither of these, but rather simple and highly practised movements
that produce visible effects on environmental objects: that is, simple, goal-
directed movements.

The mirror neuron system, noted already as capable of explaining response
facilitation (Byrne 2002c; Rizzolatti et al. 2002), responds to precisely this
class of actions. The cardinal property of mirror neurons is that they detect
simple, goal-directed movements in the observing monkey’s own repertoire,
whether the movement is performed by the monkey itself or by another agent
that it is watching. It is unlikely that mirror neurons have any role in imitation
in monkeys, simply because monkeys have repeatedly failed to show evidence
of imitative capacity (Visalberghi and Fragaszy 1990). Rather, it is thought
that the evolutionary origin of mirror neurons is related to social sophistica-
tion: i.e. that the system functions in revealing the demeanour and likely future
actions of conspecifics, by reference to actions the observer monkey might
itself have done (Rizzolatti et al. 2002). (These qualities are sometimes called
‘intentions’, though without any implication of mentalizing.)

Despite the apparent lack of imitative ability in monkeys, mirror neurons
may be part of the process of imitation in some other species. By responding
to movement patterns that correspond to actions that the observer can already
perform, the mirror neuron system could convert a continuous flow of
observed movements into a string of recognized, familiar actions. If seeing a
string of familiar actions also allows construction of links between them, 
then ‘action-level’ imitation can occur (Byrne and Russon 1998). In action-
level imitation, a linear sequence of actions are copied without recognition of 
any higher-order organization that may be present: the organization is ‘flat’.
Chimpanzees have been reported to copy the order of actions, even though the
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sequence was entirely arbitrary and unrelated to success (Whiten 1998), and a
detailed learning model has been developed to account for action-level imita-
tion in animals (Heyes and Ray 2000).

The question is, can this sort of ‘bottom up’, mechanistic analysis go
beyond action-level imitation, and explain how behavioural organization can
also be copied, i.e. program-level imitation? For arbitrary, random actions or
behaviour that is genuinely linear in structure (e.g. the ‘fixed action patterns’
described by early ethologists), there will be no difference between action-
level and program-level copying. However, most human action, and arguably
also much of the behaviour of other great apes, is constructed in such a 
way that aspects of the organization are planned and relate to intended 
effects during execution. Can this planning be ‘seen’ in the behaviour of
another?

8.4 Parsing strings of actions to reveal organization

Every execution of a motor act, however familiar and well-practised, will dif-
fer slightly from others. Nevertheless, this variation is constrained because if
certain characteristics are missing or stray too far from their canonical form
the act will fail to achieve its purpose. Watching a single performance will not
betray these underlying constraints, but the statistical regularities of repeated,
goal-directed action can serve to reveal the organizational structure that lies
behind it.

Consider how this might work for an infant gorilla learning about nettle
processing. Unweaned great apes spend most of each day within a few feet of
their mothers, and (as their main nutrition still comes from milk) they have
almost full-time leisure to watch any nearby activities, as well as learn about
the structure of plants by their own exploration. A young gorilla first begins to
process a nettle plant at the late age of about 2 years because the stinging hairs
discourage earlier attempts. At that time they will have watched many hun-
dreds of plants being processed expertly by the mother. Suppose her behav-
iour is seen by the infant as a string of elements, each of which is already
familiar (i.e. a mirror neuron exists for the element). At this time, the young
gorilla’s repertoire of familiar elements of action derives from its innate man-
ual capacities, many hours of playing with plants and discarded debris of the
mother’s feeding, and from its own feeding on other, perhaps simpler plants.
The string of elements that it sees when watching its mother eat nettles will
differ each time, although her starting point is always a growing, intact nettle
stem, and—because she is expert at this task—the final stage is always the
same: popping a neatly folded package of nettle leaves into the mouth.

With repeated watching, other regularities begin to become apparent: the
mother always uses one hand to fold a bundle of leaf-blades protruding from
the other hand, and holds down this folded bundle with her thumb; she always
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makes a twisting movement of the hands against each other, and immediately
drops several leaf-petioles (which she does not eat) onto the ground; she
always makes a sweeping movement of one hand, held around a nettle stem
which is sometimes held in the other hand even though the plant is still
attached to the ground, and this leaves a leafless stem protruding from the
ground (see Fig. 8.2 for a visual representation of this process). Moreover,
these stages always occur in exactly the same order each time: the reverse
order to that in which they have been mentioned here. Statistical regularities
thereby separate the minimal set of essential actions from the many others 
that occur during nettle eating but which are not crucial to success, and 
reveal the correct order in which they must be arranged. (The ability of human
babies as young as eight months to detect statistical regularities in spoken
strings of nonsense words shows that just such sensitivity to repeated 
orderings is active early in human development (Saffran et al. 1996).) The 
usefulness of detecting regularities applies not only to the linear sequence of
movements of each hand, but also the hands’ operation together: stages that
crucially depend on the hands’ close temporal and spatial coordination while
doing different jobs will recur in every string, whereas other coincidental 
conjunctions will not.
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various nettle plants
(unprocessed)

removing debris

detaching petioles

folding leaf blades

popping through lips
(eating)

Fig. 8.2 Nettle processing may be viewed as paths through a two-dimensional space
of transformations, where each transformation is an action that may be applied.
Because each plant is potentially unique in form, each is represented as a different
starting point. The manual operations that are applied will vary on each occasion, so
no paths overlap perfectly. However, certain operations are critical for success, and
these are represented as points where all paths converge. These convergence points
define the essential actions that must always be performed for eventual success, 
and may allow them to be recognized among the many inessential, idiosyncratic

movements in a typical real sequence.
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Other statistical regularities relate to modular organization and hierarchical
organization (see Fig. 8.3). Although not present in every string, whenever the
operation of removing debris is performed (by opening the hand that holds
nettle leaf-blades, and delicately picking out debris with the other hand), it
occurs at the same place in the string. Also, on some occasions but not others,
a section of the entire string is repeated twice or several times. For instance,
the process of ‘pulling a nettle plant into range, stripping leaves from its stem
in a bimanually coordinated movement, then detaching and dropping the 
leaf-petioles’, may be repeated several times before the mother continues to
remove debris and fold the leaf-blades before eating. (Already-processed leaf-
blades are transferred to the lower fingers of one hand for retention during the
process of acquiring more, an ability that shows that gorillas are able to con-
trol individual digits independently.) Subsections of the string of actions that
are marked out in this way may be single elements, or as in this example a
string of several elements. Both omission and repetition signal that some parts
of the string are more tightly bound together than others, i.e. that they function
as modules. Optional stages, like cleaning debris, occur between but not within
modules. Moreover, repetition of a substring gives evidence of a module used
as a subroutine, in this case iterated several times to accumulate a larger hand-
ful. Further clues to modular structure are likely to be given by the distribution
of pauses (occurring between but not within modules), and the possibility of
smooth recovery from interruptions that occur between modules. Gorillas often
pause for several seconds during the processing of a handful of plant material,
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unpacked as…

Fig. 8.3 Hierarchical organization of nettle leaf processing must, on current obser-
vational evidence, be at least as elaborate as this diagram. The modules ‘get leaf
blades’ and ‘fold blades’ are known to be independent, because they may on occasion
be separated by the optional action, ‘clean’. In addition, ‘get leaf blades’ may or may
not be iterated, again implying that this is a distinct module. However, ‘get leaf blades’
is itself a routine composed of at least two component modules: the evidence that 
‘strip stem’ and ‘tear off petioles’ are separate modules is that ‘strip stem’ may or may

not be iterated.
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to monitor the movements and actions of other individuals. Finally, a different
module entirely may be substituted for part of the usual sequence (e.g. if one
hand is required for postural support, then a normally bimanual process may
need to be performed unimanually), and if this module is recognized as an
already-familiar sequence its substitution again reveals structure; eventually,
it may be that a taxonomy of substitutable methods are built up.

This example has been developed as a heuristic exercise, but in fact the
existence of statistical regularities that reveal underlying structure is known in
this case, because they are precisely the regularities that enabled the scientists
to discover the hierarchical structure of nettle processing by adult gorillas
(Byrne and Byrne 1993; Byrne and Russon 1998; Byrne 1999b). What is pro-
posed in the behaviour parsing model is that the same information can be
extracted and used by the apes themselves, and that this ability is what enables
a young ape to perceive and copy the sequential, bimanually coordinated, 
hierarchical organization of complex skills from repeated watching of another.
This claim has further implications for how imitation relates to other cognitive
activities.

8.5 Potential implications

Just as mirror neurons may be regarded as much more than devices for 
copying familiar actions (i.e. response facilitation), but as mechanisms for dis-
cerning the future behavioural dispositions of other animals, so behaviour pars-
ing may be seen as more than simply part of programlevel imitation. Because
behaviour parsing reveals the organization of behaviour in other individuals, in
terms of actions that the observer can (if it so desires) perform itself, the con-
sequence is that behaviour can better be interpreted in terms of its function and
mechanism of operation. In effect, behaviour can be understood statistically
in terms of its correlations—under what circumstances is a particular organ-
ization seen, and what are its normal effects on the environment—without prior
knowledge of intentions in the mind of the observed agent, or any under-
standing of the everyday physics of cause-and-effect relationships between
action and consequence. Copying a novel, complex organization of behaviour,
and so acquiring a new skill by imitation, may only be a spin-off from a more
fundamental ability to understand the world of action. If behaviour parsing
enables an agent to ‘see through’ the surface form of behaviour to an under-
lying deep structure of actions, then it is perhaps only a small step to perceiv-
ing the plans and intentions that lie behind these structures.

The implications of following these speculations are twofold. First, activities
that have been claimed to rely on perceiving the intentions of others (as has
been argued for learning by imitation (e.g. Whiten and Byrne 1991; Tomasello
et al. 1993) ), may in fact be possible in a more straightforward, mechanistic
fashion. This would ramify the position argued by Bargh and Chartrand (1999),
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that much more of everyday human action than is currently recognized relies
on fast, mechanistic, low-level processes, rather than on elaborate, rational
thought processes and deeply intentional understanding. Moreover, if the
same competence is discovered in non-human animals, as appears to be
increasingly the case, this need not raise awkward questions of non-verbal
mentalizing and consciousness. Rather, mentalizing ability may have different
and more recent evolutionary origins, functioning to construe actions in vari-
ous ways (e.g. rationalizing our own and others’ actions whose real cause we
do not understand, or deliberately misconstruing those actions for our own
ends), and be intimately tied to linguistic ability (see Karmiloff-Smith (1993)
and Povinelli (2000) for closely related perspectives). The second implication
is that, although imitation of novel behaviour and other complex cognitive
activity may not require mentalizing, mentalizing may require behaviour pars-
ing as part of the process. The evolution of the ability to parse the behaviour
of others, which on current evidence evolved at least as long ago as the shared
ancestors of humans and other great apes around 12 Myr ago, may therefore
have been a necessary preliminary to the later development exclusively in
humans of the ability to mentalize: to attribute intentions and causes to
observed actions. Behaviour parsing may still be part of the everyday process
of doing so.
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9

Computational approaches to motor 

learning by imitation
Stefan Schaal, Auke Ijspeert, and Aude Billard

Movement imitation requires a complex set of mechanisms that map an
observed movement of a teacher onto one’s own movement apparatus. Relevant
problems include movement recognition, pose estimation, pose tracking, body
correspondence, coordinate transformation from external to egocentric space,
matching of observed against previously learned movement, resolution of 
redundant degrees-of-freedom that are unconstrained by the observation, suitable
movement representations for imitation, modularization of motor control, etc.
All of these topics by themselves are active research problems in computational
and neurobiological sciences, such that their combination into a complete imita-
tion system remains a daunting undertaking—indeed, one could argue that we
need to understand the complete perception-action loop. As a strategy to untan-
gle the complexity of imitation, this paper will examine imitation purely from a
computational point of view, i.e. we will review statistical and mathematical
approaches that have been suggested for tackling parts of the imitation problem,
and discuss their merits, disadvantages and underlying principles. Given the
focus on action recognition of other contributions in this special issue, this paper
will primarily emphasize the motor side of imitation, assuming that a perceptual
system has already identified important features of a demonstrated movement
and created their corresponding spatial information. Based on the formalization
of motor control in terms of control policies and their associated performance
criteria, useful taxonomies of imitation learning can be generated that clarify
different approaches and future research directions.

Keywords: imitation; motor control; duality of movement generation and move-
ment recognition; motor primitives

9.1 Introduction

Movement imitation is familiar to everybody from daily experience: a teacher
demonstrates1 a movement, and immediately the student is capable of approx-
imately repeating it. In addition to a variety of social, cultural and cognitive
implications that the ability to imitate entails (cf. reviews in Piaget 1951;
Tomasello et al. 1993; Meltzoff and Moore 1994; Byrne and Russon 1998;
Rizzolatti and Arbib 1998; Dautenhahn and Nehaniv 2002), from the view-
point of learning, a teacher’s demonstration as the starting point of one’s own 
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learning can significantly speed up the learning process, as imitation usually
drastically reduces the amount of trial-and-error that is needed to accomplish
the movement goal by providing a good example of a successful movement
(Schaal 1999). Thus, from a computational point of view, it is important to
understand the detailed principles, algorithms and metrics that subserve imita-
tion, starting from the visual perception of the teacher up to issuing motor
commands that move the limbs of the student.

Fig. 9.1 sketches the major ingredients of a conceptual imitation learning
system (Schaal 1999). Visual sensory information needs to be parsed into
information about objects and their spatial location in an internal or external
coordinate system; the depicted organization is largely inspired by the dorsal
(what) and ventral (where) stream as discovered in neuroscientific research
(Van Essen and Maunsell 1983). As a result, some form of postural informa-
tion of the movement of the teacher and/or 3D object information about the
manipulated object (if an object is involved) should become available.
Subsequently, one of the major questions revolves around how such information
can be converted into action. For this purpose, Fig. 9.1 alludes to the concept of
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adjust both movement primitives and the motor-command generator.
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movement primitives, also called ‘movement schemas’, ‘basis behaviours’, ‘units
of action’, ‘macro actions’, etc. (e.g. Arbib 1981; Sternad and Schaal 1999;
Sutton et al. 1999; Dautenhahn and Nehaniv 2002). Movement primitives are
sequences of action that accomplish a complete goaldirected behaviour. They
could be as simple as an elementary action of an actuator, e.g. ‘go forward’, ‘go
backward’, etc., but, as discussed in Schaal (1999), such low-level representa-
tions do not scale well to learning in systems with many degrees of freedom.
Thus, it is useful for a movement primitive to code complete temporal behav-
iours, like ‘grasping a cup’, ‘walking’, ‘a tennis serve’, etc. Fig. 9.1 assumes that
the perceived action of the teacher is mapped onto a set of existing primitives in
an assimilation phase, also suggested in Demiris and Hayes (2002) and Chapter
14, this volume. This mapping process also needs to resolve the correspondence
problem concerning a mismatch between the teacher’s body and the student’s
body (Dautenhahn and Nehaniv 2002). Subsequently, the most appropriate prim-
itive is adjusted by learning to improve the performance in an accommodation
phase. Figure 1 indicates such a process by highlighting the better-matching
primitives with increasing linewidths. If no existing primitive is a good match 
for the observed behaviour, a new primitive must be generated. After an initial
imitation phase, self-improvement, e.g. with the help of a reinforcement-based
performance evaluation criterion (Sutton and Barto 1998), can refine both move-
ment primitives and an assumed stage of motor-command generation (see
Section 9.2b) until a desired level of motor performance is achieved.

In Sections 9.2 and 9.3, we will attempt to formalize the conceptual picture
of Fig. 9.1 in the context of previous work on computational approaches to 
imitation. Given that Chapter 4 already concentrates on the perceptual part of
imitation in this issue, our review will focus on the motor side in Fig. 9.1.

9.2 Computational imitation learning

Initially, at the beginning of the 1980s, computational imitation learning found
the strongest research interest in the field of manipulator robotics, as it seemed
to be a promising route to automate the tedious manual programming of these
machines. Inspired by the ideas of artificial intelligence, symbolic reasoning
was the common choice to approach imitation, mostly by parsing a demon-
strated movement into some form of ‘if–then’ rules that, when chained together,
created a finite state machine controller (e.g. Lozano-Pérez 1982; Dufay and
Latombe 1984; Levas and Selfridge 1984; Segre and DeJong 1985; Segre
1988). Given the reduced computational power available at this time, a
demonstration normally consisted of manually ‘pushing’ the robot through a
movement sequence and using the proprioceptive information that the robot
sensed during this guided movement as basis to extract the if–then rules. In
essence, many recent robotics approaches to imitation learning have remained
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closely related to this strategy. New elements include the use of visual input
from the teacher and movement segmentation derived from computer vision
algorithms (Kuniyoshi et al. 1989, 1994; Ikeuchi et al. 1993). Other projects
used data gloves or marker-based observation systems as input for imitation
learning (Tung and Kak 1995).

More recently, research on imitation learning has been influenced increas-
ingly by non-symbolic learning tools, for instance artificial neural networks,
fuzzy logic, statistical learning, etc. (Pook and Ballard 1993; Dillmann et al.
1995; Hovland et al. 1996). An even more recent trend takes inspiration of the
known behavioural and neuroscientific processes of animal imitation to develop
algorithms for robot programming by demonstration (e.g. Arbib et al. 2000;
Billard 2000; Oztop and Arbib 2002) with the goal of developing a more gen-
eral and less task-specific theory of imitation learning. It is these neural com-
putation techniques that we will focus on in this review, as they offer the most
to both biologically inspired modelling of imitation and technological realiza-
tions of imitation in artificial intelligence systems.

(a) A computational formalization of imitation learning

Successful motor control requires issuing motor commands for all the actu-
ators of a movement system at the right time and of correct magnitude in
response to internal and external sensations and a given behavioural goal.
Thus, the problem of motor control can generally be formalized as finding a
task-specific control policy �

u(t) � �(z(t),t,�), (2.1)

where u denotes the vector of motor commands, z the vector of all relevant
internal states of the movement system and external states of the environment,
t represents the time parameter, and � stands for the vector of open para-
meters that need to be adjusted during learning, e.g. the weights of a neural net-
work (Dyer and McReynolds 1970). We will denote a policy that explicitly
uses a dependence on time as a nonautonomous policy, whereas a policy with-
out explicit time dependence, i.e. u(t) � �(z(t),�), will be called autonomous.
The formulation in equation (2.1) is very general and can be applied to any
level of analysis, like a detailed neuronal level or a more abstract joint angu-
lar level. If the function � were known, the task goal could be achieved from
every state z of the movement system. This theoretical view allows us to refor-
mulate imitation learning in terms of the more formal question of how control
policies, which we also call movement primitives, can be learned (or boot-
strapped) by watching a demonstration.

Crucial to the issue of imitation is a second formal element, an evaluation
criterion that creates a metric of the level of success of imitation

J � g(z(t),u(t),t). (2.2)
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Without any loss of generality, we will assume that the cost J should be 
minimized; particular instantiations of J will be discussed in the following
paragraphs. In general, J can be any kind of cost function, defined as an accum-
ulative cost over a longer time horizon as is needed for minimizing energy, 
or only over one instant of time, e.g. as needed when trying to reach a particu-
lar goal state. Moreover, J can be defined on variables based in any coordinate
system, e.g. external, internal or a mixed set of coordinates. The different ways
of creating control policies and metrics will prove to be a useful taxonomy 
of previous approaches to imitation learning and the problem of imitation 
in general.

Defining the cost J for an imitation task is a complex problem. In an ideal
scenario, J should capture the task goal and the quality of imitation in achiev-
ing the task goal. For instance, the task goal could be to reach for a cup, which
could be formalized as a cost that penalizes the squared distance between the
hand and the cup. The teacher’s demonstration, however, may have chosen a
particular form of reaching for the cup, e.g. in a strangely curved hand trajec-
tory. Thus, faithful imitation may require adding an additional term to the cost
J that penalizes deviations from the trajectory the teacher demonstrated,
depending on whether the objective of imitation is solely focused on the task
or also on how to move to perform the task. Hence, the cost J quickly becomes
a complex, hybrid criterion defined over various objectives. In biological
research, it is often difficult to discover what kind of metric the student applied
when imitating (Mataric and Pomplun 1998; Nehaniv and Dautenhahn 1999).

(b) Imitation by direct policy learning

The demonstrated behaviour can be used to learn the appropriate control pol-
icy directly by supervised learning of the parameters � of the policy (cf. equa-
tion (2.1)), i.e. a nonlinear map z → u, employing an autonomous policy and
using as evaluation criterion (cf. equation (2.2)) simply the squared error of
reproducing u in a given state z. For this purpose, the state z and the action u
of the teacher need to be observable and identifiable, and they must be mean-
ingful for the student, i.e. match the student’s kinematic and dynamic structure
(cf. Dautenhahn and Nehaniv 2002). This prerequisite of observability, shared
by all forms of imitation learning, imposes a serious constraint since, normally,
motor commands, i.e. kinetic variables, and internal variables of the teacher 
are hidden from the observer. Although statistical learning has methods to
uncover hidden states, e.g. by Hidden Markov Models, Kalman filters or more
advanced methods (Arulampalam et al. 2002), we are not aware that such
techniques have been applied to imitation yet.

Thus, to instantiate a movement primitive from a demonstration, the primitive
needs to be defined in variables that can be perceived, leaving only kinematic
variables as potential candidates, e.g. positions, velocities and accelerations.
Given that the output of a movement primitive has to be interpreted as some
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form of a command to the motor system, usually implying a desired change
of state, movement primitives that output a desired velocity or acceleration
can be useful, i.e. a ‘desired time-derivative’ of the state information2 that is
used to represent the teacher’s movement. Our generic formulation of a policy
in equation (2.1) can, therefore, be written more suitably as

(2.3)

From a control theoretical point of view, this line of reasoning requires that
motor control be modular, i.e. has at least separate processes for movement
planning (i.e. generating the right kinematics) and execution (i.e. generating
the right dynamics) (Wolpert 1997; Wolpert and Kawato 1998).

Fig. 9.2 illustrates two classical examples (e.g. Craig 1986) of modular 
control in the context of imitation learning and motor primitives. In Fig. 9.2a,
the demonstrated behaviour is mapped onto a movement primitive that is
defined in internal coordinates of the student: joint angular coordinates � are
a good candidate as they can be extracted from visual information, a problem
addressed under the name of pose estimation in computer vision (Deutscher
et al. 2000; Chapter 4 this volume). Such internal coordinates can directly
serve as desired input to a motor-command execution stage (see Fig. 9.1), here
assumed to be composed of a feedback and a feed-forward control block
(Kawato 1999).

Alternatively, Fig. 9.2b illustrates the subtle but important change when 
movement primitives are represented in external coordinates, i.e. a task-level rep-
resentation (Saltzman and Kelso 1987; Aboaf et al. 1989). For instance, the
acceleration of the fingertip in the task of pole balancing would be interpreted as
a task-level command issued by the movement primitive in external coordinates,

ż(t) � �(z)(t),t,�).
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by contrast to joint angular accelerations of the entire arm and body that would
be issued by a movement primitive in internal coordinates. Most often, task-
level representations are easier to extract from a demonstration, and have a
more compact representation. Task-level representations can also cope with a
mismatch in dynamic and/or kinematic structure between the teacher and the
student—only the task state is represented, not the state of motor system that
performs the task. Task-level imitation requires prior knowledge of how a
task-level command can be converted into a command in internal coordinates,
a classic problem in control theory treated under the name of inverse 
kinematics (Baillieul and Martin 1990), but which has found several elegant
solutions in neural computation in the recent years (Bullock et al. 1993;
Guenther and Barreca 1997; D’Souza et al. 2001).

In summary, movement primitives for imitation learning seem to be the
most useful if expressed in kinematic coordinates, either in internal (e.g. joint,
muscle) space

(2.4)

or in external (task) space

(2.5)

Note that the formulations in equations (2.4) and (2.5) intentionally use z, the
variable that represents all possible state information about the movement sys-
tem and the environment as input, but only output a variable that is the 
desired change of state of the student in the selected coordinate system, i.e., 

in external space, and in internal space. By dropping the explicit time
dependence on the right-hand sides of equations (2.4) and (2.5), both policy
formulations can be made to be autonomous.

Direct policy learning from imitation can now be reviewed more pre-
cisely in the context of the discussions of the previous paragraphs and 
figure 2. Direct policy learning in task space was conducted for the task of
pole balancing with a computer-simulated pole (Widrow and Smith 1964;
Nechyba and Xu 1995). For this purpose, a supervised neural network was
trained on task-level data recorded from a human demonstration. Similarly,
several mobile robotics groups adopted imitation by direct policy learning
using a ‘robot teacher’ (Lin 1991; Hayes and Demiris 1994; Dautenhahn 1995;
Grudic and Lawrence 1996). For example, the ‘robot student’ followed the
‘robot teacher’s’ movements in a specific environment, mimicked its kine-
matic, task-oriented actions, and learned to associate which action to choose
in which state. Afterwards, the robot student had the same competence as the
teacher in this environment. An impressive application of direct policy learn-
ing in a rather complex control system, a flight simulator, was demonstrated by
Sammut et al. (1992). Kinematic control actions from several human subjects
were recorded and an inductive machine learning algorithm was trained to

�̇ẋ

ẋ(t) � �(z(t),t,�).

�̇(t) � �(z(t),t,�)
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represent the control with decision trees. Subsequently, the system was able to
autonomously perform various flight manoeuvres.

In all these direct policy-learning approaches, there is no need for the 
student to know the task goal of the teacher, i.e. equation (2.2) has only 
imitation-specific criteria, but no task-specific criteria. Imitation learning is
greatly simplified in this manner. However, the student will not be able to
undergo self-improvement unless an explicit reward signal, usually generated
from a task-specific optimization criterion, is provided to the student, as in
approaches discussed in the following section. Another problem with direct
policy learning is that there is no guarantee that the imitated behaviour is sta-
ble, i.e. can reach the (implicit) behavioural goal from all start configurations.
Lastly, imitation by direct policy learning usually generates policies that can-
not be re-used for a slightly modified behavioural goal. For instance, if reach-
ing for a specific target was learned by direct policy learning, and the target
location changes, the commands issued by the learned policy are wrong 
for the new target location. Such a form of imitation of is often called 
‘indiscriminate imitation’ or ‘mimicking’ as it just repeats an observed action 
pattern without knowledge about how to modify it for a new behavioural context.

(c) Imitation by learning policies from demonstrated trajectories

A teacher’s demonstration usually provides a rather limited amount of data,
best described as ‘sample trajectories’. Various projects investigated how a
stable policy can be instantiated from such small amount of information. As a
crucial difference with respect to direct policy learning, it is now assumed that
the task goal is known (see the following examples), and the demonstrated
movement is only used as a seed for an initial policy, to be optimized by a self-
improvement process. This self-learning adjusts the imitated movement to
kinematic and dynamic discrepancies between the student and the teacher, and
additionally ensures behavioural stability.

The idea of learning from trajectories was explored with an anthropomorphic
robot arm for dynamic manipulation tasks, for instance learning a tennis fore-
hand and the game of kendama (‘ball-in-the-cup’) (Miyamoto et al. 1996;
Miyamoto and Kawato 1998). At the outset, a human demonstrated the task, and
his/her movement trajectory was recorded with marker-based optical recording
equipment (OptoTrack). This process resulted in spatio-temporal data about the
movement of the manipulated object in Cartesian coordinates, as well as the
movement of the actuator (arm) in terms of joint angle coordinates. For imita-
tion learning, a hybrid internal/external evaluation criterion was chosen.
Initially, the robot aimed at indiscriminate imitation of the demonstrated tra-
jectory in task space based on position data of the endeffector, while trying 
to use an arm posture as similar as possible to the demonstrated posture of 
the teacher (cf. D’Souza et al. 2001). This approximation process corrected
for kinematic differences between the teacher and the robot and resulted in 
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a desired trajectory for the robot’s motion—a desired trajectory can also be
conceived of as a nonautonomous policy (Schaal et al. 2000). Afterwards,
using manually provided knowledge of the task goal in form of an optimization
criterion, the robot’s performance improved by trial and error learning until the
task was accomplished. For this purpose, the desired endeffector trajectory of
the robot was approximated by splines, and the spline nodes, called via-points,
were adjusted in space and time by optimization techniques (e.g. Dyer and
McReynolds 1970) until the task was fulfilled. Using this method, the robot
learned to manipulate a stochastic, dynamic environment within a few trials.

A spline-based encoding of a control policy is nonautonomous, because the
via-points defining the splines are parameterized explicitly in time. There are
two drawbacks in using such nonautonomous movement primitives. First,
modifying the policy for a different behavioural context, e.g. a change of tar-
get in reaching or a change of timing and amplitude in a locomotion pattern,
requires more complex computations in terms of scaling laws of the viapoints
(Kawamura and Fukao 1994). Second, and more severely, nonautonomous
policies are not very robust in coping with unforeseen perturbations of the
movement. For instance, when abruptly holding the arm of a tennis player dur-
ing a forehand swing, a nonautonomous policy would continue creating
desired values for the movement system, and, owing to the explicit time
dependency, these desired values would increasingly more open a large gap
between the current position and the desired position. This gap can potentially
cause huge motor commands that fight the advert perturbation, and, if the arm
were released, it would ‘jump’ to catch up with the target trajectory; a behav-
iour that is undesirable in any motor system as it leads to potential damage.
By contrast, autonomous movement primitives can avoid this behaviour as the
output of the policy is solely state and not time dependent, and perturbations
can create inhibitive terms in the policy that ensure that the planned movement
of the policy will never deviate too much from the actual position. In this 
vein, Ijspeert et al. (2002a,b) suggested the use of autonomous dynamical 
systems as an alternative to spline-based imitation learning, realizing that 
equations (2.4) and (2.5) are nothing but nonlinear differential equations. In
their approach, a demonstrated trajectory is encoded by learning the transfor-
mation from a simple canonical attractor system to a new nonlinear attractor
landscape that has the demonstrated trajectory as its unique attractor. Both 
limit cycle or point attractors could be realized, corresponding to rhythmic or
discrete movement primitives. The evaluation criterion for imitation was the
deviation of the reproduced trajectory from the demonstrated one, either in
internal or external space—reaching the target of the movement, i.e. either a
point or a limit cycle, is automatically guaranteed by shaping the attractor
landscape appropriately. The dynamic systems policies were designed to 
provide a spatial and temporal invariant, i.e. a qualitatively similar movement
will always lead to a similarly parameterized movement primitive, irrespective
of the timing of the movement and the target to which the movement was 
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executed. Coupling terms to the differential equations allowed natural robustness
towards external perturbations (see also Hatsopoulos (1996)). The effective-
ness of imitation learning with these dynamic systems primitives was success-
fully demonstrated on a humanoid robot that learned a series of movements
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(a) (b)

Fig. 9.3 Four frames of a tennis swing over time, progressing from the top 
downwards. (a) Teacher demonstration of a tennis swing; (b) imitated movement by the

humanoid robot.
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such as tennis forehand, tennis backhand and drumming sequences from a
human teacher (Fig. 9.3), and that was subsequently able to re-use the learned
movement in modified behavioural contexts.

Another, more biologically inspired, dynamic systems approach to imitation
was pursued by Billard and colleagues (Billard 2000; Billard and Mataric
2001; Billard and Schaal 2001). Joint angular trajectories, recorded from
human demonstrations, were segmented using zero velocity points. The policy
approximated the segment for each joint movement by a second-order differ-
ential equation that activated a pair of antagonistic muscles, modelled as
spring– damper systems (Lacquaniti and Soechting 1986). Owing to the
dynamic properties of muscles, this policy generates joint angle trajectories
with a bell-shaped velocity profile similarly to human motion; the initial flex-
ion or extension force determines entirely the trajectory and is computed using
the initial acceleration of the demonstrated trajectory segment. After acquiring
this movement, primitive imitation learning is used to combine joint trajectory
segments to produce whole body motion. For this purpose, a time-delay recur-
rent neural network is trained to reproduce the sequential activation of each
joint, similar to methods of associative memory (Schwenker et al. 1996). Both
speed and amplitude of movement that can be modulated by adjusting appro-
priate parameters in the network. This imitation system can generate complex 
movement sequences (Fig. 9.4) and even ‘improvise’ movement by randomly
activating nodes in the associative memory.
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(a)

(b)

Fig. 9.4 Learning of movement sequences by imitation. (a) Teacher demonstrates
movement sequence; (b) imitated movement by the humanoid robot.
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(d) Imitation by model-based policy learning

A third approach to learning a policy from imitation employs model-based
learning (Atkeson and Schaal 1997a; Schaal 1997). From the demonstrated
behaviour, not the policy but a predictive model of the task dynamics is approx-
imated (cf. Wolpert et al. 1998). Given knowledge of the task goal, the task-
level policy of the movement primitive can be computed with reinforcement
learning procedures based on the learned model. For example, Atkeson and
Schaal (Atkeson and Schaal 1997a,b; Schaal 1997) showed how the model-
based approach allowed an anthropomorphic robot arm to learn the task of
pole-balancing in just a single trial, and the task of a ‘pendulum swing-up’ in
only three to four trials. These authors also demonstrated that task-level imita-
tion based on direct policy learning, augmented with subsequent self-learning,
can be rather fragile and does not necessarily provide significant learning speed
improvement over pure trial-and-error learning without a demonstration.

(e) Matching of demonstrated behaviour against 
existing movement primitives

The approaches discussed in the previous sections illustrated some computa-
tional ideas for how novel behaviours can be learned by imitation. Interesting
insights into these methods can be gained by analysing the process of how a
perceived behaviour is mapped onto a set of existing primitives. Two major
questions (Meltzoff and Moore 1997) are: what is the matching criterion for
recognizing a behaviour; and in which coordinate frame does matching take
place?

(i) Matching based on policies with kinetic outputs
If only a kinetic control policy of the movement primitive exists (cf. equation
(2.1) ), finding a matching criterion becomes difficult because kinetic outputs
such as forces or torques cannot be observed from demonstrations. One solu-
tion would be to execute a primitive, observe its outcome in either internal or
external kinematic space, and generate in the chosen coordinate frame a 
performance criterion based on the similarity between the executed and the
teacher’s behaviour, e.g. the squared difference of state variables over time or
distance to a goal at the end of the movement. This procedure needs to be
repeated for every primitive in the repertoire and is thus quite inefficient.
Given that kinetic policies are also not very useful for learning novel 
movements by imitation (see Section 9.2b), kinetic policies seem to be of lit-
tle use in imitation learning.

(ii) Matching based on policies with kinematic outputs
If the primitive outputs observable variables, e.g. kinematic commands as in
equations (2.4) and (2.5), matching is highly simplified because the output of
the primitive can be compared directly with the teacher’s performance. Such
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kinematic matching assumes that the motor execution stage of Fig. 9.2 creates
motor commands that faithfully realize the kinematic plans of the primitive,
i.e. that motor-command generation approximately inverts the dynamics of 
the movement system (Kawato 1999). At least two forms of matching 
mechanisms are possible.

One matching mechanism simply treats the demonstrated movement as a
candidate for a new movement primitive and fits the parameterization of this
primitive. The parameters are subsequently compared with the parameters of
all previously learned primitives, and the best matching one in memory is 
chosen as the winner. For this method to work, the parameterization of the
movement primitive should have suitable invariances towards variations of a
movement, e.g. temporal and spatial scale invariance. The via-point method of
Miyamoto et al. (1996) can easily be adapted for such movement recognition,
as via-points represent a parsimonious parameterization of a movement that is
easily used in classification algorithms, e.g. nearest neighbour methods 
(Wada and Kawato 1995). Similarly, the dynamic systems approach to motor 
primitives of Ijspeert et al. (2002b) creates a movement parameterization that
affords classification in parameter space—indeed, the in-built scale and 
time invariances of this technique adds significant robustness to movement
recognition in comparison to methods.

The second matching paradigm is based on the idea of predictive forward
models (Miall and Wolpert 1996; Schaal 1997; Atkeson and Schaal 1997a;
Wolpert et al. 1998; Chapter 14 this volume, Demiris and Hayes 2002). While
observing the teacher, each movement primitive can try to predict the temporal
evolution of the observed movement based on the current state z of the teacher.
The primitive with the best prediction abilities will be selected as the best
match. If, as mentioned above, the motor execution stage of the control circuit
(Fig. 9.2) faithfully realizes the movement plan issued by a movement primi-
tive, the primitive can act itself as a forward model, i.e. it can predict a change
in state z of the teacher (cf. equations (2.4) and (2.5) ). Alternatively, it is also
possible to include prediction over the entire dynamics of the movement sys-
tem. For this purpose, the output of the movement primitive is fed to the motor-
command execution stage, whose output is subsequently passed through a
predictive forward model of the dynamics of the student’s movement system
(see Demiris and Hayes 2002; Chapter 14 this volume), thus predicting the
change of state of movement without actually performing it. This technique
will work even when the motor execution stage is less accurate in realizing
desired movement kinematics, but it comes at the cost of two more levels of
signal processing, i.e. the simulated motorcommand generation and the need
for a forward model of the motor system. Demiris and Hayes (2002) realized
such an imitation system in a simulated humanoid.

What is particularly noteworthy in these approaches to movement 
recognition is the suggested bi-directional interaction between perception 
and action: movement recognition is directly accomplished with the 
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movement-generating mechanism. This concept is compatible with the 
concept of mirror neurons in neurobiology (Rizzolatti et al. 1996; Rizzolatti
and Arbib 1998), with the simulation theory of mind reading (Gallese and 
Goldman 1998), and it also ties into other research projects that emphasize the
bi-directional interaction of generative and recognition models (Dayan et al.
1995; Kawato 1996) in unsupervised learning. Such bi-directional theories
enjoy an increasing popularity in theoretical models to perception and action
as they provide useful constraints for explaining the autonomous development
of such system.

(iii) Matching based on other criteria
Exploiting the literature on computer vision and statistical classification, 
a large variety of alternative approaches to movement recognition can be 
developed, mostly without taking into account mutuality criteria between
movement generation and movement recognition. Chapter 4 provides an
overview of techniques in this vein.

(f ) The correspondence problem

An important topic of imitation learning concerns how to map the external
and internal space of the teacher to the student, often called the ‘correspond-
ence problem’ (Alissandrakis et al. 2002; Chapter 8 this volume). Solving
correspondence in external space is usually simplified, as external coordinates
(or task coordinates) are mostly independent of the kinematic and dynamic
structure of the teacher. For instance, if pole balancing could be demonstrated
by a dolphin, a human student could imitate despite the mismatch in body
structure if only task-level imitation is attempted—the only transformation
needed is a mapping from the teacher’s body-centred external space to the stu-
dent’s body-centred external space, which is just a linear transformation.
Correspondence in internal space is a more complex problem. Even when
teacher and student have the same degrees of freedom, as it is the case with
human-to-human or human-to-humanoid-robot imitation, the bodies of stu-
dent and teacher are bound to differ in many ways, including in their ranges
of motion, in their exact kinematics, and their dynamics. The mapping is even
more difficult when the teacher and student have dissimilar bodies. In that
case, the student can only imitate approximately, reproducing only sub-goals
or substates of the demonstrated motion. The correspondence problem con-
sists of defining which sub-states of the motion can and/or should be repro-
duced. Dautenhahn and Nehaniv (2002) proposed a general mathematical
framework to express such a mapping function in terms of transfer functions
across different spaces. Alissandrakis et al. (2002) implement this framework
to solve the correspondence problem in a chess game case study. The move-
ment of two chess pieces (e.g. queen and knight) are directed by very differ-
ent rules such that the two pieces cannot replicate each other’s move in just
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one time step. For the knight to replicate the trajectory followed by the queen,
it must define several sub-goals (positions on the chessboard) through which
the queen has travelled and that the knight can reach using its own movement
capacities. The best strategy to define the sub-goals depends on the metric
applied to measure the imitation performance. The authors compare metrics
that minimize either the total number of moves required for the reproduction,
or the space covered during the reproduction by the motion.

(g) Imitation of complex movement sequences

One final issue concerns the imitation of complex motor acts that involve
learning a sequence of primitives and when to switch between them. In this
context, Fagg and Arbib (1998) provided a model of reaching and grasping
based on the known anatomy of the fronto-parietal circuits, including the 
mirror neuron system. Essentially, their model employed a recurrent neural
network that sequenced and switched between motor schemas based on sen-
sory cues. The work of Billard and colleagues (Billard 2000; Billard and
Mataric 2001; Billard and Schaal 2001; Section 9.2c) follows a similar vein, 
just at a higher level of biological abstraction and more suitable for the con-
trol of real, complex robotic systems. In a robotic study, Pook and Ballard
(1993) used hidden Markov models to learn appropriate sequencing from
demonstrated behaviour for a dexterous manipulation task. There is also large
body of literature in the field of time-series segmentation (Cacciatore and
Nowlan 1994; Weigend et al. 1995; Pawelzik et al. 1996) that employed com-
petitive learning and forward models for recognition and sequencing in a way
that is easily adapted for imitation learning as illustrated in Fig. 9.1.

9.3 Summary

Using the formalization of motor control in terms of generating control 
policies under a chosen performance criterion, we discussed computational
imitation learning as methodology to bootstrap a student’s control policy 
from a teacher’s demonstration. Different methods of imitation were classified
according to which variables were assumed observable for the student,
whether variables were of kinetic or kinematic nature, whether internal, exter-
nal coordinates, or both were used during demonstration, and whether the task
goal was explicitly known to the student or not. Additional insights could be
obtained by discussing how a demonstrated movement can be mapped onto a
set of existing movement primitives. Important topics in computational imita-
tion concerned the formation of motor primitives, their representation, their
sequencing, the reciprocal interaction of movement recognition and move-
ment generation, and the correspondence problem. At the current stage of
research, all these issues have been modelled in various ways, demonstrating
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an increasingly growing formal understanding of how imitation learning can
be accomplished. Among the most crucial missing points to be addressed in
imitation is presumably a formalization of extracting the intent of a demon-
strated movement. Billard and Schaal (2002) suggested some initial ideas
towards this goal by modelling the probability distribution over manipulated
objects by the teacher, which triggered appropriate imitation behaviour in 
a humanoid robot. However, a more abstract representation of task goals, 
perhaps as a set of generic goal taxonomies, is needed to make further
progress in this area.

This work was made possible by awards, nos. 9710312/0010312 and 0082995, of the
National Science Foundation, award AC no. 98-516 by NASA, an AFOSR grant on
Intelligent Control, the ERATO Kawato Dynamic Brain Project funded by the Japanese
Science and Technology Agency, and the ATR Human Information Processing
Research Laboratories.

Endnotes

1. For this paper, only visually mediated imitation will be considered, although, at least
in humans, verbal communication can supply important additional information.

2. Note that instead of a formulation as a differential equation, we would also choose
a difference equation, i.e. where a desired ‘next state’ is the output of the policy, not
a desired change of state.
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10

Detecting agents
Susan C. Johnson

This paper reviews a recent set of behavioural studies that examine the scope
and nature of the representational system underlying theory-of-mind develop-
ment. Studies with typically developing infants, adults and children with autism
all converge on the claim that there is a specialized input system that uses not
only morphological cues, but also behavioural cues to categorize novel objects
as agents. Evidence is reviewed in which 12- to 15-month-old infants treat 
certain non-human objects as if they have perceptual/attentional abilities, com-
municative abilities and goal-directed behaviour. They will follow the attentional
orientation of an amorphously shaped novel object if it interacts contingently
with them or with another person. They also seem to use a novel object’s envir-
onmentally directed behaviour to determine its perceptual/attentional orienta-
tion and object-oriented goals. Results from adults and children with autism are
strikingly similar, despite adults’ contradictory beliefs about the objects in 
question and the failure of children with autism to ultimately develop more
advanced theory-of-mind reasoning. The implications for a general theory-
of-mind development are discussed.

Keywords: agency; infancy; self-propelled motion; intentionality; theory of
mind; autism

10.1 Mentalism in infancy: people as agents

One commonly held position in the study of infant social cognition is that:

(i) infants distinguish between people and non-people; and
(ii) infants’ earliest understanding of other minds maps directly onto this 

distinction.

Although the first claim has been well-documented, the second has been
largely taken for granted (see Legerstee 1992, 1994; Wellman 1993; Meltzoff
1995; Poulin-Dubois 1999; Johnson 2000 for related reviews). This second
point can be broken down into two related questions: when do children first
attribute mental states to others and when they do, whom do they attribute
mental states to? The answer to these questions may well provide insight into
the nature of the representational systems underlying mentalistic reasoning.
This paper will review a line of research designed to do just that.

Mental states are unobservable constructs that must be inferred by
observers rather than perceived directly. They are distinguished from other
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sorts of unobservables or internal states by the specific kind of relationship
they hold with the world. That is, mental states are directed at the world; they
are about things (Lycan 1999). Other commonplace, commonsense unobserv-
ables (e.g. life, essences, atoms, etc.), although presumed by lay thinkers to
exist in the world, are not presumed to be about the world. The ability to con-
strue ourselves and others as agents with mental states such as perceptions,
attention, desires and beliefs is critical. With this mentalizing ability we can
communicate referentially, predict and explain others’ behaviours, and manip-
ulate both our own and others’ mental states for the purposes of complex 
problem-solving and learning, not to mention deception. Mentalizing is so
critical in fact, that its absence is thought by some to be a central cause of
autism (Baron-Cohen et al. 1993; Baron-Cohen 1995).

Garnering evidence sufficient to demonstrate mentalizing is difficult, how-
ever. Many behaviours that could potentially serve as indices of mentalizing
(e.g. gaze-following, pointing, goal imitation) can typically be interpreted in
both mentalistic and non-mentalistic ways. Non-mentalistic explanations
based on signal releasers, attentional enhancement and object affordances
have all been proposed to explain the variety of behaviours produced by
prelinguistic infants (Butterworth and Jarrett 1991; Gerwitz and Pelaez-
Nogueras 1992; Moore and Corkum 1994; Hood et al. 1998). The interpreta-
tive problems are particularly acute for the attribution of mental states that are
correlated with reality (e.g. perception or goals) and can thus be mimicked by
conditioned or reality-driven behaviours (Dennett 1978).

Although the point is well taken, it does not mean that infants do not attri-
bute mental states to agents; only that sufficient evidence for such a claim is dif-
ficult to generate. It does mean, however, that as long as the agents used to test
infants’ competency are highly familiar to infants, as are people, non-mentalistic
explanations are difficult, if not impossible, to rule out. Much of the work in
this area has none the less presupposed the role of people in infants’ attribu-
tions of mental states. Certainly, between the ages of 9 and 18 months, infants
have begun to interact with people as though they believe people have minds.
They produce communicative gestures such as points, requests and 
displays for other people (see Bates et al. 1975; Leung and Rheingold 1981;
Bretherton et al. 1981; Butterworth and Grover 1988); they follow adults’ gazes
(Scaife and Bruner 1975; Lempers 1979; Butterworth and Jarrett 1991;
D’Entremont et al. 1997; Corkum and Moore 1998) and they guide their own
behaviour towards objects on the basis of other people’s emotional and goal-
directed behaviour towards those objects (Meltzoff 1995; Baldwin and Moses
1996; Repacholi and Gopnik 1997; Woodward 1998; Moses et al. 2001; see
also Johnson 2000, for a recent review.)

The emphasis on humans as the target of infants’ mentalizing is not 
accidental. A great deal of evidence has accumulated showing that very young
infants can and do distinguish between humans and non-humans. At birth,
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infants preferentially track the movement of faces (Morton and Johnson 1991)
and imitate the facial and hand gestures of people (Meltzoff and Moore 1977,
1983; Field et al. 1982) but not inanimate objects (Legerstee 1991). From 
3 months to a year, infants smile, vocalize and gesture more in the presence of
people than inanimate objects, while visually fixating and reaching more
towards animals or inanimate objects, even when the inanimate objects resemble
people in very salient ways both perceptually and behaviourally such as dolls,
interactive robots and animals (see Legerstee et al. 1987; Ellsworth 
et al. 1993; Ricard and Allard 1993; Legerstee 1994, 1997; Poulin-Dubois et
al. 1996; but see Frye et al. 1983 for contradictory results).

The ability to discriminate people from non-people, however, is no more
sufficient evidence of mentalizing abilities than any of those described in the
previous paragraph. It is possible that person discrimination could develop in
support of important social and cognitive processes that are independent 
of mental state attributions (e.g. attachment and/or observational learning).
Neither is person discrimination logically necessary for mentalizing abilities.
That is, object recognition processes for identifying mentalistic agents need
not be isomorphic with the processes for identifying people.

Given these two concerns:

(i) the problem of interpreting infants’ behaviour in the context of highly
familiar agents like people; and

(ii) the still underspecified function of the person/non-person distinction in
infancy, it may be time to look more closely at infants’ interpretation of
non-humans.

It is particularly important to do so using measures that are closely associated
with mentalizing abilities, such as communicative behaviours, joint attention
behaviours, and so on.

In fact, several largely untested theoretical proposals have been offered
about the cues that lay thinkers may use to identify mentalistic agents, human
or otherwise. The features proposed fall into several overlapping classes: 
morphological features such as faces and eyes (Carey and Spelke 1994, 1996;
Baron-Cohen 1995); asymmetry along one axis (Premack 1990, 1991; Baron-
Cohen 1995); non-rigid transformation (Gibson et al. 1978); self-propulsion
(Premack 1990, 1991; Leslie 1994, 1995; Baron-Cohen 1995); and the ability
to engage in contingent and reciprocal interactions with other agents
(Premack 1990, 1991; Spelke et al. 1995).

The remainder of this paper will review work done by this author and 
colleagues on the role of these cues in eliciting mentalistic interpretations in
both infants and adults. Initial work focused on the relationship between the
infant’s agent category and the infant’s person category. More recent work has
begun to test the limits on exactly what sorts of non-human objects infants are
willing to attribute mental states to and the sorts of assumptions infants seem
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to make when doing so. Additional work examining the parallels between
infant and adult attributions and their implications will be discussed. Finally,
some preliminary results from autism will be discussed.

10.2 The attribution of perception/attention to non-human
agents: morphological and behavioural cues

Johnson et al. (1998) was the first study of this series to examine whether any
of the putative cues of agency would elicit mentalistic attributions in infants.
To do this we created a small novel object that could be introduced to infants
as the actor in a standard gaze-following method (Scaife and Bruner 1975).
The object embodied many of the proposed cues for mentalistic agents, with-
out being person-like. The size of a small beach ball, it was made of natural-
looking fuzzy brown fur and had a naturalistic shape that was symmetrical
along only one axis with a small cone-shaped bulge at one end (see Fig. 10.1).
It was designed to vary in two dimensions: the presence or absence of facial
features and the quality of its behaviour—specifically, whether or not its
behaviour was contingently interactive with the infant or not. Its ‘behaviour’
was generated via a small remote-controlled beeper and incandescent light
hidden inside it. Thus, it was possible to control the object from a hidden 
vantage point such that when the infant babbled, the object beeped back and
when the infant moved, the internal light flashed in response.

Infants received a brief (60 s) familiarization period in which either the
object reacted contingently to the infant’s own behaviour, or the infant saw
equivalent amounts of apparently self-generated beeping and flashing, but in
a sequence that was random with the infant’s own behaviour. After this famili-
arization, the object made a final attention-grabbing beep and turned to 
orient itself towards one of two targets placed on either edge of the setup 
(see Fig. 10.2). Infants were found to follow the orientation of the object by
shifting their own attention (as indexed by eye movements) in the same direc-
tion as the object’s turn significantly more often than in the opposite direction
in three out of the four familiarization conditions; if the object had a face; if,
when the infant babbled or moved, the object beeped back and flashed lights;
or, both of these characteristics together (see Fig. 10.3).
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Fig. 10.1 The novel object from Johnson et al. (1998). Both versions could make
noises and flash an internal light.
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Importantly, the object in the non-contingent, faceless condition embodied
the same shape and movement cues as it did in the other conditions, but
infants showed no reliable sign of following its orientation. This finding rules
out the possibility that very general, perceptual information triggered shifts in
the infants’ attention without regard to the object’s identity.

Finally, a comparison condition with unfamiliar adults taking the place of
the object indicated that infants were no more likely to follow the gaze of a
contingently interacting person than a contingently interacting fuzzy brown
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Fig. 10.2 The setup from Johnson et al. (1998).
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object with a face. Thus, these results seem to show that infants use relatively
selective cues to decide when an object does or does not have a mind to perceive
or attend with, specifically the presence of a face, or the propensity to interact
contingently.

Taken alone, these findings might be interpreted as a generalization of 
previously conditioned behaviour from people to other objects that share some 
relevant but non-mentalistically interpreted feature such as eyes or interactive
behaviour (though, interestingly, not self-generated behaviour). Why infants
would generalize on some dimensions (i.e. interaction), but not others (i.e. self-
movement) would then become an important question that a non-mentalistic
account would have to address. None the less, as previously discussed, non-
mentalistic accounts are difficult to rule out entirely.

10.3 The attribution of goals to non-human agents: 
morphological and behavioural cues

There is one prediction that non-mentalistic accounts of individual behaviours
give rise to that is not made by the mentalism account. Under non-mentalistic
accounts, the scope of the putative agent category should vary across different
behavioural contexts (e.g. attentional following, communication, imitation).
For instance, a conditioning account of attentional following would not pre-
dict that the same set of object features would elicit both headturns in atten-
tional following contexts and object manipulation in imitation contexts.
Similarly, when behavioural contexts differ, signal-releaser accounts should
predict different behavioural responses based on the existence of independent,
evolutionarily specified mechanisms.

Conversely, converging (putative) attributions of agency to the same class
of novel entities across a variety of diverse behaviours and contexts would
indicate a common underlying representation. This would be evidence against
disparate non-mentalistic interpretations. It is therefore all the more important
to re-examine the person/non-person distinction in infancy, using as wide a
variety of candidate mentalizing behaviours as possible.

With this in mind, Johnson et al. (2001) adapted two additional behavioural
methods in such a way that infants could be introduced to a novel, contin-
gently interacting agent and then given the opportunity to:

(i) re-enact the agent’s unseen goals (Meltzoff 1995); and
(ii) interact communicatively with the agent by directing greetings, object

requests and object displays at the agent.

In the method of Meltzoff (1995), 18-month-old infants were shown to re-enact
the object-related goals of human actors (e.g. dropping a string of beads into a
cup). When a human actor tried but failed to accomplish his goal, 18-month-old
infants re-enacted the inferred, unseen goal rather than the spatio-temporally 
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witnessed event. Meltzoff (1995) argued that the infants’ performance could
not be motivated purely by the spatio-temporal information in the action itself.
In a condition in which the human actor was replaced by a mechanical set of
pincers performing the same spatio-temporal actions, infants failed to re-enact
any unseen actions. Meltzoff (1995) attributed this differential behaviour to an
early naive psychology, based on and restricted to the infants’ knowledge of
people.

Johnson et al. (2001) challenged the extent to which infants, in fact, restrict
their attribution of goals to human actors. We reasoned that unlike the novel
object used in the gaze-following study of Johnson et al. (1998), the mechan-
ical pincers of Meltzoff (1995) failed to embody any of the characteristics
thought to imply a mind, and certainly had neither a face nor the ability to
engage in contingent interactions. Therefore, we replicated the design and pro-
cedure of Meltzoff (1995), replacing the human actor with an animated stuffed
orangutan that had a face and hands, the ability to move on its own, and the
ability to interact contingently with the infant.

At 15 months of age, the infants tested in this study were somewhat younger
than those tested by Meltzoff. None the less, the results revealed the same pat-
terns seen in the original re-enactment method of Meltzoff (1995). Not only
were infants able to reproduce the same literal outcomes of a series of actions
produced by a non-human agent on objects (52% of the time), they were also
able to produce the same target outcomes even when the agent tried but failed
to produce them itself (37%). Both of the experimental conditions produced
more target actions than infants produced spontaneously (only 10% of the time).
As argued by Meltzoff (1995), this pattern indicates that the infants inter-
preted the agent’s actions in terms of the agent’s goals, rather than the spatio-
temporal characteristics of the movements themselves, thus confirming the
prediction that infants attribute goals (and mentalism) more broadly than 
previously thought.

10.4 The attribution of communication to non-human agents:
morphological and behavioural cues

In Johnson et al. (2001) we reasoned that if imitation of goals reflects an 
interpretation of the orangutan as an agent, that interpretation might be mani-
fested in other ways as well. Communicative gestures such as showing,
requesting and waving are all behaviours reflecting putative mentalistic attri-
butions of agents. Informal coding of the infants in the goal re-enactment
study revealed that most infants in all three conditions directed some sort of
social/communicative behaviour at the agent at least once, including waving,
showing or giving objects, requesting objects or alternating attention between
the agent’s face and a toy.
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We ran a further study to rule out the possibility that the infants were 
simply taking their cues from the experimenter either by imitating the experi-
menter’s gestures directly or by more generally imitating the experimenter’s
stance toward the agent. To do this, we built another novel object out of a 
common table lamp that was matched to the orangutan as closely as possible for
visual interest without actually having any intrinsically agentive features of its
own. It had comparable shape, colour patterns and moving parts. The experi-
menter then deliberately tried to induce in the infant a mentalistic stance towards
the lamp on the basis of the experimenter’s behaviour alone. The experimenter
talked to the lamp, called it by name (‘Bob’), and invited infants to communicate
with the lamp by giving and requesting objects. Despite these direct attempts to
induce the mentalistic stance infants were quite reluctant to treat it as an agent
themselves. Though they waved to the orangutan, showed it objects, offered it
objects, requested objects from it and actually withdrew physically from the
orangutan, these behaviours were rarely used with the lamp.

10.5 Preliminary summary

These three distinct infant behaviours, attentional following, imitation/
goal-re-enactment and communicative gestures, have traditionally been
thought to be the unique province of infant–adult interactions. These data now
show that each can be elicited by non-human objects if those objects look or
behave as agents themselves. The remainder of this paper will review two dis-
tinct lines of work that follow on from these original findings. The first
addresses how the changes or lack of changes in these attribution patterns over
development can inform our understanding of the representational systems
involved. The second tests the power of behaviour alone to elicit mentalistic
attributions from infants in the absence of supporting morphological cues. 
I will then conclude with some preliminary work on autism.

10.6 The revisability of the agent category

Some theorists (Fodor 1983; Leslie 1994, 1995; Baron-Cohen 1995; Carey
and Spelke 1996; Johnson 2000; Scholl and Tremoulet 2000) have suggested
that the selective use of low-level spatio-temporal information of the sort
epitomized in temporally contingent interactions and facial configurations is
characteristic of ‘hardwired’ object recognition processes. In addition, there 
is ample evidence now that infants can detect both faces and contingency 
information within the first weeks of life, while experience is still quite lim-
ited (faces: Morton and Johnson 1991; Slater et al. 2000; Slater and Quinn
2001; contingency: Watson 1972, 1979; Rovee-Collier et al. 1989).
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One consequence of hardwired processes is incorrigibility in the face of
counter-evidence, both over time developmentally and in real-time processing
as seen in the case of familiar perceptual illusions. Illusions, such as the
Mueller-Lyer illusion in which two lines of objectively equal length are made
to look subjectively unequal by adding either inverted or everted arrows 
to their ends, are found throughout the processes responsible for the detec-
tion of 3D physical objects (Rock 1983). For real illusions, no amount of 
counter-evidence or insight into the reality of the situation will eliminate the 
perception.

Conversely, revisability is considered a characteristic of constructed con-
cepts (Gopnik and Wellman 1994; Carey and Spelke 1996; Gopnik and
Meltzoff 1997). Consider for instance, whether markings on a piece of paper
are recognized as art. The answer can vary from culture to culture, generation
to generation, person to person, and most importantly for present purposes,
even over time within the same person. There appear to be no universal, hard-
wired ‘art recognition’ processes that yield the same output for all viewers
regardless of past experience or beliefs.

This distinction between incorrigible and revisable representational systems
and the resulting potential for illusions indicates a possible point of leverage
into processes underlying infants’ responses to the novel agent of Johnson 
et al. (1998). Even in its most animated states, the novel agent presented
ample evidence against a categorization as an agent. To an adult, it would
clearly be an artefact made of synthetic materials with an electromechanical
noise generator and mechanically driven movement. If, despite this obvious
counter-evidence, it elicited a psychological interpretation in adults, the argu-
ment that agent recognition is grounded in a hardwired system would be sup-
ported. Furthermore, this would indicate that the system is functional by at
least 12 months as reflected in the infants’ behaviour in Johnson et al. (1998).

Empirical evidence indicates that adults do experience illusions of mental-
istic agency based on certain types of movement cue (e.g. the work of Heider
and Simmel (1944)). Less work has been done on the role of contingent inter-
activity in adults’ mentalistic attributions. Bassili (1976) showed adults 2D 
animations similar to those of Heider and Simmel (1944), except that tempo-
ral contingency and directional information were both carefully manipulated.
He found that adults were sensitive to both types of information when inter-
preting the behaviour of unknown objects. Interestingly, participants seemed
to use an object’s contingent behaviour to categorize it as intentional and the
direction of its movement to identify the content of its intention (i.e. its goal).

Given these considerations—the existence of hardwired object recognition
processes in general and the probable existence of an ‘illusion of psycho-
logical agency’ in adulthood—whether the features that elicit attentional follow-
ing in infants are themselves part of a dedicated system for recognizing agents
bears consideration. If so, they should elicit parallel attributions in adults,
despite adults’ undeniable beliefs to the contrary. The results by Bassili (1976)
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suggest that they would, but given the considerable differences in stimuli and
methods between the infant and adult work, additional studies seem merited.

S. C. Johnson (unpublished data) presented adults with a series of studies
based on the attentional-following studies with infants described in Johnson 
et al. (1998). Adults were introduced to the same novel object under the same
conditions—whether it had facial features and whether it interacted 
contingently to another agent. The proven verbal method used in the work of
Heider and Simmel (1944) was adopted, rather than attentional following
owing to the seeming potential for conscious, overt suppression of voluntary
eye movements by adults. Participants’ implicit impressions of the objects
would be expressed in their verbal descriptions, which could then be coded for
the use of mentalistic language.

The parallels between the adults’ attributions and those found previously
with infants were striking. Adults used mentalistic language to describe the
behaviour of the object in just those conditions that infants followed the
object’s directional orientation with their gaze. If the object had a face or if it
was faceless, but interacted contingently with another agent, adults described
it as ‘wanting’ something, ‘looking’ for something, ‘trying’ to do something,
and so on. If, however, it did not have a face and acted only randomly, adults
rarely if ever used mentalistic language to describe its behaviour. This result
held regardless of whether the object’s behaviour was instantiated auditorily
(via contingent or random beeping) or visually (via contingent or random
wiggling).

10.7 Directly experienced versus observed interaction

One important difference characterized the contingent behaviours in the study
with adults and the original study with infants. Infants interacted with the
object themselves and thus experienced the contingency directly. Adults, how-
ever, were not expected to babble spontaneously, nor respond to the object if
it acted. Therefore the interactivity of the object was modelled for the adults
by a confederate. Using a standard script, the confederate engaged in ‘small
talk’ with the object for 60 s before leaving the subject alone with it. In the
contingent conditions, when the confederate spoke to the object, the object
beeped or wiggled in response. To ensure that this change did not affect
infants’ ability to perceive the interactivity of the object, we ran a further
infant condition in which they also observed the object interact with a con-
federate. Like the adults, and the infants before them, they followed the direc-
tional orientation of the contingently interacting object, but not the object that
beeped randomly.

Some might worry that the data collected under these conditions could
reflect attributions by the infant based on cues extrinsic to the object, such as
the modelled ‘intentional stance’ of the confederate. Indeed, a further study
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with adults showed that some, though not all, of adults’ attributions could be
accounted for by just such an extrinsic cue. Such an explanation of infants’
behaviours would warrant a different theoretical account than the one offered
here. Two points argue against this possibility. First, data already discussed sug-
gest that infants of this age are not yet able to exploit that sort of information.
In Johnson et al. (2001; discussed in Section 10.4) we deliberately tried and
failed to elicit mentalistic attributions from 15-month-old infants on the basis
of the experimenter’s behaviour alone. Without the accompanying mentalistic
cues from the object itself, infants failed to make the mentalistic attributions.

Second, although infants certainly have the ability by this age to imitate the
intentions of an adult (or an animated, stuffed orangutan), even among more
commonplace contexts, infants’ imitation abilities are constrained by their
ability to make sense of the intention. For example, 11-month-old infants are
happy to imitate an adult putting a bird to bed ‘to sleep’. They will, however,
resist putting a car to bed ‘to sleep’ even after seeing an adult do so
(McDonough and Mandler 1998). The implication is that infants imitate
things they can make sense of. It appears that the overt mentalistic attributions
of an adult towards another object only makes sense when that other object is
already construed as an agent by a child of this age. When and how infants
acquire the ability to use only another’s stance towards a novel object to 
categorize it is still an open question.

10.8 The attribution of perception/attention to morphologically
ambiguous objects: reasoning from behavioural cues
alone

The work described so far indicates that infants can use either morphological
or behavioural information to categorize a novel object as an agent. The 
evidence for either as an entirely sufficient cue in its own right has not yet
been shown. In each case in which infants seemed to have made a mentalistic
attribution a combination of cues were present. For instance, in the attentional-
following studies of Johnson et al. (1998), neither the presence of a face nor
the ability to interact contingently was necessary to elicit following from
infants—either cue could elicit the behaviour without the other. However, in
all cases the object was also animated and had familiar animal-like, if not
human, morphology. A face stencilled onto an inert plastic blob might not 
be a convincing agent, neither might a faceless, plastic blob even if it were 
animated in appropriately mentalistic ways.

In the following studies we have concentrated on the ability of just one of
these cues—behaviour—to elicit mentalistic attributions on its own. Are
infants willing to categorize a novel object as an agent even if it bears no per-
ceptual similarity to any familiar agent? To address this issue, we created a
new novel object that was intended to be as perceptually unlike any familiar
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agent as we could make it. The object was the approximate size and shape of
an adult’s shoe, draped in bright green fibrefill. It could make beeping noises
and move on its own around a large black table. It was symmetrical both front
to back and side to side and had no distinguishing marks anywhere on its 
surface. Unlike the original furry brown agent, adults never spontaneously
label this ‘agent’ as anything other than an inanimate object. Anecdotally
when shown the object sitting inactive on the table, adults typically describe it
as a slipper, lint, cotton candy, etc. (see Fig. 10.4).
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Fig. 10.4 The green blob. This object could move around and make noise on its own.
(From Johnson et al. 2003.) See Plate 5 of the Plate Section, at the centre of this book.
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Fig. 10.5 Results from first green blob attentional-following study of Johnson et al.
(2003). The score on the y-axis equals the average percentage of first looks in a given

direction across all trials.
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In our first study with this object (Johnson et al. 2003), 14-month-old
infants were seated in front of the experimental display and shown the loca-
tion of two toy target objects at each front corner. Infants then observed an
adult confederate engage the object in small talk as before. After the confed-
erate left the room, the infant watched as the object turned to one side or the
other. Again, infants’ responses were coded as either in the predicted or unpre-
dicted direction. If infants’ responses to the original agent were owing to its
similarity to familiar animals, looks in this condition, with a very un-animal
like object, should be evenly split in the two directions. Fig. 10.5 shows the 
relative percentages of infants’ first looks in each direction. As in the case with
the original furry brown agent, infants looked significantly more often in the
direction in which the object turned, even though the agent in this case was
more perceptually reminiscent of a shoe than an animal.

10.9 Assigning perceptual/attentional orientation

Although the results described in Section 10.8 were predicted on the assumption
of the importance of behaviour in the categorization of agents, they did pose a 
puzzle of sorts. By stripping the object of any recognizable facial or body 
features, we also stripped the object of a distinctive front and back. It is one
thing to realize that an unfamiliar object is an agent with the ability to perceive
the world, it is possibly a separate thing altogether to determine that agent’s per-
ceptual orientation. That is, in the absence of eyes and the absence of any rel-
evant asymmetry in the object’s shape, how did the infants know which end was
the front? Put another way, owing to the object’s symmetry and rigidity, a sin-
gle clockwise rotation of the object could be interpreted by an observer as
either the end proximal (or nearest to the observer) turning to the observer’s left
or as the distal end turning to the observer’s right. Regardless of the interpreta-
tion, the objective spatio-temporal event witnessed by the observer would be
the same. None the less, infants were able to make a systematic judgement
about this, without which they would not have produced systematic behaviours.

Given the absence of any detectable facial or head-like features, we proposed
that infants would use the apparent ability of the object to perceive the confed-
erate and targets to disambiguate its front from its back. That is, they would
assume that the side facing the confederate and targets was the front, inde-
pendent of their own orientation. Of course this prediction holds only on the
assumption that infants do categorize the object as an agent—that is, as an
object whose behaviour is directed at the world. Importantly, this prediction is
agnostic with respect to which specific modality, if any, infants assume the per-
ception is embedded in (i.e. vision, audition, electromagnetic sensors, etc.).

If this hypothesis is correct, we should be able to control which end infants
designate as the object’s ‘front’, and thus which direction they look, by manip-
ulating the location of the confederate and the targets during the interaction.
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Again, such a result would imply that infants interpreted the behaviour of the
object in terms of its inferred relationship with the world—a notion at the heart
of agency—rather than simply responding to non-relational characteristics of
its appearance or movement.

Fourteen-month-old infants participated in one of two conditions (Johnson
et al. 2003). In both conditions the infants were first shown the targets. They
then observed a human confederate engage the agent in the same scripted
‘conversation’ used before. The two conditions varied only in where the con-
federate stood during her conversation with the agent and where the targets
were placed on the platform. In one condition the confederate stood next to
the seated infant, facing the proximal end of the agent. In the other the con-
federate stood across the table from the infant, facing the distal end of the
agent (see Fig. 10.6). The targets were placed on the same side as the confed-
erate. After interacting for around 60 s, the confederate left the room and the
agent executed four test trials in which it first beeped loudly then rotated
around 45� in one direction or the other.

In the proximal condition (Fig. 10.6a) significantly more of infants’ first
looks away from the object were in the same direction that the proximal end
of the object turned than predicted by chance. This replicated the results
shown in the previous study. The interesting question is what they did in the
distal condition. The observed test event was exactly the same. However, if
infants were categorizing the object as an agent with a distinct front through
which it perceived the world, the inferred event should have been reversed.
That is, infants should now preferentially look in the same direction as the end
of the object most distal to themselves.
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Fig. 10.6 A bird’s-eye view of the setup in the orientation assignment study of
Johnson et al. (2003). (a) Proximal condition, (b) distal condition.
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That is what they did. Infants in the distal condition (Fig. 10.6b) reversed
their looking behaviour relative to infants in the proximal condition.
Significantly more of the first looks away from the object were in the direction
of the distal end, rather than the canonical proximal end. In effect, infants
behaved as though they were watching an agent from behind. These results are
remarkable not only because infants in this context did not need facial features
to cue their looking, but they were also able to override any potential 
prepotent egocentric tendencies to treat the side facing them as the front. 
How exactly infants accomplished this and how they represented the hidden
‘face’ to themselves, remains to be seen.

Based on these results we can tentatively conclude that around the end of
the first year, infants are able to categorize a completely novel object as a mental-
istic agent on the basis of its behaviour alone. In the studies described so far
they seem to be reasoning not only about the ability of the object to perceive
or attend to the world, but the actual geometric orientation of the object that
would make that most plausible.

10.10 The attribution of goals to morphologically ambiguous
objects: reasoning from behavioural cues alone

Returning again to our original empirical strategy, we hoped to test whether
infants would attribute other putative mental states to the novel green blob using
different behavioural measures from those involved in attentional following. As
before, we chose the attribution of goals as an important test. Previously we
showed that infants would attribute goals to an agent that looked in many ways
like a human. The current study was designed to test whether they would also
attribute goals to an agent that was entirely unlike any agent the infant was
likely to have seen.

Importantly, the orangutan agent in the previous goal study (Johnson et al.
2001) had articulated hands. This had two advantages not available in the 
current study. First, the hands allowed the agent to manipulate objects in a
variety of ways. This provided a wide range of possible object-directed goals
for testing purposes. In contrast, the current agent has no articulated parts of
any sort. This restricted the possible object manipulations to varieties of push-
ing actions, thereby limiting the overall attractiveness of the method.

Second, with the possession of an articulated set of hands, the mapping
between actions the infant observed and actions the infant needed to produce
was (relatively) straightforward. In contrast, an infant observing the green blob
act on objects would gain little information about how to produce the same 
outcomes with their own, very different, body. This lack of correspondence has
important task demand implications for us. To the extent that infants observe
goals that are achieved through means—actions that cannot be easily mapped
onto their own action patterns, a failure to imitate is difficult to interpret.
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To avoid these issues we sought a methodology that would be both sensitive
to goal attributions and also appropriate for use with infants of this age given
this agent. The work by Woodward (1998) provides such a method. This used
the visual habituation method to test whether infants encode human actions as
the goals of the actor, or solely as the spatio-temporal movements involved.
One group of infants were habituated to a hand approaching one of two toys
on a stage. In the test events, one of two things changed, either (i) the spatio-
temporal path of the hand, or (ii) its target object. Woodward reasoned that if
infants encoded the hand’s action as goal-directed (reflecting an agent–world
relationship), test trials in which the goal changed should be more novel, and
therefore more interesting, than those in which the path changed. Indeed,
infants less than a year old dishabituated to the change in the hand’s target 
relative to the change in the hand’s path. A separate group of infants habitu-
ated and tested on identical events in which the ‘agent’ was a rod instead of a
hand, exhibited quite different patterns. These infants did not dishabituate to
the change in the target object of the rod, indicating that they had not encoded 
the relationship between the rod and the object as an important aspect of the
event.

The results of Woodward (1998) indicate that even before the end of the
first year, infants recognize that:

(i) the behaviour of some (but not all) entities is directed at the world; and
(ii) the identity of the entity’s target is relevant, i.e. the content of the 

relationship is represented.

We can therefore say that infants attribute an intentional relationship between
the object and the world (i.e. one based on content).

Like Meltzoff (1995); Woodward (1998) argued that infants’ reasoning
about goals and mental states is restricted to their reasoning about humans.
However, like Meltzoff (1995), Woodward (1998) showed that infants exclude
some objects from their agent category, not that they include only humans. Like
the non-agentive pincers of Meltzoff (1995), the rod of Woodward (1998),
though grossly similar to a human arm and hand, shows none of the specific
putative behaviour or morphology of agents. To adequately demonstrate a 
person-only reasoning domain, infants need to be tested with more theoretic-
ally motivated non-human ‘agents’.

Shimizu and Johnson (2003) tested these claims by showing 12-month-old
infants the novel green blob in a procedure based on the dishabituation method
of Woodward (1998) that compared changes in spatio-temporal path to changes
in target object. To make the behavioural test as strong as possible, two groups
of infants were tested with the same green blob. The only difference between
the two groups was the behaviour of the novel object in the introduction and
habituation phases of the study. In an agent condition, infants were introduced
to the object with our now-standard confederate conversation. The confederate
talked to the object and the object beeped back. In the non-agent condition the
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confederate remained silent while the object beeped its way through the same
script (thus appearing random). In addition, at the beginning of each habituation
trial, the agentive blob began its action facing the ‘non-goal’ object, thus requir-
ing a deliberate ‘choice’ to turn toward the ‘goal’ before beginning its approach.
In comparison the non-agentive blob simply began each habituation trial 
facing in the same direction that it ultimately moved—towards the target object.

Infants in both conditions saw exactly the same test events—one in which the
green blob’s trajectory was changed, but its target object was not, and one in
which the blob’s target object was changed, but the trajectory itself remained
unchanged. Unlike in the habituation trials, in the test trials, the green blob
always began its action oriented in the direction it moved, regardless of condition.

None the less, these two conditions, the interactive, choice-making agent
versus the non-interactive mechanical-like non-agent, yielded quite different
interpretations from the infants. Infants in the non-agent condition treated the
two test outcomes (changes in trajectory versus changes in target) equival-
ently. Nothing in their behaviour indicated that they selectively attended to 
the relationship between the blob and the objects in its immediate world.
Infants in the agent condition acted quite differently however. They looked
significantly longer at the test events in which the target of the blob’s action
changed compared with those events in which the trajectory of the blob’s
action changed. As in the studies of Woodward (1998), this indicates that
infants coded the relationship between the blob’s actions and a specific object
in the world to the exclusion of other more superficial or perceptual aspects of
the events that they could have attended to. Thus, we can conclude that infants
considered the interactive, choice-making blob to be an agent, just like a human.
The fact that infants in the other condition did not reach that conclusion when
they observed the very same object behave in non-agentive ways strengthens
the case that it is the behaviour, not the appearance of the object, that infants
used in making their interpretations.

10.11 The relationship between agency and 
metarepresentations: the case of autism

It is tempting to predict that people with autism, now famous for their inabil-
ity to read minds (Baron-Cohen et al. 1985, 1993; Baron-Cohen 1995), would
be incapable of detecting or following the attentional orientation of the novel
objects described in this chapter. It is, after all, well documented that people with
autism do not spontaneously follow the gaze of other humans (e.g. Leekam 
et al. 1997). Preliminary results from our laboratory, however, indicate that this
prediction is premature (Giovanelli and Johnson 2003). A group of older autistic
children and adolescents were introduced to the faceless furry brown agent in
the same manner used with typical adults and infants—a confederate engaged
the agent in a brief conversation and then left the room. When the agent 
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then turned away from participants, the participants turned reliably and 
spontaneously to look in the direction of its turn. In a non-interactive control
condition, participants did not follow the turns.

These results lead to immediate further questions about the development of
theory of mind both in general and in autism specifically. In general, addi-
tional experiences and/or cognitive mechanisms than those discussed here
must clearly be involved in typical development. The additional pieces of the
developmental puzzle could come in the form of other specialized mech-
anisms (see, for instance, the multi-mechanism accounts of theory of mind by
both Baron-Cohen (1995) and Leslie (1994, 1995) ). Alternatively, further
development could depend on more general theory-building abilities (see, for
instance, Gopnik and Wellman (1994) and Perner (1991) ).

In addition, although it is now well documented that people with autism
have difficulty reasoning about other people’s higher-order mental states such
as beliefs, is this difficulty uniform across the agent domain? Do people with
autism also fail to attribute false beliefs to non-humans, e.g. dogs? Although
there is scant existing evidence about autistics’ conceptions of animals, at least
one recent study suggests that their social aversion is restricted to people. In
direct contrast to an atypical preference for inanimates over people, tests of
their preferences for animals did not differ from typically developing children
(Celani 2002). Is the core difficulty therefore with metarepresentation in all its
manifestations, or with people in all their manifestations? These new findings
might provide an additional wedge with which to approach the question.

Regardless of how this question is ultimately answered, the results 
from autism demonstrate that the ability to divide the world into agents and 
non-agents may be necessary, but is clearly not sufficient for the normal 
development of theory of mind.

10.12 Conclusions

The studies described here challenge assumptions about the scope and origins
of humans’ mentalistic reasoning. Twelve- to fifteen-month-old infants were
shown to treat novel self-moving objects as though they have both perception/
attention, communicative abilities and goals if they either look like an agent
(i.e. have a face) or behave in specific ways (e.g. are contingently interactive
with other known agents). The infants were able to detect the highly abstract
temporal relationship between actors whether they themselves were one of the
actors or not. Surprisingly, no evidence has yet been found within these 
studies to indicate that self-movement alone will elicit this interpretation from
infants of this age. Neither did infants of this age appear willing or able to
infer an object’s agenthood solely on the basis of how an adult treated it.
Impressively, it seems that once infants did categorize an object as an agent
they actively used the geometric information implicit in its interactions with
its environment to infer its perceptual/attentional orientation.

236 Susan C. Johnson

Wolpert-ch10.qxd  11/18/03  8:44 PM  Page 236



The scope of the agent category implied by these findings is far broader than
the category of people. Neither do the findings seem to be easily accounted for
by a non-mentalistically interpreted similarity metric with people. Similarity
metrics require dimensions. Morphological features, interactivity and self-
movement are all possible highly salient dimensions of humans that infants
might use to generalize. None the less, infants of this age seem to ignore some
morphological features (animal shape, colour and texture) and self-movement
as relevant dimensions in their own right for these inferences.

Despite adults’ obvious understanding and beliefs that the novel objects
shown to infants were artefacts and thus not true agents, the objects elicited
very similar interpretations in adults to those elicited in infants. This finding
suggests that the representational system underlying the infants’ attributions is
not open to revision. If it were adults would have long since revised it out of
existence. By implication then, the system is not a constructed one.

Preliminary evidence tentatively shows that the system typically used to recog-
nize agents is also available in autism. This is consistent with the view that the
input system for the social reasoning system is dissociable from other parts of
the system, such as the part responsible for handling metarepresentations.

Taken together, the evidence from infants’ reasoning about truly ambiguous
unfamiliar objects (e.g. novel green blobs) suggests that at least by the age of 
1 year, humans have a very abstract representational system for detecting and
reasoning about social agents. Whether it is the same system that represents the
configural and movement patterns of humans such as described elsewhere in this
volume is an open question. Perhaps the human body-centric input system for
the social reasoning circuit described in Chapter 3; (STS) is only one of multi-
ple input systems. Alternatively, perhaps STS includes representational abilities
that have not yet been described, including the ability to represent 
temporal relationships between entities independent of their appearance.

The author is supported by a grant from the National Institutes of Health, RO1 HD38361.
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11

Facial expressions, their communicatory

functions and neuro-cognitive substrates
R. J. R. Blair

Human emotional expressions serve a crucial communicatory role allowing the
rapid transmission of valence information from one individual to another. This
paper will review the literature on the neural mechanisms necessary for this
communication: both the mechanisms involved in the production of emotional
expressions and those involved in the interpretation of the emotional expres-
sions of others. Finally, reference to the neuro-psychiatric disorders of autism,
psychopathy and acquired sociopathy will be made. In these conditions, the
appropriate processing of emotional expressions is impaired. In autism, it is
argued that the basic response to emotional expressions remains intact but that
there is impaired ability to represent the referent of the individual displaying the
emotion. In psychopathy, the response to fearful and sad expressions is attenu-
ated and this interferes with socialization resulting in an individual who fails to
learn to avoid actions that result in harm to others. In acquired sociopathy, the
response to angry expressions in particular is attenuated resulting in reduced
regulation of social behaviour.

Keywords: facial expressions; amygdala; communication; psychopath; autism

11.1 Introduction

Facial expressions are a crucial component of human emotional and social
behaviour and are believed to represent innate and automatic behaviour 
patterns (Darwin 1872). The purpose of this paper is to consider facial expres-
sions: the stimuli that elicit their presentation, the neuro-cognitive systems
necessary for their production, the neuro-cognitive systems that interpret the
expressions produced by others and the conditions under which the interpreter
may respond to the emoter thus closing the communicatory loop. To do this, 
I will make one fundamental assumption: that facial expressions of emotion
do indeed have a communicatory function, and that they impart specific informa-
tion to the observer. Thus, the suggestion will be that expressions of fear-
fulness, sadness and happiness are reinforcers that modulate the probability
that a particular behaviour will be performed in the future. Indeed, fearful
faces have been seen as aversive unconditioned stimuli that rapidly convey
information to others that a novel stimulus is aversive and should be avoided
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(Mineka and Cook 1993). Similarly, it has been suggested that sad facial
expressions also act as aversive unconditioned stimuli discouraging actions
that caused the display of sadness in another individual and motivating repara-
tory behaviours (Blair 1995). Happy expressions, in contrast, are appetitive
unconditioned stimuli which increase the probability of actions to which they
appear causally related (Matthews and Wells 1999). Disgusted expressions are
also reinforcers but are used most frequently to provide information about
foods (Rozin et al. 1993). Displays of anger or embarrassment, it is argued, do
not act as unconditioned stimuli for aversive conditioning or instrumental
learning. Instead, they are important signals to modulate current behavioural
responding, particularly in situations involving hierarchy interactions (Blair
and Cipolotti 2000; Keltner and Anderson 2000).

In contrast to the communicatory function assumption, there have been 
suggestions that emotional expressions are automatic displays that occur as a
function of the emotional experience of the individual (Darwin 1872; Buck
1984; Izard and Malatesta 1987; Ekman 1997). According to these authors,
although the expression may impart information to observers, the transmis-
sion of information is not their function. Instead, the expression is an auto-
matic consequence of the individual’s experience (Ekman 1997). However, the
empirical literature does not indicate that individuals display emotional
expressions automatically as a function of the degree to which they feel a par-
ticular emotion (Fridlund 1991; Camras 1994). Instead social context predicts
probability of emotional expression in humans as it does probability of non-
verbal displays in non-human species (Cheney and Seyfarth 1980; Hinde
1985). Thus, participants smile more at a humourous video or show greater
distress to the sound of an individual in distress if they are together with
another rather than if they are alone (Chovil 1991; Fridlund 1991). Similarly,
infant smiling from the age of 10 months is almost entirely dependent on visual
contact with the caregiver: without such contact the infant is very unlikely to
smile (Jones and Raag 1989; Jones et al. 1991).

Importantly, the argument here is not that the display of an emotional
expression implies intent to convey a specific message to the observer. The
argument is simply that emotional expressions serve a communicatory func-
tion that they have evolved so that information on the valence of objects/
situations can be transmitted rapidly between conspecifics. Thus, important
triggers for an emotional display include both an emotional event and also a
potential observer. If there is no observer, the emotional display will either not
occur or be considerably muted.

A particularly clear illustration of the communicatory function of emotional
expressions can be seen after an infant’s discovery of a novel object. The
infant will look towards the primary caregiver and their behaviour will be
determined by the caregiver’s emotional display. If the caregiver displays 
an expression of fear or disgust, the child will avoid the novel object. If the
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caregiver displays a happy expression, the child will approach the novel
object. This process is known as social referencing and is seen in children
from the age of eight to ten months (Klinnert et al. 1983, 1987; Walker-
Andrews 1998). Interestingly, comparable social referencing is seen in chim-
panzees (Russell et al. 1997) and a very similar process has been shown in
other monkeys and labelled observational fear (Mineka and Cook 1993).

Mineka characterizes the process of observational fear within an aversive
conditioning framework (Mineka and Cook 1993). The US is the mother
macaque’s expression of fear, which she shows to the CS, the novel object.
This maternal fearful expression, the US, elicits an unconditioned response, a
fearful reaction, in the infant monkey. Pairing of the US with the CS, the novel
object, allows the CS to elicit a conditioned response; the infant monkey
comes to show a fearful reaction to the novel object.

A simple conditioning approach is, however, unlikely to be appropriate in
humans. In humans, the representation of the emoter’s intent has been shown
to be crucial. Indeed, the learning of valences for novel objects can be thought
of similarly to the learning of names for novel objects. When hearing a new
word, children do not automatically associate this word with whatever novel
object is in their immediate field of view. Instead, they turn towards the
speaker, calculate the object that they are attending to, and associate the new
word with this novel object (Baldwin et al. 1996; Bloom 2002). Similarly, dur-
ing social referencing, if the child is attending to one object when the care-
giver displays an emotional response to another, the child will look at the
caregiver to determine the direction of their attention. The child will then form
the appropriate association between the information communicated by the
caregiver’s expression and the object to which the caregiver had been attend-
ing (Moses et al. 2001). Thus, the communication of valence to objects, like
the communication of names to objects, involves association of the affective
information with a CS that corresponds to the communicator’s referent.

11.2 The production of emotional expressions

The suggestion developed above is that emotional expressions are commun-
icatory signals that function to convey valence information rapidly to con-
specifics. Specifically, they are particularly likely to be elicited under conditions
when there is an emotional stimulus in the environment and there is an 
audience to perceive the expression. But emotional expressions are not auto-
matically elicited under these conditions. Individuals are capable of intention-
ally manipulating their emotional displays, they may follow ‘display rules’,
societal proscriptions as to what emotion should be displayed in given cir-
cumstances and how intensely it should be displayed (Ekman and Friesen
1969). Indeed, one major task faced by the child in middle childhood is to
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learn the culture’s display rules governing the conditions that are appropriate
for the display of specific emotions. In a classic study of the development of
display rules and control over emotional expressions, age-related changes
were demonstrated in the ability of children to cover their disappointment at
the discovery that their gift for helping out an adult was much less interesting
than the gift they had been expecting; the disappointment of the younger 
children was far easier to detect (Saarni 1984).

There is thus a suggestion of spontaneous or over-learned emotional expres-
sions to emotional stimuli in the presence of observers as well as controlled or
posed emotional expressions as a function of display rules. It has been argued
that the neuropsychological data about the production of emotional expres-
sions echo this dichotomy (Rinn 1984; Hopf et al. 1992). Thus, it has been
claimed that sub-cortical regions are necessary for spontaneous emotional 
displays but not controlled ones, whereas cortical regions are necessary for
controlled emotional displays but not automatic emotional displays (Rinn
1984). However, this strict dichotomy overstates the empirical picture. Thus,
investigations of patients with Parkinson’s disease and other patients with
damage to the basal ganglia report marked reductions in the production of
spontaneous emotional expressions; such patients show reduced displays of
emotional expressions when watching emotionally arousing videos relative to
comparison individuals (Borod et al. 1990; Pitcairn et al. 1990; Weddell 1994;
Smith et al. 1996). However, such patients also show some impairment in 
the production of posed emotional displays, though to a lesser degree (Borod 
et al. 1990; Weddell 1994; Smith et al. 1996). Similarly, there have been reports
that lesions of frontal cortex impair the ability of the patient to pose emotional
expressions but spare the production of spontaneous emotional expressions
(Hopf et al. 1992). However, other studies find significant impairment in the
production of both posed and spontaneous emotional expressions in patients
with frontal cortex lesions (Weddell et al. 1988, 1990; Weddell 1994).

The data therefore suggest that sub-cortical regions, in particular basal gan-
glia, and cortical regions, particularly frontal cortex, are involved in both the
production of spontaneous and controlled emotional displays. A schematic of
regions known to be involved is presented in Fig. 11.1. Basal ganglia and
frontal cortex are represented as reciprocally interconnected such that damage
to either structure impairs the production of emotional expressions. The
greater output from the frontal cortex represents the fact that while frontal 
cortical lesions cause significant impairment to both the production of 
spontaneous and controlled expressions (Weddell et al. 1988, 1990; Weddell
1994), lesions to the basal ganglia disproportionately affect the production of
spontaneous expressions (Borod et al. 1990; Weddell 1994; Smith et al.
1996). Frontal cortex is likely to be crucial for representing goals to either
show or suppress an emotional expression. The basal ganglia receives inputs
from both the amygdala and other structures processing emotional informa-
tion. Although amygdala lesions do reduce the display of spontaneous fearful 
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displays to novel objects (Prather et al. 2001), they do not affect the production
of controlled fearful or other emotional displays (Anderson and Phelps 2000).

11.3 Responding to the emotional expressions of others

Two dissociable routes have been shown to be involved in processing fear 
conditioning (Armony et al. 1997; LeDoux 2000). Thus, information on 
conditioned stimuli during auditory fear conditioning can be mediated by 
projections to the amygdala from either the auditory thalamus or auditory 
cortex (LeDoux et al. 1984; Romanski and LeDoux 1992a,b; Campeau and
Davis 1995). Analogously, there have been suggestions that information on the 
emotional expressions of others can be conveyed either by a sub-cortical
pathway (retinocollicular–pulvinar–amygdalar) or by a cortical pathway
(retinogeniculostriate–extrastriate–fusiform) (de Gelder et al. 1999; Morris 
et al. 1999; Adolphs 2002).

The suggestion is that the sub-cortical pathway is fast and allows immedi-
ate automatic access of information on emotional expressions to the amygdala
that can then modulate the processing of information through the cortical
pathway (Pizzagalli et al. 1999; Adolphs 2002). In support of a sub-cortical
pathway, positive covariations of cerebral blood flow (as measured by positron
emission tomography imaging) have been demonstrated in the pulvinar, super-
ior colliculus and amygdala in response to masked facial expressions of anger
that had been previously associated with an aversive stimulus (Morris et al.
1999). Visual masking is assumed to be a result of interference between the
induction of neural activity by the stimulus and the mask, which occurs within
the relatively slow response time of primary visual cortex neurons (Macknik
and Livingstone 1998). Neurons in the superior colliculus are capable of
responding to much more rapid changes in visual input and hence produce
quite distinct responses to the facial expression and neutral mask. However,
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Fig. 11.1 A schematic of regions known to be involved in the production of emotional 
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such responses fail to elicit conscious experience. Additional support for the 
suggestion of a sub-cortical pathway has been provided by work with G.Y., a
patient with a long-standing right-sided hemianopia after occipital lobe dam-
age at the age of 8 years (de Gelder et al. 1999). This ‘blindsight’ patient
showed some ability to discriminate (by guessing) between different facial
expressions in his blind hemifield. Later neuro-imaging work with G.Y.
demonstrated differential amygdala responses to fearful versus happy expres-
sions when these were presented to both the blind and seeing hemifields.
However, striate and fusiform activity only occurred in response to stimuli
presented to the seeing hemifield. In addition, amygdala responses to fear con-
ditioned faces exhibit condition-specific covariations with neural activity in
the posterior thalamus and superior colliculus (Morris et al. 2001).

The cortical route involves regions of occipital and posterior temporal
visual cortex (Haxby et al. 2000, 2002). In particular, neuro-imaging studies
have indicated that three specific areas are involved in face processing: the 
lateral occipital gyri, bilateral regions in the lateral fusiform gyrus and the
posterior superior temporal sulcus (Kanwisher et al. 1997, 2000; Haxby et al.
1999). Moreover, there are strong suggestions of a dissociation in function
between the fusiform gyrus and superior temporal sulcus (Hasselmo et al.
1989; Hoffman and Haxby 2000). The suggestion is that the fusiform gyrus is
more involved in the processing of facial identity whereas the superior 
temporal sulcus is more involved in the processing of social communication
(Haxby et al. 2002).

Recent event-related potential and magnetoencephalography studies have
allowed considerable specification of the time-course for the processing of
emotional expressions (Pizzagalli et al. 1999, 2002; Streit et al. 1999; Halgren
et al. 2000). The earliest activity that discriminates between emotional facial
expressions is seen in midline occipital cortex from between 80 to 110 ms
post-stimulus (Pizzagalli et al. 1999; Halgren et al. 2000). From around 160
ms, activity is seen in the fusiform gyrus and superior temporal sulcus (Streit 
et al. 1999; Halgren et al. 2000; Pizzagalli et al. 2002). This literature has yet
to find evidence of early amygdala activity that the sub-cortical route should
predict. Indeed, the earliest activity seen is at around 220 ms in the right
amygdala (Streit et al. 1999). However, there has been a report of neuronal
discrimination, as single unit responses, between the emotions of fear and
happiness after only 120 ms in the orbital frontal cortex of a patient (Kawasaki
et al. 2001). This would suggest a sub-cortical route to orbital frontal cortex.

There appear to be further activations of superior temporal cortex after 
the amygdala activation (Streit et al. 1999), perhaps as a consequence of the
amygdala activity. Indeed, a recent study examining single unit activity in the
temporal visual cortex in monkeys found that information sufficient to distin-
guish different emotional expressions occurred around 50 ms after information
sufficient to distinguish faces from other objects was available (Sugase et al.
1999). This again suggests the possibility that response to emotional stimuli
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in the temporal cortex is modulated by feedback from structures such as the
amygdala (Adolphs 2002). Moreover, many imaging studies investigating the
neural response to emotional expressions have reported greater superior 
temporal sulcus and fusiform gyrus activity to emotional expressions relative
to neutral expressions (Phillips et al. 1998; Critchley et al. 2000; Iidaka et al.
2001). In addition, task conditions that increase attention to emotional expres-
sions result in increased superior temporal sulcus and fusiform gyrus activity
(Narumoto et al. 2001; Vuilleumier et al. 2001; Pessoa et al. 2002).

Two additional cortical areas that have been linked to the processing of
emotional expressions are bilateral regions of inferior frontal cortex and 
inferior parietal cortex. Three neuro-imaging studies have observed inferior
frontal cortex activity to emotional expressions (George et al. 1993; Nakamura
et al. 1999; Gorno-Tempini et al. 2001) although, it should be noted, many
other studies have not. Activity in the inferior parietal cortex, or at least the
proximal region of superior temporal sulcus, is frequently implicated in the
processing of face stimuli (Haxby et al. 2000) and expression processing
(Phillips et al. 1997; Streit et al. 1999; Halgren et al. 2000; Kesler-West et al.
2001; Pizzagalli et al. 2002). Moreover, two studies investigating which cor-
tical regions, when damaged, most effected expression recognition stressed
the importance of the inferior parietal cortex (Adolphs et al. 1996, 2000).
These areas are of potential interest as proximal areas are activated when
either an individual is initiating a movement or when they are observing
another initiate the same movement (Iacoboni et al. 1999). This has prompted
suggestions that responding to another individual’s expression relies on the
activation of motor programmes that the individual uses for the production of
expressions (Preston and de Waal 2003).

As stated in the beginning of this chapter a fundamental assumption of this
paper is that emotional expressions are communicatory signals that serve spe-
cific purposes. The claim is that this perspective allows an understanding into
specific patterns of activation seen for specific emotions. Importantly, fearful,
sad and happy expressions can all be viewed as reinforcers that modulate the
probability that a particular behaviour will be performed in the future. The
amygdala has been implicated in aversive and appetitive conditioning includ-
ing instrumental learning (Killcross et al. 1997; Everitt et al. 2000; LeDoux
2000). It is thus unsurprising, given the suggested role of fearful, sad and
happy expressions as reinforcers, that neuro-imaging studies, with a few
exceptions (Kesler-West et al. 2001), have generally found that fearful, sad
and happy expressions all modulate amygdala activity (Schneider et al. 1994;
Breiter et al. 1996; Morris et al. 1996; Phillips et al. 1997, 1998; Baird et al.
1999; Blair et al. 1999; Drevets et al. 2000), though it should be noted that
happy expressions have been reported to both increase and decrease amygdala
activity (Breiter et al. 1996; Morris et al. 1996). The neuropsychological 
literature supports the neuro-imaging literature about the importance of the
amygdala in the processing of fearful expressions. There have been occasional
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suggestions that amygdala damage leads to general expression recognition
impairment but these reports are typically from patients whose lesions extend
considerably beyond the amygdala (Rapcsak et al. 2000). Instead, amygdala
lesions have been consistently associated with impairment in the recognition
of fearful expressions (Adolphs et al. 1994, 1999; Calder et al. 1996;
Schmolck and Squire 2001). Impairment in the processing of sad expressions
is not uncommonly found in patients with amygdala lesions (Adolphs et al.
1999; Schmolck and Squire 2001). Indeed, a recent review of patient per-
formance across studies, reported that around 50% of patients with amygdala
damage present with impairment for the recognition of sad expressions (Fine
and Blair 2000). Amygdala lesions rarely result in impairment in the recogni-
tion of happy expressions (Adolphs et al. 1999; Fine and Blair 2000).
However, this may reflect the ease with which happy expressions are recog-
nized (Ekman and Friesen 1976).

Disgusted expressions are also reinforcers but are used most frequently to
provide information about foods (Rozin et al. 1993). In particular, they allow
the rapid transmission of taste aversions; the observer is warned not to
approach the food that the emoter is displaying the disgust reaction to.
Functional imaging studies have consistently shown that disgusted expressions
engage the insula and putamen (Phillips et al. 1997, 1998; Sprengelmeyer et al.
1998) and patients with damage to the insula present with selective impairment
for the recognition of disgusted expressions (Sprengelmeyer et al. 1996; Calder
et al. 2000). Experimental investigations in macaques have shown that there is
a primary taste cortical region in the anterior insula (Rolls 1997) and neuro-
imaging studies in humans have also shown the insula to be involved in the rep-
resentation of taste (O’Doherty et al. 2001b; Small et al. 2001). Crucially,
insula lesions have been found to block the acquisition and expression of taste
aversion learning (Cubero et al. 1999). Thus, the suggestion is that the dis-
gusted expressions of others activate in particular the insula allowing taste
aversion (disgust expression US–novel food CS associations) to occur.

In contrast to the expressions considered above, it is far less clear that the
angry expression is a basic reinforcer. Angry expressions are known to curtail
the behaviour of others in situations where social rules or expectations have
been violated (Averill 1982). They appear to serve to inform the observer to
stop the current behavioural action rather than to convey any information as to
whether that action should be initiated in the future. In other words, angry
expressions can be seen as triggers for response reversal (Blair et al. 1999;
Blair and Cipolotti 2000). Orbital frontal cortex is crucially implicated in
response reversal (Dias et al. 1996; O’Doherty et al. 2001a; Cools et al.
2002). Interestingly, similar areas of lateral orbital frontal cortex are activated
by angry expressions and response reversal as a function of contingency
change (Sprengelmeyer et al. 1998; Blair et al. 1999; Kesler-West et al. 
2001). In addition, most neuro-imaging studies do not observe amygdala 
activation to angry expressions (Sprengelmeyer et al. 1998; Blair et al. 1999; 
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Kesler-West et al. 2001). The only study, to my knowledge, that did observe
amygdala activation by angry expressions found very weak activation that was
significantly less than that seen to fearful expressions (Whalen et al. 2001).

11.4 Neurotransmitter involvement in responding to 
the expressions of others

There is a growing body of data indicating a degree of differential neurotrans-
mitter involvement in systems responsible for the processing of emotional
expressions. Thus, pharmacological interventions can alter the communicatory
salience of emotional expressions. For example, serotonergic manipulations
have been found to differentially affect the processing of fearful and happy
expressions (Harmer et al. 2001a), noradrenergic manipulations to differen-
tially affect the processing of sad expressions (Harmer et al. 2001b) whereas
dopaminergic and GABAergic manipulations differentially affect the process-
ing of angry expressions (Borrill et al. 1987; Blair and Curran 1999; Zangara
et al. 2002). Given these differential effects one might predict that the 
serotonergic and noradrenergic manipulations are differentially affecting the
amygdala’s role in responding to fearful, sad and happy expressions as uncon-
ditioned stimuli for aversive and appetitive conditioning and instrumental
learning, whereas GABAergic manipulations impact the role of orbital frontal
cortex in modulating the response to interpersonal signals of conflict such as
anger. Certainly, it is known that there is considerable serotonergic and nor-
adrenergic innervation of the amygdala (Amaral et al. 1992) and the impact of
noradrenergic manipulations of the amygdala’s role in the augmentation of
episodic memory is well known (Cahill and McGaugh 1998; Cahill 2000).
There are high concentrations of benzodiazepine receptor sites in both 
amygdala and the frontal cortex (Dennis et al. 1988; Bremner et al. 2000).
However, although the central nucleus of the amygdala which projects to 
autonomic centres in the brain stem is densely innervated by GABA neurons,
the basolateral nucleus of the amygdala, projecting to cortical regions, contains
only scattered GABA neurons (Swanson and Petrovich 1998). It is plausible 
that the basolateral nucleus, as a function of its interconnections with 
cortical regions, is more involved in responding to fearful expressions and
thus relatively unaffected by GABAergic manipulations.

At present only one study, to my knowledge, has examined the neural
underpinnings of the effects of these pharmacological agents (Blair et al.
2003). This investigated the impact of diazepam on the neural response to
morphed angry and fearful expressions. Interestingly, while diazepam abol-
ished the increase in lateral orbital frontal cortex activity as a function of
increased angry expression intensity, the increase in amygdala activity as a
function of increased fearful expression intensity was not affected by
diazepam. This study thus adds support to the suggestion that GABAergic
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manipulations impact the role of orbital frontal cortex in modulating the
response to interpersonal signals of conflict such as anger.

11.5 Acknowledging other individuals’ expressions: 
closing the communicatory loop

In this paper the communicatory function of emotional expressions has been
stressed. Reference was made to a crucial determinant of whether an expres-
sion will be elicited: the presence of others (Jones and Raag 1989; Chovil
1991; Fridlund 1991; Jones et al. 1991). Individuals typically display expres-
sions when there is an audience to witness these expressions. This might sug-
gest that individuals should stop displaying emotional expressions when the
audience has demonstrated that they have registered the display of the emoter.
Thus, for example, in the social referencing example provided above, the care-
giver should stop to display fear when the infant demonstrates that they will
now not approach the aversive novel object. However, although this would
intuitively appear to be the case, I know of no empirical literature demon-
strating it to be so.

One particular case where there are clear indications that the audience
demonstrates that they have registered the display of the emoter is seen during
embarrassment displays. Embarrassment is associated with gaze aversion, shift-
ing eye positions, speech disturbances, face touches, a nervous smile and a rigid,
slouched posture (Goffman 1967; Asendorpf 1990; Lewis et al. 1991). More
recent work has demonstrated that embarrassment display unfolds in the fol-
lowing reliable sequence. This involves gaze aversion; a smile control, which is
a lower facial action that potentially inhibits the smile; a non-Duchenne smile,
which only involves the zygomatic major muscle action that pulls the corners of
the lips upwards; a second smile control; head movements down; and then face
touching, which occurred around 25% of the time (Keltner 1995).

Leary and Meadows (1991), Leary et al. (1996) and others (Keltner 1995;
Miller 1996; Gilbert 1997; Keltner and Buswell 1997) have suggested that
embarrassment serves an important social function by signalling appeasement
to others. When a person’s untoward behaviour threatens his/her standing in an
important social group, visible signs of embarrassment function as a non-
verbal acknowledgement of shared social standards. Leary argues that embar-
rassment displays diffuse negative social evaluations and the likelihood of
retaliation. The basic idea is that embarrassment serves to aid the restoration
of relationships following social transgressions (Keltner and Buswell 1997). 
In other words, embarrassment displays may be initiated by an individual 
following an emoter’s display of anger: if the individual’s behaviour was 
unintentional or the angry observer is of high status.

There is a good deal of empirical evidence to support this ‘appeasement’
or remedial function of embarrassment from studies of both humans and 
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non-human primates (Leary and Meadows 1991; Gilbert 1997; Keltner and
Buswell 1997; Keltner and Anderson 2000). For example, Semin and
Manstead (1982) found that people reacted more positively to others after a
social transgression if the transgressors were visibly embarrassed. In addition,
Leary et al. (1996) presented evidence that people are actually motivated to
convey embarrassment to others as a way of repairing their social image.

11.6 Pathological expression processing: the cases of autism,
developmental psychopathy and acquired sociopathy

If emotional expressions serve a communicatory function, as I have been
arguing, we might expect that atypical responding to the emotional expressions
of others would adversely affect development. Three ways in which develop-
ment can be affected will be discussed below with reference to the neuro-
psychiatric conditions of autism, developmental psychopathy and acquired
sociopathy.

Autism is a severe developmental disorder described by the American
Psychiatric Association’s diagnostic and statistical manual (DSM-IV) as ‘the
presence of markedly abnormal or impaired development in social interaction
and communication and a markedly restricted repertoire of activities and
interests’ (American Psychiatric Association 1994, p. 66). The main criteria
for the diagnosis in DSM-IV can be summarized as qualitative impairment in
social communication and restricted and repetitive patterns of behaviour and
interests. These criteria must be evident before 3 years of age.

As long as autism has been recognized, the idea has existed that the main
difficulty for people with autism is an inability to enter into emotional rela-
tionships. Thus, Kanner, the psychiatrist who originally described the disorder
in 1943, wrote ‘these children have come into the world with an innate inabil-
ity to form the usual, biologically provided affective contact with other 
people, just as other children come into the world with innate physical or 
intellectual handicaps’ (Kanner 1943, p. 250). More recently, it has been sug-
gested that autism is due to an innate impairment in the ability to perceive and
respond to the affective expressions of others, and that this deficit leads to
their profound difficulties in social interaction (Hobson 1993).

Many studies have investigated the ability of individuals with autism to 
recognize the emotional expressions of others. Many have reported that 
children with autism have difficulty recognizing the emotional expressions of
others (Hobson 1986; Bormann-Kischkel et al. 1995; Howard et al. 2000)
with a recent claim suggesting that this is specific for fearful expressions
(Howard et al. 2000). However, the above only applies to studies where the
groups have not been matched on mental age. When they are, children with
autism have usually been found to be unimpaired in facial affect recognition
(Ozonoff et al. 1990; Prior et al. 1990; Baron-Cohen et al. 1997b; Adolphs 
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et al. 2001). In addition, several studies have found the emotion processing
impairment to be pronounced only when the emotion is a complex ‘cognitive’
emotion such as surprise or embarrassment (Capps et al. 1992; Baron-Cohen
et al. 1993; Bormann-Kischkel et al. 1995).

I would therefore argue that autism does not represent a disorder where
there is atypical recognition of emotional expressions. However, autism is
interesting because of the well-documented impairment in theory of mind
shown by patients with this disorder (Frith 2001). Theory of mind refers to the
ability to represent the mental states of others, i.e. their thoughts, desires,
beliefs, intentions and knowledge (Premack and Woodruff 1978; Leslie 1987;
Frith 1989). Impairment in theory of mind is interesting for the communic-
atory role of emotional expressions. Thus, a healthy individual, when witness-
ing the emotional display of another individual, will attempt to represent the
intended cue that elicited the emoter’s expression. So, for example, during
social referencing, if the child is attending to one object when the caregiver
displays an emotional response to another, the child will look at the caregiver
to determine the direction of their attention (Moses et al. 2001). Theory of
mind should be involved in the representation of the emoter’s intention. If it
is, we might predict anomalous behavioural reactions to the emotional dis-
plays of other individuals in children with autism given their theory-of-mind
impairment. In particular, we should see a reduction in the usual orientation
response to the emoter to calculate the eliciting stimulus. Indeed, this is
exactly what is seen in children with autism. A series of studies has examined
the behavioural reactions of individuals with autism when the child has been
playing with the experimenter and the experimenter has feigned an emotional
reaction, usually distress (Sigman et al. 1992; Dissanayake et al. 1996; Bacon
et al. 1998; Corona et al. 1998). All four of these studies have reported
reduced orientation to the caregiver by the children with autism although this
was only in the lower ability sample in the Bacon et al. (1998) study. However,
this does not reflect a lack of responsiveness to other individuals’ emotion. 
A child with autism presented with another individual in distress will show
aversive autonomic arousal to the other’s distress (Blair 1999) and, as has been
argued above, children with autism present with no impairment in expression
recognition (Ozonoff et al. 1990; Prior et al. 1990; Baron-Cohen et al. 1997b;
Adolphs et al. 2001).

The above argument generates further predictions about emotion in autism.
Social referencing, the learning of emotional valence for novel objects, should
be impaired in children with autism. The child with autism should fail to use
the emoter’s gaze direction to calculate the correct object to associate the
valence elicited by the emoter’s display in the same way that they fail to use a
speaker’s gaze direction during novel word use to calculate the speaker’s 
referent (Baron-Cohen et al. 1997a). This, in turn, predicts that children with
autism may present with very unusual emotional reactions to objects. That is,
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without representing the emoter’s referent they may associate valence to novel
objects inappropriately or not at all.

Psychopathy is a developmental disorder characterized in part by callous-
ness, a diminished capacity for remorse, impulsivity and poor behavioural
control (Hare 1991). It is identified in children with the antisocial process
screening device (Frick and Hare 2001) and in adults with the revised psy-
chopathy checklist (Hare 1991). Importantly, this disorder is not equivalent to
the psychiatric diagnoses of conduct disorder or antisocial personality dis-
order (American Psychiatric Association 1994). These psychiatric diagnoses are
relatively poorly specified and concentrate almost entirely on the antisocial
behaviour shown by the individual rather than any form of functional impair-
ment. Because of this lack of specification, rates of diagnosis of conduct 
disorder reach up to 16% of boys in mainstream education (American
Psychiatric Association 1994) and rates of diagnosis of antisocial personality
disorder are over 80% in forensic institutions (Hart and Hare 1996). Because
of these high rates of diagnosis, populations identified with these diagnostic
tools are highly heterogeneous and also include many individuals with other
disorders. Psychopathy, in contrast, is shown by less than 1% of individuals in
mainstream education (Blair and Coles 2000) and less than 30% of individu-
als incarcerated in forensic institutions (Hart and Hare 1996).

One account of psychopathy has linked the disorder to early amygdala dys-
function and consequent impairment in processing fearful and sad expressions
(Blair 1995, 2001; Blair et al. 1999). The basic suggestion is that psychopathic
individuals represent the developmental case where sad and fearful expres-
sions are not aversive unconditioned stimuli. As a consequence of this, the
individual does not learn to avoid committing behaviours that cause harm to
others and will commit them if, by doing them, he receives reward (Blair
1995). In line with this theory, psychopathic individuals have been found to
present with reduced amygdaloid volume relative to comparison individuals
(Tiihonen et al. 2000) and reduced amygdala activation, relative to compar-
ison individuals, during an emotional memory task (Kiehl et al. 2001) and
aversive conditioning tasks (Veit et al. 2002). Moreover, in functions that
recruit the amygdala such as aversive conditioning and instrumental learning,
the augmentation of startle reflex by visual threat primes or arousal to the 
anticipation of punishment are all impaired in psychopathic individuals (Blair
2001). Also in line with the theory, psychopathic individuals show pronounced
impairment in processing sad and fearful expressions. They show reduced
autonomic responses to these expressions (Aniskiewicz 1979; Blair et al. 1997)
and, particularly in childhood, impaired ability to recognize these expressions
(Blair et al. 2001). Finally, their socialization is markedly impaired. Thus,
although it has been repeatedly shown that the use of empathy inducing posit-
ive parenting strategies by caregivers decreases the probability of antisocial
behaviour in healthy developing children, it does not decrease the probability
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of antisocial behaviour in children who present with the emotional dysfunc-
tion of psychopathy (Wootton et al. 1997).

Acquired sociopathy represents an interesting counterpoint to developmental
psychopathy. ‘Acquired sociopathy’ was a term introduced by Damasio et al.
(1990) to characterize individuals who, following acquired lesions of the orbi-
tofrontal cortex, fulfil the DSM-III diagnostic criteria for ‘sociopathic 
disorder’ (American Psychiatric Association 1980). Previously, Blumer and
Benson (1975) had used the term ‘pseudo-psychopathy’ to refer to patients
with frontal lobe lesions presenting in this manner. Although there have been
suggestions that developmental psychopathy and acquired sociopathy might be
different forms of the same disorder (Damasio 1994), this now appears unlikely
(Blair 2001). Indeed, developmental psychopathy and acquired sociopathy
present very differently. Psychopathic individuals present with pronounced
levels of goal-directed instrumental aggression and antisocial behaviour,
reflecting an impairment that interferes with their ability to be socialized
(Cornell et al. 1996). In contrast, patients with acquired sociopathy present
with frustration- or threat-induced reactive aggression whether their acquired
lesion of the orbital frontal cortex occurs in childhood (Pennington and
Bennetto 1993; Anderson et al. 1999) or adulthood (Grafman et al. 1996;
Blair and Cipolotti 2000).

I have argued for the communicatory role of angry and embarrassment
expressions in regulating social hierarchical interactions, in particular, the role
of angry expressions in stopping the current behavioural action and the role of
embarrassment displays in communicating a lack of intent to commit the
action that has resulted in social disapproval. We might expect therefore 
that an individual whose response to angry/embarrassment expressions is 
dysfunctional should present with impaired modulation of their social 
behaviour. The orbital frontal cortex is implicated in the response to angry
expressions (Sprengelmeyer et al. 1998; Blair et al. 1999; Kesler-West et al.
2001). Interestingly, then, patients with acquired sociopathy following lesions
of the orbital frontal cortex present with generally impaired expression
recognition but this impairment is particularly marked for angry expressions
(Hornak et al. 1996; Blair and Cipolotti 2000). The strong suggestion is there-
fore that this impairment underlies their socially inappropriate behaviour.

11.7 Conclusions

In this chapter I have stressed the communicatory function of emotional expres-
sions. Importantly, the argument is not that the display of expressions implies
that the emoter intended to convey a specific message to the observer, it is
simply that emotional expressions serve a communicatory function. Crucially,
the emoter’s emotional displays are a function of the presence of observers and
the observer will attempt to determine the referent of the emoter’s display.
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Assuming the observer accomplishes this, appropriate information will have
been transferred from the emoter to the observer.

Although emotional expressions are not intentional communications, their dis-
play can be intentionally manipulated. Children learn display rules; social rules
that stipulate when it is, and when it is not, appropriate to display emotional
expressions. Thus we can learn to intentionally mask or alter our expressions as
a function of these display rules. Presumably, the emoter’s intent modulates the
frontal lobe–basal ganglia circuitry that has been implicated in the production
of emotional expressions.

Although systems generally involved in processing facial stimuli, such as
the occipital cortex, fusiform and the superior temporal sulcus process expres-
sions, the communicatory function of emotional expressions is reflected in the
partly dissociable neural systems that are additionally involved in processing
emotional expressions. Thus, expressions that serve as positive or negative
reinforcers preferentially activate the amygdala (fearfulness, sadness and 
happiness). Although disgusted expressions are also reinforcers, they are used
most frequently to provide information about foods. As such they engage the
insula, a region involved in taste aversion. Angry expressions initiate response
reversal and activate regions of orbital frontal cortex that are involved in the
modulation of behavioural responding.

If we assume that emotional expressions serve a communicatory function,
we must predict that they will be more likely to be displayed when a potential
observer is present. This is indeed the case. In addition, we must predict that
the display of the expression will be terminated when the observer has shown
clear indication that they have received the communication. This remains to be
investigated.

The consequences of impairment in being able to adequately process the
emotional displays of others can be severe. I have argued that although indi-
viduals with autism may be able to recognize the expressions of others, it is
highly likely that they fail to adequately process the emoter’s referent and that
they therefore process the display incorrectly because of their impairment in
theory of mind. In contrast, individuals with the developmental disorder of
psychopathy and individuals with acquired sociopathy following lesions of the
orbital frontal cortex fail to respond appropriately to specific expressions. In
psychopathic individuals, the processing of other individuals’ sadness and fear
is particularly affected. This leads to a failure in socialization. The psycho-
pathic individual does not learn to avoid actions that cause harm to others. In
acquired sociopathy, the processing of others’ anger and probably embarrass-
ment is particularly affected. This leads to a failure to adequately modulate
behaviour according to the social context.

In short, emotional expressions allow the rapid communication of valence
information between individuals. They allow the observer to rapidly learn
which behaviours and objects (including foods) to approach or avoid, as well
as information allowing rapid modification of behaviour according to the
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social environment and hierarchy. Impairment in systems that respond to the
emotional expressions of others can have devastating effects.
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12

Models of dyadic social interaction
Dale Griffin and Richard Gonzalez

We discuss the logic of research designs for dyadic interaction and present 
statistical models with parameters that are tied to psychologically relevant 
constructs. Building on Karl Pearson’s classic nineteenth-century statistical
analysis of within-organism similarity, we describe several approaches to indexing
dyadic interdependence and provide graphical methods for visualizing dyadic
data. We also describe several statistical and conceptual solutions to the ‘levels
of analysis’ problem in analysing dyadic data. These analytic strategies allow the
researcher to examine and measure psychological questions of interdependence
and social influence. We provide illustrative data from casually interacting and
romantic dyads.

Keywords: dyads; statistical analysis; interdependence; research design

12.1 Introduction

Social interaction is a fundamental aspect of psychological life for humans,
chimpanzees, dolphins and other ‘social animals’. In humans, social interac-
tion, especially dyadic social interaction, can have profound effects, promot-
ing both happiness and depression, and possibly even physical well-being and
longevity. Ethology, the study of animals in their natural environments, is dom-
inated by the naturalistic observation of social interaction. Social psychology,
often defined—at least in the classic American tradition—as the study of the
individual in the social context, is finally turning back to the study of natural
social interaction. We begin with the story of how and why social psychology
turned its back on the study of social interaction, and then describe models 
of dyadic social interaction that are guiding the field back to studying this 
central issue.

The most well-known and influential social psychology studies are con-
trolled experiments that demonstrate the power of the social situation to
change behaviour in surprising and profound ways. Probably the best-known
series of such studies is that conducted by Solomon Asch (1952), which
demonstrated that a unanimous group could impose such conformity pressure
on an individual as to make the individual report that a long line was relatively
short (and vice versa). Second in prominence is the series of studies 
by Stanley Milgram (1974) which demonstrated that an insistent ‘expert’
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experimenter with the trappings of authority (e.g. a white laboratory coat)
could impose such compliance pressure on an individual that the volunteer
‘teacher’ would give apparently fatal electric shocks to a ‘learner’ subject.
These and a long list of similarly profound experiments illustrate the power of
social interaction without ever creating any natural contact between the ‘inter-
acting’ individuals. Whether it is the unyielding and unanimously mistaken
majority of the conformity studies of Asch (1952), the magisterial and
unshakeable experimenter of the compliance studies of Milgram (1974), the
forbidding and frightening scientist of the fear and affiliation studies of
Schachter (1959), or the unconcerned and distracted onlookers of the
bystander intervention studies of Darley and Latane (1968), the social con-
texts—that is, the other people—are constrained to uniformity to provide a
controlled experience for the ‘real’ participants in the studies. There are good
reasons for the individualistic approach of classic experiments on the influ-
ence of ‘social’ context. The experimental method itself, the manipulation and
control of factors that allows the experimenter to draw the cherished causal
inference, brings with it some basic ground rules: individuals within condi-
tions should be treated identically to eliminate confounding and to reduce
within-cell error variance.

There is no doubt that these and similar experiments have taught us much
about the nature of social influence (most importantly, that an individual’s
thoughts, feelings and behaviour are powerfully determined by the presence
and behaviour of others), and each of these scholars clearly acknowledged the
interplay between individual and group in real life. However, the experi-
mental methodology of the individual subject faced with pre-programmed
confederates has stifled the study of actual group or dyadic processes. From
the perspective of the classic experimental tradition, actual interaction brings
with it two undesirable consequences. First, extraneous or uncontrolled varia-
tion and covariation are introduced, whereas the goal of the controlled 
experiment is to maximize the systematic effect relative to the uncontrolled
variation. Second, the interaction brings with it the threat of a statistical 
‘nuisance’, the statistical dependence of data across individuals. As the method-
ologist David Kenny (1994) has noted, this nuisance is actually the ‘very stuff’
of social interaction, because it indicates that interacting individuals actually
affect each other. However, to the social psychology experimenter, this 
statistical dependence across subjects within conditions was devastating
because it required moving the level of statistical analysis from the individual
to that of the group, and this dramatically reduced the number of units
analysed and hence the power of that analysis. Thus, a study of 16 interacting
groups, each with five individuals, would not have 80 units or total degrees of
freedom to analyse, but only 16.

These methodological challenges helped deter experimentalists from study-
ing actual social interaction. However, a few brave souls were committed to
studying relationships such as those between romantic partners, between 
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siblings or between parents and children. Although it was clear that such rela-
tionships could not simply be studied by controlled experiments, the indi-
vidual level of analysis still reigned supreme because of a third problem with
conceptualizing and analysing dyadic and group interaction. That is, from dis-
ciplines more at home with data from aggregates (in particular, sociology and
political science) came warnings of the dangers of making cross-level infer-
ences. Robinson (1950) illustrated the ‘ecological fallacy’ with the following
example: across the 48 US states represented in the 1930 census the correla-
tion between percentage foreign born (i.e. immigrants) and percentage literate
was �0.58; however, within the states the average correlation between 
the two dichotomous variables was �0.11. As Freedman (2001) summarizes,
‘The ecological correlation suggests a positive correlation between foreign
birth and literacy: the foreign-born are more likely to be literate . . . than the
nativeborn . . . . The ecological correlation gives the wrong inference. The sign
of the correlation [at the aggregate between-state level] is positive because the 
foreign-born tend to live in states where the native-born are relatively literate’
(p. 4027). Freedman also demonstrates that the same patterns of correlation are
found today between measures of income and immigration: large and positive
between-state correlation and small and negative within-state correlation—
primarily because immigrants are attracted to large cities in wealthy areas.

As Robinson (1950) recognized, the difference between the ecological and
individual correlations combines two biases: an aggregation bias whereby the
individual-level effect is amplifed by the combination process, and a level-
specific confounding whereby the relation at each level is determined by a dif-
ferent set of causal factors. If only the first bias is operating, then the
aggregate correlation will be of the same sign as the individual-level correla-
tion, only larger. However, a confounding bias (as in the census examples) can
result in the sign of the correlation switching.

The message of Robinson (1950) was that researchers should restrict their
inferences to the level at which they collected their data and that they should
be sensitive to different causal influences at each level, across and within
units. However, in psychology, this warning had the effect of reinforcing the
bias towards studying individual behaviour and avoiding the effects of actual
social context. Thus, relationship researchers routinely measured only one
member of a couple, or if they collected data on both members, they would
analyse the data for each sex separately. Why was this so wrong, other than
making it impossible to find evidence of social interaction or social influence
effects? Consider the cross-state example again. What level of analysis is rep-
resented by examining a national census and correlating foreign-born status
and literacy ignoring states? This ‘total’ correlation combines the individual
(within-state) and ecological (between-state) relationship and tells us nothing
about each level of analysis separately. Note that a proper individual-level cor-
relation in the census example was always computed within-state. In a dyadic
design, the individual-level correlation is not the total correlation across all
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individuals, but is instead the within-dyad correlation. Thus, whenever effects
may operate at both the individual and the dyadic level, no problems are
solved by analysing only one individual per dyad. The results will represent a
conglomeration of individual and dyadic effects.

In the dyadic case, this can be described by the following identity:

where rxy represents the total correlation across individuals, rd represents the
corrected dyad-level correlation, r i represents the corrected individual-level
correlation, and rxx� and ryy� represent the ICCs, or proportion of shared vari-
ance on each variable. The ‘pieces’ of this equation are the building blocks of
interdependence theory and are thrown away by the kind of designs that throw
away statistical dependence. The ICCs represent the similarity within dyad
members, and are the fundamental building blocks for measuring interper-
sonal influence. We begin with this and build up models for dyadic social
interaction.

We consider the problems and opportunities of dyadic data analysis in light
of a specific example. Stinson and Ickes (1992) observed pairs of male stu-
dents interacting in an unstructured ‘waiting room’ situation. These interac-
tions, some between friends and some between strangers, were videotaped and
coded on a number of dimensions including the frequency of verbalizations,
gestures and gazes. Note that this is a special situation because the researchers
randomly assigned the pairs of strangers. This provides a rare opportunity to
examine how interdependence emerges. That is, any similarity between 
individuals within these dyads can be seen as an emergent property of the
social interaction. Owing to the random assignment, we can assume that indi-
viduals start off no more similar to their partners than they are to any other
person in the sample. However, if interaction leads to interdependence—so
that the dyads are no longer simply the ‘sum of their individual parts’—then
interaction might lead individuals to become more (a positive ICC) or less 
(a negative ICC) similar to their partners than to the other people in the sample.
When dyadic sorting is non-random, as in the case of heterosexual romantic
relationships or male friends as in the Stinson and Ickes (1992) study, this
inference is not so straightforward. Similarity within dyads may indicate inter-
dependence arising through interaction, but it may also be an artefact of sort-
ing owing to common interests, common abilities or common status.

A second aspect of the study of Stinson and Ickes (1992) is noteworthy.
Dyads made up of male friends or male strangers have members that are 
(in statistical terms) exchangeable because they are not readily distinguished
on the basis of sex or any other non-arbitrary variable. When the dyad 
members are distinguishable it is possible for the scores of the members
within each ‘type’ or category to have different means, different variances and

rxy � �rxx�rd �ryy� � �(1 � rxx�)ri �(1 � ryy�),
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different covariances. For example, if the dyads were made up of a teacher 
and a learner, the two types of individuals might behave very differently.
When the dyad members are exchangeable, however, their scores have the
same mean, the same variance and the same distribution because there is no
meaningful way to divide them into distinct categories. We do not dwell on
this categorization but simply note that the analytic methods are generally
more complex in the exchangeable case (Gonzalez and Griffin 2000).

12.2 Assessing interdependence on a single variable: 
the intraclass correlation

In the case of dyadic and group designs, the ICC has a special meaning because
it assesses the degree of agreement within group members. For example, if we
assess how often two strangers speak, the ICC provides a measure of agree-
ment within dyads, and so it provides a natural measure of interdependence.
If each individual vocalizes at a rate that is equal to his dyadic partner’s, but
different dyads have different mean levels of vocalization, then the ICC will be
a perfect 1 because pairs are maximally similar (i.e. all the variance is between
couples). If ratings vary within dyads just as much as they vary between dyads,
then the ICC will equal 0 because there is no evidence of similarity or dissim-
ilarity across coupled individuals. If ratings vary more within dyads than they
do between dyads, the ICC will be negative, indicating that individuals within
groups are more dissimilar than expected by chance, that is, individuals within
a dyad are behaving in a complementary fashion.

The ICC can be used to index non-independence or interdependence across
a wide range of applications, from diary studies where individuals are meas-
ured a number of times (time is embedded within individuals and an indi-
vidual’s scores may be similar across those times) to educational studies where
students within classes share a common environment (students are nested
within schools and the students within a school may be similar) to studies of
close relationships where individuals mutually influence each other. In each of
these designs and many others, the presence of non-independence or interde-
pendence provides a challenge and an opportunity. The challenge is to deal
with the level-of-analysis problem (e.g. individuals versus classes versus
schools), both statistically and conceptually. The opportunity is to go beyond
merely acknowledging the degree of non-independence and unpack the mean-
ing of the shared effects. Clearly, if a researcher is examining the impact of
social interaction, then the degree of interdependence might be a central 
phenomenon of interest, and should be modelled directly rather than treated
as a statistical nuisance that needs to be corrected.

The ICC is one of the oldest, as well as one of the most versatile, statistics.
The original computational method for the ICC was proposed by Karl Pearson
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(1901). He was searching for an index of similarity in plants for use in genetic
research. For example, early genetics researchers could have studied whether
the pea blossoms on a particular plant tended to be of a similar size. Pearson
(1901) proposed a method for listing all the measurements of interest across
all plants and tagging those that came from ‘within’ the same plant. He
focused on the similarity of all possible pairwise combinations of the blos-
soms within a plant. Imagine there are three blossoms on the first plant: 1 is
compared to 2, 1 is compared to 3 and 2 is compared to 3. If they are all the
same size—but different from the overall mean across all plants—that adds up
to evidence for within-plant similarity.

Originally, this pairwise ICC was computed using a special way of coding
data, although other methods of computation have been developed for this
maximum-likelihood estimate of the ICC. Consider a simple example of the
frequency of vocalization in the members of five male dyads. Let us say that
the scores on this dependent variable were (1,2), (3,4), (4,4), (5,4) and (2,3).
Each member of the same couple is denoted within parentheses. We could
enter these ten data points in one long column, 1, 2, 3, 4, 4, 4, 5, 4, 2, 3, along
with an associated column of codes that tell us of which dyad the individual
was a member. The pairwise approach involves re-entering the same data but
in a different order, an order that switches the two individuals within the same
dyad. So, for these data the second column would be 2, 1, 4, 3, 4, 4, 5, 4, 3
and 2. To understand how this coding actually codes the level of agreement
within dyads, it is helpful to plot these data, calling the first column X and the
second column of reordered data X� (see Fig. 12.1).
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This plot appears to show a positive correlation between the two columns
regardless of dyadic membership, but actually it shows more. If we connect
the two points from the same dyad with a line segment, we see some structure
around the identity line. It is this very structure that is the experimental ‘nuis-
ance’, the violation of statistical independence: these data are not randomly
scattered on the plane, instead points are coupled according to dyadic struc-
ture. Fig. 12.2 displays the additional structure.

This second plot shows that the two members of each dyad tended to share
a tendency to vocalize, as the behaviour of the two members in four of the five
couples differed by only one point. Note that perfect agreement corresponds
to a point on the identity line, as seen in the dyad scoring (4,4). Importantly,
not only do pairs within dyads tend to be similar but there is quite a bit of vari-
ation across dyads. It turns out that the traditional Pearson product-moment
correlation between these two variables (i.e. variables that have been ‘pair-
wise’ or double coded, X and X� in our nomenclature) provides the pairwise 
or Pearson ICC. In this example, the intraclass is relatively high at 0.706, 
suggesting a high level of within-dyad agreement.

Consider the data plotted in Fig. 12.3, demonstrating a lack of similarity
within dyads. This plots the data (1,5), (2,5), (3,1), (4,1) and (5,3). Again, string
these data into one long column, create a second column that contains the 
re-coded pairwise data, examine the plot and compute the Pearson correlation
between the two columns. As one would expect with these data, there is relat-
ively little agreement within dyads but instead there is marked dissimilarity in
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that when one member of the couple scored relatively high (i.e. above the
mean) the other member scored relatively low, indicating some sort of process
of complementarity. Indeed, the plots show that the pairs of points are not
close to the identity line (which would have signified agreement) and the
Pearson correlation between X and X� is �0.615.

From the data of Stinson and Ickes (1992), we selected three variables on
which to measure dyadic interdependence: gazes, verbalizations and gestures.
Our example focuses on the 24 dyads of same-sex strangers. Each variable
was coded in the pairwise fashion, creating a total of six columns of data for
the three variables (e.g. the 2N gaze scores in column 1, and the 2N gaze
scores in reversed order in column 2, and so on). The corresponding value of
rxx� for the frequency of gazes was 0.57; for the frequency of verbalizations,
0.84; and for the frequency of gestures, 0.23 (i.e. 57%, 84% and 23% of the
variance in each variable, respectively, was shared between dyad members).
These values of rxx� suggest that dyad members were quite similar on the 
frequency of their gazes and the frequency of their verbalizations, but it
appears that the similarity between dyad members in the frequency of their
gestures was low. Recall our argument about the role of random assignment in 
allowing inferences about emergent properties in dyads. Clearly, individuals
allocated to dyads started out with varying norms of how much to gaze at their
partner. There was no reason for individuals within groups to show such 
concordance in amount of gazing unless something like a group norm
emerged spontaneously in these waiting-room interactions. When dyads are
sorted more naturalistically, then sorting may occur based on the similarity of
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any number of variables. Then, the standard of proof for identifying emergent
norms is much higher, and such inferences may require a multivariate form of
dyadic similarity as captured in the dyad-level correlation described in the
next section.

Fig. 12.4 presents two intraclass plots displaying actual data from another
variable collected by Stinson and Ickes (1992): frequency of smiles and laugh-
ter. This variable shows an interesting difference in interdependence between
dyads made up of strangers and dyads made up of friends. Strangers share 72%
of the variance in smiles and laughter (intuitively, if one member of the dyad
smiles, so does the other). However, the data from 24 dyads of best friends
reveal the percentage of shared variance is lower (intuitively, there was less
matching of smiles in laughter in the dyads of best friends than in the dyads of
strangers). This difference in agreement complements the more traditional
analysis of the mean, which shows that the best friends smiled and laughed
more on average than did the strangers. The agreement analysis provides 
additional information about the degree of (in)dependence between the two
individuals on this variable.

12.3 Three statistical models

Building on the ICC as the fundamental building block of measures of inter-
personal influence, we develop models for conceptualizing different types of
dyadic processes. We describe three prototypical designs for modelling 
dyad-level data: the latent dyadic model, the actor–partner model, and the
slopes-as-outcomes (HLM) model. Although each model is built upon a 
common building block, the ICC, each solves the levels of analysis or multi-
level problem in a different way, with very different implications for theory
building and theory testing.
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Consider each model in relation to the study of dyads of Stinson and Ickes
(1992). The latent dyadic model (Fig. 12.5) places the main causal forces 
giving rise to shared behaviour or attitudes at the level of latent or underlying
dyadic effects. This model is consistent with such notions as a ‘group mind’
or a ‘dyadic personality’. This model requires substantial dyadic similarity on
both variables as a given behaviour is modelled as the combination of an
underlying emergent dyadic effect that is shared by the dyadic members and
an individual effect that is unique to one of the members. The emergent effects
on each variable are then related to yield an estimate of the dyad-level correla-
tion: an example of a research question that can be tackled by the latent dyadic
model is ‘What is the dyad-level correlation between a dyad’s tendency to
gaze and a dyad’s tendency to talk?’ We return to this example and explore it
more thoroughly in the following paragraphs.

The actor–partner model (Fig. 12.6) models the causal forces entirely at the
level of individuals: in particular, is an actor’s behaviour primarily a function
of his own qualities or the qualities of his partner? Here, interdependence as
assessed by the ICCs is not an indicator of some underlying shared force or
emergent dyadic property but is simply a statistical artefact to be corrected.
This model does not require dyadic similarity on either variable, but can
accommodate any degree of similarity or dissimilarity. An example of a
research question that can be addressed by the actor–partner model is ‘is an
actor’s tendency to gaze at his partner primarily determined by his own level
of vocalization or his partner’s level of vocalization?’ A phenomenon that is
significantly affected by partner effects demonstrates social influence.

The slopes-as-outcomes (also known as HLM) model emphasizes causal
forces acting between levels. Like the actor–partner model, the HLM model
corrects for interdependence but does not require it or model it directly. 
The key assumption is that structure within groups, or individuals across time,
can be captured in a within-unit regression model described by an intercept
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(representing the elevation of the set of outcome points) and a set of slopes
(representing the within-group relation between predictors and the outcome).
These within-unit intercepts and slopes are then described in terms of a ‘fixed’
component that is common to all units, and a ‘random’ component that 
consists of the variability among the units. When significant ‘random’ variation
exists among the within-unit parameter values, the analyst searches for ‘cross-
level interactions’, higher-level group factors that predict variations in the
within-unit parameter of interest. Note that this model is not appropriate for
the data of Stinson and Ickes (1992) because the dyad members were ran-
domly assigned (thus there are no higher-level variables associated with
dyads) and because there are not enough observations to permit within-dyad
regressions to be estimated.

Let us consider an HLM model that builds on the actor–partner model of
figure 6 and is based on the actual model of Murray et al. (2002). They exam-
ined how individuals (nested in married couples) responded to daily conflicts
with their partners. Reports of conflict from each partner on day t were used
to predict reported feelings of intimacy on day t � 1. Each individual within
each couple filled out a set of daily diaries for 21 days. Thus, it was possible
to model each actor’s intimacy as a function of an average level (an intercept)
and slope coefficients for the actor’s prior report of conflict and the partner’s
prior report of conflict. These within-dyad processes (the relative magnitude
and direction of the actor and partner coefficients) were then related to higher-
level variables, such as the duration and quality of the relationship.

Before we delve more deeply into our three focal models, we mention a
hybrid model that combines a classic experimental approach with actual social
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interaction. The ‘social relations model’ of Kenny (1994) brings the logic of
factorial composition to interpersonal interaction by systematically pairing 
different interaction partners (a round-robin design) and measuring the 
outcome. This approach, which can be seen as a rare marriage of social and 
personality psychology, is not reviewed here because it solves the non-
independence problem by design (the experimenter’s control over the sequence
of interaction partners) rather than by analysis per se. In fact, in a full round-
robin or factorial design, the experimenter can reduce the ICC to zero.

The notion of a dyad-level correlation or even of emergent behaviour is not
easy to communicate. We build up these intuitions with graphical examples.
Let us make up a simple example with five all-male dyads such as those stud-
ied by Stinson and Ickes (1992), i.e. five exchangeable dyads. The scores for
the five dyads on level of vocalization are as before with the example show-
ing high agreement: (1,2), (3,4), (4,4), (5,4) and (2,3). The scores for gazing
also show high agreement (pairwise ICC � 0.834): (5,5), (2,1), (3,3), (3,2) and
(4,5). Let us call these two variables X and Y, respectively, and we will also
create the pairwise coded version of these variables X� and Y�. The two pair-
wise plots for vocalization and gaze frequency are presented in Fig. 12.7. Next
to each line segment depicting a dyad, we place a number corresponding to
which dyad it is, for example, on vocalization frequency the point (4,4) 
corresponds to dyad 3 in our hypothetical dataset.

Both of these plots show a relatively high level of dyad agreement (positive
correlation within variables, meaning the lines perpendicular to the identity
line are relatively ‘short’ compared with the variation along the identity line);
it is also instructive to compare the dyad numbers listed in the vocalization
plot with the dyad numbers listed in the gaze plot. At the dyadic level of ana-
lysis, there appears to be a negative correlation between the placement of these
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dyad numbers across variables: when both dyad members are low on vocal-
ization such as dyad 1, both dyad members tend to be high on gazes. This
dyad-level relationship between joint standing on one variable and joint stand-
ing on a second variable is the dyadic or dyad-level correlation. Another way
to visualize this is to plot what Pearson (1901) called the cross-ICC or rxy�, in
this case the relation between standing on vocalization frequency (variable X )
and standing on gaze frequency (variable Y�), as shown in Fig. 12.8.

In Fig. 12.8, the Pearson correlation between an individual’s vocalization
and the partner’s gaze, the cross-ICC, is �0.656. The negative correlation can
be seen by looking at the 10 points in the plot (ignoring the line segments con-
necting dyad members). To see the negative correlation note that the scatter-
plot of points moves from the northwest corner to the southeast corner of the
scatterplot. The line segments provide further information because they 
identify the pairs of points that belong to the same dyad—again giving a
visual measure of the considerable within-dyad similarity on each variable.
The key conclusions from this plot are:

(i) that when individual-level relations are stripped out of the data (by exam-
ining across-partner relations) there is a strong negative correlation; and

(ii) the dyads appear to be similar on both vocalization and gaze.

These two conclusions are jointly modelled in the dyad-level correlation that
captures the relation between the two variables at the level of dyadic latent vari-
ables. Such a latent variable correlation also can be interpreted as the correla-
tion between the ‘true’ dyad-level scores on each variable—scores that have
been purged of the unique individual-level effect of each dyad member. This is
one possible solution to the levels of the analysis problem: shared variance
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within a dyad is treated as a dyadic effect and related across variables to 
create a dyad-level correlation or regression; unshared variance is treated as
an individual effect and related across variables to create an individual-level
correlation or regression (as we describe in the following paragraphs). Note,
however, that such a model is first and foremost a theoretical choice that
implies that there is some underlying and unobserved group-level construct
(Dyadic personality? Shared environment? Group mind?) that gives rise to 
the observed similarity. Alternatively, this model also helps define and give
substance to fuzzy concepts such as dyadic personality: it is a coherent 
network of dyad-level relationships among variables.

We continue using the Stinson and Ickes (1992) data to illustrate the
exchangeable case. Having determined that there was dyad-level variance—as
indexed by the pairwise ICC—in at least two of the three variables of interest,
we calculate and test rd and ri. In the case of verbalizations and gazes, rd �
0.680. The observed Z and p values for rd were Z � 2.56, p � 0.01. The latent
dyad-level correlation (rd) between gaze frequency and gesture frequency was
0.906, Z � 1.94, p � 0.052. The dyad-level correlation (rd) between verbaliza-
tion frequency and gesture frequency was 1.10, which is ‘out of bounds’. Such
out-of-bounds values are most likely to occur when the ICC for one or both of
the variables is marginal or non-significant (as in the case of gestures). In sum,
the significant, positive values of rd (and rxy�) indicate that dyads in which
both members gaze frequently are also dyads in which both members speak to
each other frequently and gesture to each other frequently.

Were the three variables related at the level of individuals within dyads?
The computation of the individual-level correlation, ri, between verbalizations
and gazes is �0.325. In contrast to the positive dyad-level correlation between
verbalization and gaze (0.680), the individual-level correlation is negative.
That is, the dyad member who speaks more often tends to be the dyad mem-
ber who looks at the other less often. This negative individual-level correla-
tion emerges despite the fact that dyads in which there is frequent speaking
also tend to be dyads in which there is frequent gazing. However, the individ-
ual-level correlation is also only marginally significant. The individual-level
correlations for the other pairs of variables were relatively small and non-
significant. For verbalizations and gestures ri � �0.086, and for gestures and
gazes ri � 0.258. All three values of ri were markedly discrepant from the cor-
responding values of rd and rxy, underlining the importance of separating the
dyad-level and individual-level relationships.

Note that all three overall correlations (across all individuals ignoring
dyadic membership) were moderate and positive. However, the overall correla-
tion represents a combination of underlying dyadic and individual-level 
correlations. A more detailed picture of the social interactions that occurred 
in this study emerges when the two levels are decomposed. Verbalizations 
and gazes were negatively correlated at the individual level, but positively cor-
related at the dyad level. Verbalizations and gestures were unrelated at the
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individual level, but positively correlated at the dyad level. Finally, gazes and
gestures were positively correlated at both the individual and dyadic levels.

The latent variable model of dyadic influence implies that dyadic influence
flows from a shared dyadic construct to each individual’s behaviour. However,
the same data can be analysed under the assumption that the influence flows
from individual to individual (without latent variable constructs), and that an
individual’s outcome is created by his or her own qualities (the ‘actor effect’)
plus the qualities of the partner (the ‘partner effect’). In the actor–partner
model, there is no underlying dyadic effect giving rise to observed similarity;
similarity on X is simply an unexplained correlation (the ICC) to be modelled
but not explained by multiple regression methods.

For the data of Stinson and Ickes (1992) that we have been using through-
out this chapter, the actor correlation rxy between gaze and verbalization was
0.386. In the context of the model shown in figure 6, the standardized regres-
sion coefficient was 0.173 (Z � 0.97)—thus, stripping this coefficient of its
shared variance (by partialling out the ICC) substantially reduced its 
predictive power. This standardized regression coefficient is interpreted as the
influence on an actor’s frequency of verbalization given one standard 
deviation change on the actor’s frequency of gaze, holding constant the part-
ner’s frequency of gaze. In this case, the actor effect was not statistically 
significant. Similarly, the partner correlation rxy between gaze and verbaliza-
tion was 0.471. The standardized regression coefficient was 0.372 (Z � 2.09).
In other words, the influence on the actor’s frequency of verbalization given
one standard deviation change on the partner’s frequency of gaze, holding
constant the actor’s frequency of gaze, was statistically significant. The part-
ner’s gaze frequency was a more powerful predictor of the actor’s verbaliza-
tion frequency than the actor’s own gaze frequency. For one possible
theoretical analysis of these results see Duncan and Fiske (1977). Note again
how the purpose of this model is to apportion relative predictive power
between characteristics of the actor and of the partner.

To illustrate the slopes-as-outcomes approach, data from five dyads are
plotted in Fig. 12.9. We look only at the actor effects. Each dotted line repres-
ents a best-fitting line for the 20 daily points where today’s feeling of 
intimacy is predicted by the amount of conflict experienced yesterday (Murray
et al. 2002). The X variable (amount of conflict yesterday) has been centred so
that the 0 point corresponds to the mean level for that individual. In such a
transformed model, the level 1 or within-individual across-time intercept
reflects how intimate one partner feels the day after an average amount of con-
flict. The level 1 slope reflects reactivity: how much one’s level of intimacy
today depends on the amount of conflict experienced yesterday. The solid line
defines the best-fitting line (defined by the slope and intercept) across all indi-
viduals—this is the fixed effect. There is a small but non-significant negative
slope between conflict and intimacy for men and women. The average level of
intimacy, the elevation of the famed line, is virtually identical for men and
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women. But the focus of the slopes-as-outcomes model is on explaining 
the variability of the individual lines around the fixed line, not the degree of
similarity across partners.

Consider the partners from marriage 2 (the number next to each regression
line refers to couple number). In this small sub-sample of men and women,
they are the only ones who show a positive slope between yesterday’s conflict
and today’s feelings of intimacy. This illustrates both the covariation between
partners (essentially the ICC between partner’s level 1 coefficients) and the so-
far unexplained variability of the slopes and intercepts. This variability is then
explained in terms of higher-level factors (e.g. individual or couple-level 
factors) that cause some individuals or couples to be more reactive than 
others, or for some to react positively and others to react negatively. In accord
with the hypothesis of Murray et al. (2002), individuals with high levels of felt
security responded to higher levels of conflict than average by drawing closer
to their partners, whereas those with low levels of felt security responded to
higher than average conflict days by drawing away from their partners. In this
model, romantic partners are treated as parallel multivariate measures so 
that interdependence is modelled (i.e. accounted for in the model) but is not
the focus. The focus, instead, is on explaining or predicting the level 1 slopes
and intercepts by higher-level factors.

12.4 Future directions

We have briefly sketched some methods and models for capturing the social
part of social interaction. Some of these methods are rather simple, even 
simplistic, but they still serve to direct attention to some key measures of 
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similarity and influence that have been too long ignored in social psychology.
The same basic issues can be modelled at any level of complexity, as demon-
strated by Gottman et al. (2003) who use general systems theory to model 
the behaviour of married couples. But simple or complex, it is high time that 
social psychological models begin to focus on—and not hide from—the statistics
of interdependence.

The authors thank W. Ickes for kindly allowing them to use his data for 
purposes of illustration.
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13

Dressing the mind properly for the game
David Sally

Game theory as a theoretical and empirical approach to interaction has spread from
economics to psychology, political science, sociology and biology. Numerous
social interactions—foraging, talking, trusting, coordinating, competing—can be
formally represented in a game with specific rules and strategies. These same
interactions seem to rely on an interweaving of mental selves, but an effective
strategy need not depend on explicit strategizing and higher mental capabil-
ities, as less sentient creatures or even lines of software can play similar games.
Human players are distinct because we are less consistent and our choices
respond to elements of the setting that appear to be strategically insignificant.
Recent analyses of this variable response have yielded a number of insights into
the mental approach of human players: we often mentalize, but not always; we
are endowed with social preferences; we distinguish among various types of
opponents; we manifest different personalities; we are often guided by security
concerns; and our strategic sophistication is usually modest.

Keywords: game theory; theory of mind; rationality; social preferences; risk
dominance; strategic sophistication

13.1 Introduction

Society is an interweaving and interworking of mental selves. I imagine your
mind, and especially what your mind thinks about my mind, and what your mind
thinks about what my mind thinks about your mind. I dress my mind before
yours and expect that you will dress yours before mine. Whoever cannot or will
not perform these feats is not properly in the game.

(Cooley 1927, pp. 200–201)

If society is an interweaving of mental selves, then games are a particularly
useful way to look more closely at the quality and hang of the fabric. To play
a game is to engage in a certain kind of interaction, and the general claim of
the research has been that the way players dress their minds here is indicative
of their mental attire in other social situations. Games have become a critical
theoretical and empirical tool in the social and biological sciences. A game is
a formal representation of an interaction among strategies and ‘strategy-
carriers’. Examples of such carriers in the game theory literature range from
automata, lines of software, viruses, hungry vampire bats, protective fishes,
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colluding corporations and warring countries, to individual human beings. 
An explosion of experimental work in the past 20 years has shown that this
last category of strategy-carriers, despite their advantages in the areas of rea-
soning, rationality and mentalizing, can be the most befuddling and the least 
consistent game-players. These assays have shown humans to be at various
times cooperative, altruistic, competitive, selfish, generous, equitable, spiteful,
communicative, distant, similar, mindreading or mindblind as small elements
in the game structure or social setting are altered.

There is no possible way to do justice to the wealth of work, the thousands
of studies and the manifold models that comprise modern game theory in this
chapter. Rather, I will focus on recent results from behavioural economics and
social and cognitive psychology that detail some of the mental apparel donned
by human players under various social conditions. Just as we might dress
unthinkingly and automatically in the early morning hours and knowingly
grab a light jacket on a windy afternoon, just as we might wear socks every
day and a suit on only special occasions, there are similar, discernible patterns
in the mental garments we display while playing different games. Human
players are not the buttoned-up, conservative, uniform dressers that early
game theory expected them to be. Rather, our mental dress is much more
casual, simple and flexible. The key findings of our mental fashion review are
the following:

(i) Mentalizing is employed in many, but not all, games, as are rules and
norms.

(ii) The way the game is displayed significantly affects strategies.
(iii) Players bring strong social preferences to a game.
(iv) Games can be used to diagnose individual differences and personality

consistencies.
(v) Concerns about risk and security can determine player choices.

(vi) In general, most players are not very strategically sophisticated.

13.2 Formal wear: morning suits and dinner jackets

As the inventors of game theory stated, formally a game ‘is simply the total-
ity of the rules which describe it’ (Von Neumann and Morgenstern 1944). The
key rules are those that govern the number of players, their possible moves,
the flow of information and the outcomes resulting from terminal combina-
tions of moves. A strategy is an action plan developed by a player that uses all
the information available and that prescribes a move at each stage of the game.
Outcomes are usually represented by simple payoff functions. In the standard
theory, these are utility functions of the form

vi � ui (�i (ai, a�i) ), (2.1)
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where �i (ai, a�i) is the payoff to player i resulting from his/her own action and
those of all other players (a�i). The standard restrictions placed on the func-
tion, ui (.), allow analysis to be based on a direct identification of utility, vi,
with the payoff.

We can distinguish some important categories of games. Zero-sum games
are those in which any gain for a single player is offset by an equivalent loss
spread across all other players; all other games present players with the oppor-
tunity to create or destroy common value. Games can be repeated or single-
shot. Finally, they can be normal form or extensive, that is, drawn as a matrix
or a tree. The simple zero-sum children’s game of rock, paper, scissors is dis-
played in both normal and extensive forms in Fig. 13.1. The payoffs here are
normalized so that the winner and loser receive 1 and �1, respectively, and a
draw gives each player 0. The dotted line, an information set, connecting the
second-stage nodes in Fig. 13.1b indicates that player 2 is uncertain which of
the branches he/she is on as he/she chooses. Information sets allow any game
to be displayed as either a box or a tree, a cross-dressing that proves theoret-
ically that player strategies should be independent of the game form.

One solution concept that is both prescriptive and descriptive is the Nash
equilibrium. An equilibrium is a combination of player strategies that is stable.
Stability in a Nash equilibrium arises because each player’s strategy is a best
response to the strategies of all of the other players (Nash 1950). To see this,
imagine that, before a single move was made, each player announced honestly
to all of the other players what he or she was tentatively planning to do. These
tentative plans form a Nash equilibrium if each player answers ‘no’ to the fol-
lowing question: ‘Given what everyone else just said, is there a strategy that
would make me better off than my tentative plan does?’ Here, suppose that our
children announced ‘rock’ and ‘scissors’. This is not a Nash equilibrium
because the scissors player wants to change to ‘paper’. There are, in fact, no
pairs of strategies that would be confirmed; the only truthful dialogue that
would cause no subsequent change is if each says: ‘I have no idea what I’m
going to do’ or ‘I could choose anything’. Hence, the only Nash equilibrium
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Fig. 13.1 The rock, paper, scissors game. (a) Normal form, (b) extensive form.
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has each child randomizing uniformly among her three moves. If the game
were repeated, this equilibrium would result in each player winning, losing
and drawing one-third of the games. These were exactly the proportions found
in an imaging study of this game conducted by Gallagher et al. (2002).

The Nash equilibrium can involve a back-and-forth mentalizing process
that was most vividly dramatized in an encounter in the film, The Princess
Bride. The game here involves a duel over two goblets of wine, one of which
has seemingly been poisoned by the mysterious Man in Black. Vizzini must
choose one of the goblets and attempts to read the cloaked knowledge and
masked intentions of the Man in Black as follows.

But it’s so simple. All I have to do is divine from what I know of you. Are you the
sort of man who would put the poison into his own goblet, or his enemy’s? . . . Now,
a clever man would put the poison into his own goblet, because he would know
that only a great fool would reach for what he was given. I’m not a great fool,
so I can clearly not choose the wine in front of you. But you must have known
I was not a great fool; you would have counted on it, so I can clearly not choose
the wine in front of me . . . You’ve beaten my giant, which means you’re excep-
tionally strong. So, you could have put the poison in your own goblet, trusting
on your strength to save you. So I can clearly not choose the wine in front of
you. But, you’ve also bested my Spaniard which means you must have studied.
And in studying, you must have learned that man is mortal so you would have
put the poison as far from yourself as possible, so I can clearly not choose the
wine in front of me.

(Goldman 2003, p. 2)

Vizzini finally brings his mentalizing to a close, drinks and dies, not realizing
that both goblets were poisoned, the Man in Black having built an immunity
to the toxin.

The plight of this sophisticated rationalizer was due to his ignorance of the
other’s resistance. In general, however, Aumann and Brandenburger (1995)
showed that if two players’ actions are based on mutual knowledge of their pay-
off functions, of their rationality and of their strategic conjectures, then these
actions will constitute a Nash equilibrium. Knowledge of another’s conjectures
can be derived through the application of theory of mind—our awareness, as
vividly portrayed by Vizzini, that others have mental states that differ from our
own and that this unique cerebral dress explains their behaviours (Frith and Frith
1999). Hence, the formal result above means that for a two-person game a first-
order theory of mind is sufficient to support a Nash equilibrium: a player does
not have to interpret what the other’s conjectures of his/her conjectures are.

Demands on mentalizing increase when there are more than two players. It
can be proved formally that with three or more players in a game, common
knowledge of the others’ strategic conjectures is now required to support a
rational, premeditated Nash equilibrium (Aumann and Brandenburger 1995).
Common knowledge of intentions requires higher orders of theory of mind to
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perceive levels of conjectures about conjectures. Also, many of the most 
frequently studied games become much more difficult in practice as the roster
of players increases. For those researchers exploring the relationship between
mentalizing and games, these facts indicate that experiments involving more
than two players may be worth pursuing for they can sometimes be an even
more acute test of theory of mind.

Cooley might call Vizzini and any player who hews to the Nash equilibrium
in every game, who is supremely logical and self-interested, a rational dandy,
one whose mind is clothed in the most sophisticated morning coat or evening
wear. Such a person might find himself in a finitely repeated Prisoner’s
Dilemma as shown in Fig. 13.2. The Prisoner’s Dilemma has been used in hun-
dreds of experiments and models to portray the conflict between doing what
is best for the individual (defection) and helping maximize the group’s out-
come (cooperation) (for comprehensive reviews see Sally (1995) and Allison
et al. (1996) ). The only Nash equilibrium is to defect in each of the n rounds,
as any thoughts of cooperation are banished by the inevitability of defection.
For example, the popinjay might hypothesize a completely cooperative rela-
tionship up through the last round, but then he/she would see that there is an
incentive to defect in the nth trial. Since the rational counterpart knows this as
well, mutual defection is assured, making the cooperative relationship last for
n – 1 rounds. With another cycle of theory of mind, he/she realizes that both
he/she and the other will recognize the n – 1 round as the new ‘last’ round and
will defect here as well, cutting mutual cooperation down to n – 2 rounds. This
inevitable logic, usually called backward induction, unzips the cooperative
relationship completely.

There is only one problem with this story: backward induction is rarely, if
ever, seen among real players (Johnson et al. 2002). Most players will coop-
erate for many of the rounds, not defecting until the last or second to last trial,
if they defect at all (data: Sally 1995; theory: Kreps et al. 1982). This is but
one example of a general finding: most players are not rational dandies and
most games do not encourage or reward such naive and calculating behaviour.
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In fact, the formal definition of a game given above misstates its reality: ‘The
game, one would like to say, has not only rules but also a point’ (Wittgenstein
1958, Section 564). Much of the recent research on game theory has been
directed towards determining what these points might be and in what ways
people will regularly vary from the Nash equilibrium.

13.3 Emperor’s new clothes?

The emperor was convinced as he marched through court to his throne that his
robes were luxurious, his breeches well fitted and his blouses radiant. Of
course, well suited, or dressed at all, he was not. In the same way, contra
Cooley, perhaps we believe that our minds are dressed when we participate in
society, but really they are quite naked. Perhaps mentalizing is a grand illusion.

We have learned from studies of those with autistic spectrum disorder that
mental attire is not incidental to the interweaving of larger society. Many
researchers agree that one of the core deficits of autism is a damaged theory of
mind (Baron-Cohen et al. 1985, 1993; Frith et al. 1991). An autistic individual
manifests this deficit in the laboratory in an inability to interpret stories involv-
ing false knowledge, bluffs and deceptions (Happe 1994) and to automatically
ascribe motivations, intentions and emotions to moving and interacting abstract
figures (Castelli et al. 2002; by contrast, see Heider and Simmel 1944). Largely
due to their malfunctioning theory of mind, those with autism, in keeping with
Cooley’s statement, are not properly dressed in many critical social games (Sally
2001). For example, they infrequently engage in spontaneous pretend play
(Carruthers 1996); their language tends to be overly literal and devoid of
metaphor, irony, implication and indirectness (Mitchell et al. 1997; Tager-
Flusberg 2000); they find fictional drama to be unrewarding or frustrating
(Sacks 1995); their friendship and acquaintance networks are sparsely peopled
(Frith et al. 1994); and their gifts are inclined to be incongruous (Park 1998).

Autism is an organic brain disorder with multiple (known and unidentified)
causes that injure the innate theory of mind and hamper its full development.
Scanning studies of those with autism and those with focal brain lesions indi-
cate that the theory of mind is found in a distributed neural system incorporat-
ing the medial prefrontal cortex, which includes areas activated in monitoring
the self ‘s inner states, and the superior temporal sulcus, which is associated
with the detection of the movement of animate objects, especially eyes, hands
and mouth (Sabbagh and Taylor 2000; Frith and Frith 2000; Chapters 1 and 3 of
this volume). So, this neural system may be the physical loom upon which the
interworking of mental selves occurs and the social games of friendship, lan-
guage, gift-giving, etc., are woven. The activity of specific neurons indicates
that mentalizing is not a majestic illusion in these games.

Still, it could be true that in the formal games of concern here, as the social
trappings are removed to reveal the bare bones of the underlying matrix or
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branching tree, the minds of players also are unclothed despite their sensations
of strategic finery. It is possible that it is not the game itself but its social 
setting that promotes mentalizing, and in the starkness of the laboratory 
our minds are simple and unadorned. There are two very recent sources of
evidence relevant here as follows:

(i) imaging studies that examine the brains of active participants in games;
and

(ii) a study comparing the decisions of autistic and control subjects.

Gallagher et al. (2002) had normal subjects play the rock, paper, scissors
game of Fig. 13.1 while positron emission tomography was employed to doc-
ument their neural activity. In two conditions subjects were told that they were
playing either another person or a rule-following, pre-programmed computer.
In addition, those facing the first type of opponent were explicitly encouraged
to outwit and outguess him/her, while half of those facing the computer were
told to just randomize each round across the moves. The one region of signi-
ficant difference in the brain activity of these experimental groups appeared in
the most anterior portion of the paracingulate cortex bilaterally—a region
solidly within the hypothesized theory-of-mind neural system (see Chapter 3,
this volume). There is an another implication of this study: there are
approaches to games in which full mentalizing does not occur. Facing a com-
puter and just generating random moves does not engage the medial prefrontal
cortex in the same way that outsmarting a human counterpart does.

A similar comparison, but a different game, was used by Rilling et al.
(2002). These researchers scanned the brains of players matched with another
person or a computer in a finitely repeated Prisoner’s Dilemma (Fig. 13.2).
The scanning took place both when the players were deciding on a move and
after an outcome was revealed. Relative to the other three outcomes, mutual
cooperation with a human partner elicited more activity in a variety of areas
of the brain associated with reward processing—the medial prefrontal cortex
(Brodmann’s area 11) and rostral anterior cingulate gyrus (BA 32). By con-
trast to the previous study, there was overlap in activation between human and
machine: the ventromedial/orbitofrontal cortex also responded to mutual
cooperation with the computer. As there were no special instructions regard-
ing the computer opponent, these experimental participants may have anthro-
pomorphically and quite naturally mentalized. Finally, the decision to
reciprocate the human counterpart’s cooperative move in the prior round also
evoked BA 32, whose role may be to bring an emotional tone to the theory-
of-mind system (Bush et al. 2000; Chapter 3 of this volume).

The extensive-form game shown in Fig. 13.3a is representative of those used
by a number of researchers. In this ‘trust game,’ player 1 must decide whether
to end the game right away with matching payoffs of 45 for each player, or to
pass the decision-making power to player 2 who must then choose to move 
left or right, resulting in outcome pairs of (180, 225) or (0, 405), respectively.
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A decision to continue the game implies that the first player trusts the second
to not be overly greedy and choose the fairer outcome. Rigdon (2002) com-
pared choices made in trust games that were presented in the theoretically
equivalent normal and extensive forms, and found that the tree form increased
the frequency of the most cooperative outcome from 15% to 50%. In an imag-
ing study (McCabe et al. 2001), participants played extensive-form trust
games against human and computer opponents, and they were told all the
details of the latter’s probabilistic strategy. A human–computer comparison of
brain activation in those subjects who cooperated at least one-third of the time
overall showed heightened responses in a number of areas including the
medial prefrontal cortex.

These imaging studies indicate that whether a game evokes mentalizing can
depend on the identity of the opponent, the form of the game, and whether the
strategic approach is one of problem solving in the form of rule detection and
rule application. E. Hill and D. Sally (unpublished data) reported somewhat
similar findings from their research on autism and games. Among children
who played a finitely repeated Prisoner’s Dilemma (Fig. 13.2), the degree of
development of theory of mind was correlated with greater levels of coopera-
tion. However, among adults, those with autism and those normal adults with
less sophisticated and accurate mentalizing skills were less reactive to changes
in the settings of the games. Theory of mind seemed to be used by the control
adults to compete more vigorously and cooperate more thoroughly, in accord-
ance with the altered rules of the game.

Autistic and control subjects also played the ultimatum game in Fig. 13.3b.
This game represents the essence of many bargaining situations. The first
player is given 10 points and must make an offer, x, of some portion of the
total to the second player. The latter can say ‘yes’ or ‘no’, resulting in payoffs
of (10 � x, x) and (0,0), respectively. In other words, the second player can
scotch the whole deal if x is too small or unfair. There were the many inter-
esting comparisons and contrasts among the participants, adults and children,
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controls and autistics, including the following: if a child failed a second-order
false belief test (which was much more probable among the autistics), then
he/she was significantly more prone to offer nothing or only one point to the
second player. Alternatively, most of the children who passed this test initially
offered an even split of the total points. Most autistic adults proposed offers of
either zero or 50%, while adults without autism tendered bids that were strateg-
ically shaded a notch or two below half.

These and other distinctions between the autistics and the controls, though
significant, were outnumbered by the similarities. Hill and Sally (2002)
claimed that this was a surprising finding since the literatures of behavioural
economics, developmental psychology and cognitive neuroscience predicted
gross differences. The decisions of autistic participants were not founded on a 
well-developed, innate theory of mind but, rather, on a rule-based, awkward,
compensatory mechanism (Happé 1994), and yet, they were often reasonable
approximations of those of the mentalizers. This type of norm-based behav-
iour has been witnessed in other games (Henrich et al. 2001), and it raises a
question for future researchers—what is the relationship between theory of
mind and norms? Is one a necessary input to the other? In what social games
are they complementary or discordant?

Taken as a group, these studies provide compelling testimony that mental-
izing does occur in formal games: the emperor is at least partially clad some
of the time. It may be that the extensive form encourages theory of mind, but
we do not know why. Does the tree illustrate movement and progress; does it
reduce uncertainty; does it underscore intentions, and if so, how? Mentalizing
does not always occur naturally. Gallagher et al. (2002) felt they had to advo-
cate for it in their game, and Hoffman et al. (2000) raised the average offer in
their ultimatum game by recommending that subjects consider the other’s
expectations. To the questions about norms raised above, one might ask, what
is the relationship between learning within a repeated game and mentalizing?
Lastly, what elements of the identity of the counterpart make the neurally
based theory of mind wax and wane?

13.4 Mao jackets and pinstriped suits

One reason that strategy with a machine can be quite distinct is that it is diffi-
cult for a player to identify with his/her silicon-based counterpart. Clothing,
whether it is donned for a party rally in the Forbidden City or a meeting in the
board room, is often used to express solidarity, and it should come as no sur-
prise that mental dress frequently fulfils the same function. Researchers have
determined that most players bring social preferences to a game, preferences
that place some weight on the intentions and outcomes of other players.

A variety of functional forms have been proposed to represent these 
social preferences (Edgeworth 1881; Sawyer 1966; Loewenstein et al. 1989;
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Rabin 1993; Montgomery 1994; Levine 1998; Fehr and Schmidt 1999; Sethi
and Somanathan 2001; Charness and Rabin 2002). These proposals place a
non-zero weight on the other players’ payoffs (unlike the asocial utility of
equation (2.1) ), and most include factors representing pure altruism and rec-
iprocity. Sally (2000) reviewed the history of thought on social preferences
within a variety of disciplines and developed a modern theory of sympathy. This
model of sympathy is a recasting of the original theory developed by Hume
(1740), Smith (1790) and Darwin (1936), and it is a variant of these recent
approaches—the balance theory of Heider (1958), the simulation theory of
Goldman (1989), the notion of identification of Coleman (1990) and the con-
cept of empathy of Gallese (Chapter 7). Following the tradition of functional
forms listed here and borrowing the mathematics of kinship altruism as devel-
oped by Hamilton (1964) and Hirshleifer (1978), one version of sympathetic
preferences (for a two-person game) is the following:

vi � �i � (1 � �i) exp(��i�ij�ij)�j. (4.1)

The pure altruism of player i is �i, and �ij and �ij are player i’s perceived phys-
ical and psychological distances from player j. Simply, the closer another is to
us, the more readily we have fellow-feeling, identification, sympathy for them.

Personal consistency (�i) across a variety of games is the focus of the bur-
geoning literature on social values orientation. Individuals are categorized as
one of three types—prosocial, individualistic, competitive—corresponding to
�i � 1, �i � 1, �i � 1, respectively. A panel of decomposed games, i.e. sets of
paired payoffs without any moves, is used to screen and identify a person’s ori-
entation (Messick and McClintock 1968). Arithmetically, a smaller �i means
a heavier weight on the other’s payoff and a greater return from an other-
oriented strategy in a particular game. Hence, a prosocial orientation fosters
cooperation in the Prisoner’s Dilemma (McClintock and Liebrand 1988),
helping behaviour (McClintock and Allison 1989) and more productive nego-
tiations (DeDreu et al. 2000). In a very interesting study on the developmen-
tal aspects of social value orientation, Van Lange et al. (1997) discovered that
individuals with a prosocial orientation had more siblings and more sisters
than did the other two types. Also, across the lifespan the proportion of indi-
vidualists and competitors decreases from 45% in the 15–29 age group to 18%
in the over 60 group. As yet, there is no research addressing the neural foun-
dations of �i or how it might be related to theory of mind.

Equation (4.1) predicts that physical and psychological closeness will also
motivate prosocial individuals to employ an other-oriented strategy in a given
game. Indeed, physical proximity will promote cooperation in the repeated
Prisoner’s Dilemma and generosity in bargaining games (Wichman 1970;
Michelini 1971; Bohnet and Frey 1999). In addition, psychological similarity and
familiarity will support prosocial behaviour in these same games (McNeel and
Reid 1975; Hoffman et al. 1996). Finally, in a protocol that allowed participants
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to meet each other, identify commonalities, and then play a ‘trust’ game, 
participants were significantly more likely to trust than were the anonymous,
distant subjects in previous experiments (Glaeser et al. 2000).

The cognitive assessment of distance is inextricably bound with the emo-
tions (Hume 1740; Zajonc 1998), in particular with how much we like another
person and how good we believe another to be (Heider 1958). So, perceptions
of distance interact with evaluation and attraction in such social phenomena
as clustered friendship networks in schools and workplaces (Newcomb 1956;
Segal 1974), an instinctive approach towards the good and avoidance of the
bad (Solarz 1960; Bargh 1997), a positive evaluation of something solely
because it is near to us (Cacioppo et al. 1993) and affection for someone who
mimics our gestures (Chartrand and Bargh 1998). (For a comprehensive
review of this evidence on sympathy, see Sally (2000).)

It is a simple and yet profound point that most social interaction involves
physical closeness. The result, as Goffman (1983) points out, is that ‘emotion,
mood, cognition, bodily orientation, and muscular effort are intrinsically
involved, introducing an inevitable psychobiological element’ (p. 5). There is no
doubt that this psychobiological element has a real impact on the strategies 
players employ in a variety of games. Emerging work on the innateness, per-
vasiveness and mechanisms of imitation (see Chapter 5, this volume), mirror
neurons, simulation, and sympathy (see Chapter 7), and the perception of
motion, intentions and goals (see Chapters 2 and 10) promises to generate
insight into player strategizing and social preferences. This research might find 
game theory an attractive arena in which to rigorously test hypotheses about
interaction.

13.5 Chain mail and macs

The primary purpose of some habiliments is to protect the body beneath: for
armour, from an aggressive opponent; for raincoats, from the elements. When
they invented game theory, Von Neumann and Morgenstern (1944) analysed
many games from a ‘maximin’ perspective. This solution focuses on what
move in a game would maximize the player’s worst, or minimum, payoff. A
conservative, risk-averse player might play maximin in order to preclude large
losses and boost the guaranteed outcome.

Similar security concerns lie behind the solution concept of risk dom-
inance. To explore this principle, we need to examine another category of
interaction—coordination games. Two examples are shown in Fig. 13.4. The
first (Fig. 13.4a) is a problem of pure coordination: players need to pick the
same move and mismatching is costly to both; however, no equilibrium is bet-
ter than another. This game can represent an encounter between two people
moving in opposite directions who will pass successfully only if they both
move either to their left or their right (Schelling 1960), or the semantics shared
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by a speaker and a listener, i.e. ‘left’ and ‘right’ meaning left and right instead
of one of the other infinite possibilities (Lewis 1969). Convention is often
used to solve these problems: on the roadways, depending on the country, all
drivers use the left or the right lane. Difficulties arise in less defined spaces
such as rectangular mall parking lots where the drivers slow down dramati-
cally, reducing simultaneity of decision, transforming the game into its exten-
sive form equivalent, and allowing them to pass each other on the ‘wrong’ side
if necessary. (The same extensive, sequential, unconventional solution can
happen on the sidewalk as pedestrians are able to identify a potential misco-
ordination and take unilateral action to prevent it.) In the semantic game, 
convention is essential and is documented in the dictionary. Finally, players
able to solve the semantic game will be able to communicate and untangle
other coordination problems more easily, especially if only one person can
speak (e.g. ‘you go left’) or they can talk sequentially (Cooper et al. 1992).

The ‘impure’ coordination game shown in Fig. 13.4 has two Nash equilib-
ria—(S, S) and (D, D). The first equilibrium is payoff dominant relative to the
second as both players have a higher return. However, the second is risk dom-
inant as it arises from a move that is psychologically more secure and is con-
firmed by a wider range of beliefs about the other’s move (it also, in this case,
happens to be maximin as well). More generally, with two Nash equilibria,
(a�1, a�2) and ( ), the first is strictly payoff dominant if

(5.1)

and the second is risk dominant if

(5.2)

Although it seems obvious that payoff dominance should trump risk domin-
ance (and does so when one equilibrium’s return is far greater than the rest),
game theorists have discovered that many evolutionary models and experi-
mental participants are guided by risk dominance. In a simulated ecology of

 � (�1(a1�, a2�) � �1(a1*, a2�))(�2(a1�, a2�) � �2(a1�, a2*)).

(�1(a1*, a2*) � �1(a1�, a2*))(�2(a1*, a2*) � �2(a1*, a2�)) 

�1(a1�, a2�) � �1(a1*, a2*),     �2(a1�, a2�) � �2(a1*, a2*)

a1*, a2*

294 David Sally

player 1 player 1

1,1 0,0

0,0 1,1

5,5 0,4

4,0 2,2

left right
player 2(a) (b) player 2

S D

S

D

left

right

Fig. 13.4 Two coordination games. (a) Pure coordination, (b) impure coordination.
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matrix games, reproductive success accrued to players who favoured the 
risk-dominant action (Kandori et al. 1993; Young 1993). Subjects in numer-
ous tests of matrices like the one in Fig. 13.4b were very likely to coordinate
on the risk-dominant (D, D) cell (Cooper et al. 1992; Straub 1995; Battalio 
et al. 2001; Schmidt et al. 2003).

So, risk dominance is a central principle of choice, but are there any essen-
tial impure coordination games? One example is that of the stag hunt in which
the success of a group of hunters closing in on their prey depends on the
absence of any gaps in the narrowing circle. If a single hunter falters, the stag
will escape (Battalio et al. 2001). Such a weakest-link structure can be found
in many team or group production situations, whether on the factory floor, the
executive suite or the game-show stage.

Another instance may be the utterance game studied by pragmatics (Sally
2002, 2003). The game in Fig. 13.4b is created by the first player saying to the
second, ‘you are such a moron’. This utterance has a multiplicity of meanings
and possible implications: the speaker could be intending to denigrate or
praise the listener’s intelligence. This particular array of payoffs can be shown
to arise from a combination of distinctive cognitive effects (e.g. emphasis, sur-
prise, negative politeness), altered processing costs and the efficiency loss of
miscoordination (see Sally (2002) for details). The literal interpretation
(Dumb, Dumb) risk dominates the ironic interpretation (Smart, Smart), while
the latter is payoff dominant.

A number of authors have asserted that meaning coordination is determined
by maximizing the difference between the benefits and costs of interpretation
(Prieto 1966; Bourdieu 1977; Parikh 1991). The most important of these
efforts is the principle of optimal relevance (Sperber and Wilson 1995).

(i) The utterance is relevant enough for it to be worth the addressee’s effort
to process it.

(ii) The utterance is the most relevant one compatible with the communic-
ator’s abilities and preferences.

The first part of the principle guarantees the addressee a positive payoff, and
the second part that the outcome will be payoff dominant. However, as the
research concludes, payoff dominance is no guarantee of selection. The
addressee has security concerns as well and his/her mind may be draped with
protective garb.

There can be situations, then, in which optimal relevance is trumped by risk
dominance. Empirically, the interpretation of ‘you are such a moron’ depends
on the relationship between the speaker and listener, not just their individual
abilities and efforts: friends will coordinate on (S, S) while acquaintances or
strangers will settle on (D, D). In experimental settings, subjects were more
likely to interpret insult or sarcasm non-literally and to view it as appropriate
verbal behaviour if the phrase was spoken between friends (Slugoski and
Turnbull 1988; Jorgensen 1996; Kreuz et al. 1999). Technically, this arises
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when the social preferences of equation (4.1) are inserted into the calculation
of risk dominance in equation (5.2) and, if the players are physically and 
psychologically close enough, the payoff-dominant cell becomes also risk
dominant (Sally 2002). There is, then, a connection between sympathy, mind-
reading and identification and perceptions of risk dominance.

The impure coordination game of utterance meaning may be neurally rep-
resented in the right hemisphere of the brain. Individuals who have sustained
damage to this hemisphere, as well as those with autism, have problems pick-
ing out punch lines to jokes, revising initial interpretations, understanding
metaphors and comprehending discourse (Van Lancker 1997). The summary
by Brownell et al. (2000) of the neurological evidence incorporates the model
of a deciding player and an uncertain matrix.

The right hemisphere is more likely than the left to process weak or diffuse 
associations and low frequency alternative meanings, and the right hemisphere
maintains activation over longer prime-target intervals. The left hemisphere
actively dampens or inhibits activation of alternatives and focuses on the 
contextually most dominant reading.

(Brownell et al. 2000, p. 320)

For those researchers studying connections between the mind and brain, 
coordination games offer the chance to examine more closely a number of 
elements of social interaction: norm- and rule-based behaviours, risk domin-
ance and the effect of uncertainty, the role of the language coordination game
in other social games.

13.6 Fashion on the cutting edge

View the plight of the one who would be a fashion leader: this person has to
be able to predict the taste of the ‘hoi polloi’ and then stay just one step ahead.
It is a cutting edge: half a step ahead and the leader is undistinguished, two
steps ahead and the leader is bizarre. The quandary of the stylish dresser is the
same as that of the equities and bonds trader: ideally, you are one step ahead
of the average dealer—half a step and transaction costs eat up your gains; two
steps and either the rest of the world never makes it out to you or holding costs
erode profits while you wait. Keynes (1936) originally drew this comparison
between investment in stock and the selection of something (or someone) styl-
ish or beautiful.

It is not a case of choosing those which, to the best of one’s judgment, are really
the prettiest, not even those which average opinion genuinely thinks the prettiest.
We have reached the third degree where we devote our intelligences to anticip-
ating what average opinion expects the average opinion to be.

(Keynes 1936, p. 156)
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A new set of experiments has emerged recently in game theory to test what
degree of intelligence people really employ when trying to guess what the
majority will do. These games and protocols may be of interest to those study-
ing cognition from a developmental or neural perspective.

Nagel (1995) staged a version of the beauty contest of Keynes (1936).
Instead of a stylish outfit, 15–18 (N) participants had to choose an integer, xi,
between 0 and 100. The choices would be averaged and then the average
would be multiplied by a factor, p. In one condition, for example, p � 0.5. A
prize was offered to the individual whose guess was closest to the target,
p(	xi /N ). The only Nash equilibrium, in the example, has every player guess-
ing zero. To see the logic of this, suppose the mean guess is greater than zero.
Then at least one player is above the mean and that player, holding everyone
else’s choice fixed, can be made better off by reducing his/her number. As this
is true for every player, the guesses should unravel all the way down the 
number line to zero.

As with the other games we have considered, the Nash equilibrium is a very
unlikely outcome in this game unless players are experienced. Rather, one can
distinguish the degrees of strategic intelligence proposed by Keynes. Zero-
step players decide randomly; one-step players make the best response to
opponents who are all zero step; two-step players make the best response to
opponents who are all one step; etc. If the zero-step players randomize across
the entire number range of 100, then the expected mean of their choices is 50.
Accordingly, one-step players will target 25 (shaded by a little to account for
their own impact on the overall mean), and two-step players will point towards
12. Nagel (1995) discovered that most of her subjects were either one- or two-
step players; a finding replicated by Ho et al. (1995) in a greater variety of
‘beauty contest’ games.

A single or double layer of strategic sophistication was also the dress 
chosen by most of the participants in a study by Costa-Gomes et al. (2001). A
wide range of two-person, normal-form games confronted each subject. The
twist in the protocol was that all the payoffs displayed on a computer screen
were masked. To learn what their own or the other’s payoff was in a given cell,
the subject had to move the cursor over the appropriate region in the matrix.
The subject’s information search could be recorded and analysed. (MOUSELAB,
the name of this laboratory technology, is the equivalent of a mind’s-eye-
movement tracking device. It was developed by Payne et al. (1993) and has
been applied in decision-making experiments by Camerer et al. (1993), X.
Gabaix and D. Laibson (unpublished data), and others.)

A one-step player in a normal-form game just has to determine their own
payoffs as they are assuming that their counterpart is randomizing across the
available moves. A two-step player has to search across all the outcomes for
both participants and needs to make certain paired comparisons. By combining
search information with actual choices, Costa-Gomes et al. (2001) estimated
that 45% of their subjects were one-step and 44% were two-step players.
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There is clearly a great deal of overlap between the concepts of mentalizing
and strategic sophistication. One might be cut from the whole cloth of the
other. If they are not identical, the latter process may be more manifest in 
the anonymous, multi-player setting epitomized by the beauty contest, and the
other may be more important in the more intimate repeated dyadic game.
There may also be differences with respect to the search for information and
the effects of uncertainty. Those scientists researching theory of mind may be
able to help the game theorists get a better feel for the texture and grain of
strategic sophistication.

13.7 Headwear: caps and hats

For a number of decades, the formal models and empirical tests of game 
theory developed in parallel with relatively little contact. The tweed jacket of
the theorist and the laboratory coat of the experimenter were rarely observed
together. Recent developments in the field, only some of which have been
reviewed here, have attempted to knit the models and observed decisions into
a single fabric. New games have been invented; old games have been modi-
fied; new technologies, such as imaging and MOUSELAB, have been applied;
game forms, trees and boxes, have been distinguished; risk dominance and
social preferences have been appreciated; new pools of players, autistics and
members of small-scale societies, have been analysed. In all, the varied men-
tal garments of players have been more completely identified.

Cognitive psychologists, neuroscientists and animal behaviourists can con-
tribute mightily to a greater understanding of decisions and actions within
games. In turn, the uniting of theory and data in modern game theory may
make its models and procedures more valuable for these scientists. The time
is ripe for cross-disciplinary collaboration. Here are some ideas:

(i) Can we adapt the protocols discussed above to diagnose the strategic
sophistication of chimpanzees or children? What is its developmental
path? Similar questions could be asked with respect to risk dominance.

(ii) Imaging studies have isolated the neural system that controls the value of
a perceived object (Tremblay and Schultz 1999). Scanning and
MOUSELAB could be used together as people play a masked game. Would
the value-related neural system be activated by the revelation of a large
own payoff ? What areas of the brain are stimulated when the payoffs of
the counterpart are unmasked?

(iii) How are a prosocial or competitive orientation and, more generally, 
sympathy and theory of mind connected? Also, how are rule-based
behaviour and mentalizing distinguished?

(iv) The extensive form may promote the use of theory of mind in a game.
What other changes in the game structure or environment would produce
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the level of mentalizing we believe exists in a casual conversation? Or,
contrary to our current belief, are many social games, including conversa-
tion, conducted with undressed minds?

Lastly, even the essay is an example of the interweaving of mental selves
that Cooley postulated. As occurs in all social interactions, such as a sales call,
the essayist dresses his mind for the reader as he writes. With a nod to Tversky
(1977) one might ask, how is the essayist like a well-dressed salesperson? He
dons his best suit, starts with a greeting and a little small talk, makes his pitch,
remains ever polite, crafts his offer, asks for an agreement and ends with a tip
of his cap.
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A unifying computational framework for

motor control and social interaction
Daniel M. Wolpert, Kenji Doya, and Mitsuo Kawato

Recent empirical studies have implicated the use of the motor system during
action observation, imitation and social interaction. In this paper, we explore the
computational parallels between the processes that occur in motor control and
in action observation, imitation, social interaction and theory of mind. In 
particular, we examine the extent to which motor commands acting on the body
can be equated with communicative signals acting on other people and suggest
that computational solutions for motor control may have been extended to the
domain of social interaction.

Keywords: motor control; social interaction; computational models; internal
models; theory of mind

14.1 Introduction

Movement is the only way we have of interacting with the world, whether 
foraging for food or attracting a waiter’s attention. Direct information trans-
mission between people, through speech, arm gestures or facial expressions,
is mediated through the motor system which provides a common code for
communication. From this viewpoint, the purpose of the human brain is to use
sensory representations to determine future actions. Moreover, in recent years
the motor system has been implicated in many traditionally non-motor
domains. An important idea is that the perception of the action of others,
including speech, involves the motor system (Liberman and Whalen 2000).
The proposal is that others’ actions are decoded by activating one’s own action 
system at a sub-threshold level and there appears to be a special neural mech-
anism for decoding such information. Recently, these ideas have gained empir-
ical support in neuroscience with the finding of ‘mirror neurons’ that respond
to both self-generated actions and the actions of others (Gallese et al. 1996;
Rizzolatti and Arbib 1998; Chapter 7 of this volume). Human neuroimaging
and magnetic stimulation studies have also shown that the areas associated with
action are also active during imitation and observation (Fadiga et al. 1995,
2002; Iacoboni et al. 1999; Grezes et al. 2001). Moreover, pre-motor systems
are activated when subjects view manipulable tools or even action verbs
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(Martin et al. 1996; Grafton et al. 1997). Such studies have brought the motor
system to the forefront in the investigation of action interpretation and social
interaction. In this paper, we explore the parallels between the computations
that occur in motor control and in action observation, imitation, social interac-
tion and theory of mind. In particular, we examine the extent to which motor
commands acting on the body can be equated with communicative signals act-
ing on other people. We suggest that computational solutions that developed for
motor control could have been extended to the domain of social interaction.

14.2 The Sensorimotor and social interaction loops

The study of motor control is fundamentally the study of sensorimotor trans-
formations. We can view the motor system as forming a loop in which motor
commands cause muscle contractions, with consequent sensory feedback,
which in turn influences future motor commands (Wolpert and Ghahramani
2000) (Fig. 14.1a). The transformation from motor commands to their sensory
consequences is governed by the physics of the musculoskeletal system, the
environment and the sensory receptors. The descending motor command gen-
erates contractions in the muscles and causes the musculoskeletal system to
change its configuration. However, the same motor command can have very
different consequences in different situations. For example, the same motor
command will generate less muscle contraction when the muscles are
fatigued. Moreover, the same motor command can lead to very different
changes in body configuration depending on the nature of the physical objects
we interact with. To describe the variables that specify the configuration of the
body, such as joint angles or hand position, we use the word state. In general,
a state is a set of variables which vary over time and when taken together with
fixed parameters of the system, such as the mass of body segments, and the
equations governing the physics of the musculoskeletal system and the world
are sufficient to predict the system’s future behaviour. In general, the state, for
example the set of activations of groups of muscles (synergies) or the position
and velocity of the hand, changes rapidly and continuously within a 
movement. However, other key parameters change discretely, like the identity
of a manipulated object, or, on a slower time-scale, like the mass of a limb. We
refer to such discrete or slowly changing parameters as the context of the
movement. Finally, dependent on sensory feedback the CNS can generate a
new motor command or update the current motor command, thereby complet-
ing the sensorimotor loop.

For accurate control the CNS has to adapt the motor command to both the
current context and state of the body. However, this information is not directly
available to the CNS and these variables are refereed to as hidden variables in
the engineering literature. Instead the CNS has access to sensory feedback
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from which it may be able to estimate the state of the body. For example, there
is no sensory receptor that directly tells us the location of our hand in space,
but many proprioceptive and tactile sensors from the arm can be used to make
an estimate of this state variable. Similarly the weight of an object to be picked
up can be estimated visually on the basis of prior experience and then updated
during the handling of the object.

Motor control is, therefore, concerned with inputs and outputs from a 
controlled object (e.g. the arm) that is part of our own body. When interacting
with another person we can think of an analogous social interaction loop in
which the controlled object is the other person rather than part of our own
body (Fig. 14.1b). Again, our motor commands cause muscle contractions and
these lead to motor consequences which generate communicative signals,
such as speech or gestures. When perceived by another person these can have
influences on their hidden (mental) state, which constitutes the set of parame-
ters that determine their behaviour. We can regard the other person as having
a state in the same way that our own body has a state. If we know the state of
someone else and have a model of their behaviour, we should be able to pre-
dict their response to a given input that we or the environment provides. Given
the other person’s state, the motor command we have generated, and the 
context provided by the environment, the other person will generate motor
commands causing consequences. We can perceive these consequences and
these can be used to determine our next motor command, thereby closing 
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communicative signals. These signals when perceived by another person can cause
changes in their internal mental state. These changes can lead to actions which are, in
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a social interaction loop. Therefore, in social interactions, by controlling
someone else rather than our own body, we can estimate their hidden state
including their mental state rather than the state of our own body.

14.3 What makes motor control and social interaction difficult?

There are several features of the neural circuitry and musculoskeletal system
that significantly complicate our ability to produce accurate and fast move-
ments. First, there are considerable time delays in both the transduction and
transport of sensory signals to the CNS. For example, visual feedback can 
take around 100 ms to be processed. When this sensory delay is combined
with efferent delays associated with movement, the combined delay is appre-
ciable. As a consequence, sensory information cannot be used to guide the ini-
tial part of a movement and skilled performance requires feed-forward
control. However, there is still a problem of co-registering actions with their
consequences in time as these signals can be separated by several hundred 
milliseconds. In addition to delays, the sensory inputs and motor commands
suffer from intrinsic neural noise, or randomness, which limits the ability 
of the system to perform rapid and accurate movements simultaneously
(Harris and Wolpert 1998).

Not only are motor and sensory signals delayed and noisy, but the relation-
ship between the motor commands and sensory consequences can be very
complicated. The equations relating the force produced by muscles and the
ensuing motion of the body are highly complex. For example, the equations
that determine the effect that a single muscle acting on the elbow has on the
subsequent change in elbow angle will, owing to interactions between body
segments, have terms that depend in complex ways on factors such as the ori-
entation of the body with respect to gravity, the rotation of the body in space
and the rotational velocity of the shoulder joint. Moreover, the complexity of
the musculoskeletal system is made worse because it has nonlinear properties.
Linear systems are ones in which if you know how the system responds to two
different sequences of force acting on it, then it is very easy to predict what
will happen when the two series of forces are added and applied together. For
example, a ball on a table acted on by forces is a linear system. A sequence of
forces acting on the ball will cause the ball to take up a sequence of positions
on the table. Another sequence of forces acting on the ball will cause the ball
to take up a different sequence of positions. If we add the two sequences of
forces and applied these to the ball it would follow a path determined by the
sum of the positions from each sequence individually. However, the musculo-
skeletal system is nonlinear and this makes motor control difficult as knowing
the consequence of a variety of motor commands does not allow us easily to
generalize to what will happen to combinations of these motor commands.
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Moreover, the relationship between motor commands and ensuing movement
changes every time we interact with a novel object. This property of being
ever-changing is known as non-stationarity. This requires that the command
sent to our body be tailored to the changing interactions with the world.

Finally, the motor system has a high-dimensional state (dimension refers to
number of parameters required to define the state). For example, the final 
control must be exerted on the 600 or so muscles in the human body. Even if
we consider each, as being, for extreme simplicity, either contracted or
relaxed, this leads to 2600 possible motor activation patterns, more than the
number of atoms in the known universe. When trying to represent such high-
dimensional data we run into the problem of the ‘curse of dimensionality’
(Bellman 1957). It is implausible that the CNS represents all possible config-
urations so it must instead find simplifying rules during control and learning.

When considering the social interaction loop and regarding another person as
the controlled object, we encounter similar, but usually more severe, problems.
First, the time delays between our action and the consequences on our own
body are of the order of hundreds of milliseconds, whereas with other people
the consequences can be of the order of seconds to minutes or even days.
Moreover, the response of a person to our actions is not easily predicted. There
is usually a complex, noisy and nonlinear relationship between our actions and
the consequences. In a similar way to the nonlinearity of the arm, knowing
how someone will respond to two separate actions we perform does not allow
us to predict accurately the response to both actions performed simultane-
ously. Moreover, in the same way that motor command and sensory feedback
are corrupted by noise we can regard the other person as a nonlinear system
with noise. There is noise in both their perception of our actions and our 
perception of their response. But moreover, there may be a stochastic element
in their response to the same action. Part of this is due to their internal state to
which we do not have access, and part can be considered as a stochastic ele-
ment in their choice of response. In addition, whereas the state of the human
body has perhaps several hundred degrees of freedom, the possible degrees of
freedom of another person’s brain are likely to be far greater.

Finally, in the same way that the motor system has to deal with multiple
contexts, such as multiple tools, social interaction requires us to interact with
multiple people. Different tools have different dynamics, that is, different
response to forces we apply to them. Similarly, different people will react in
different ways to the same input. Therefore both control and social interaction
have to take into account the context, whether it is the identity of a tool or the
identity of another person.

However, although the behaviour of others given our actions are more noisy,
nonlinear, delayed and of higher dimension than the response of our arm to our
motor command, they may not be fundamentally different in terms of compu-
tational requirements.
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14.4 Internal models of the loop transformations

On the basis of computational studies it has been proposed that the CNS 
internally simulates aspects of the sensorimotor loop in planning, control and
learning (Kawato et al. 1987; Jordan 1995; Miall and Wolpert 1996; Wolpert
and Flanagan 2001). The neural circuits within the CNS that perform such 
transformations are termed internal models as they are internal to the CNS
and model aspects of the sensorimotor loop. Internal models that predict the
sensory consequences of a motor command are known as forward models as
they model the causal (forward) relationship between actions and their conse-
quences. A forward model, therefore, can be used to predict how the motor sys-
tem’s state changes in response to a given motor command. Therefore, whereas
the descending motor command acts on the actual sensorimotor system, a copy
of this motor command, termed efference copy can pass into a forward model
which acts as a neural simulator of the musculoskeletal system and environ-
ment. A forward model can, therefore, be used as a predictor or simulator of
the consequences of an action. An inverse model performs the opposite trans-
formation to a forward model, determining the motor command required 
to achieve some desired outcome. Here, we will use predictor and controller
synonymously with forward and inverse models, respectively.

Skilled motor behaviour relies on accurate predictive models of both our
own body and external objects and environments. As the dynamics of our body
changes during development, and as we experience tools that have their own
intrinsic dynamics, we constantly need to acquire new models and update exist-
ing models. Thus, forward models are not fixed entities but must be learned and
updated through experience. Learning a predictive model is relatively straight-
forward. By comparing the predicted and actual outcome of a motor command
a prediction error can be generated. Well-established computational learning
rules can be used to translate these errors in prediction into changes in synap-
tic weights that will improve any future predictions of a forward model. We can
consider a similar forward or predictive model for social interaction. In this
case another person’s response to my motor commands or communicative
behaviour is modelled. Again, discrepancies between anticipated and actual
behaviour can be used to refine such a model. Therefore, by monitoring one’s
own action and the response of others it is possible to learn a predictive model
of the likely behaviour of someone in response to our actions.

Inverse models or controllers are in general more difficult to learn.
Additional transformations may have to be applied to the error signal before
it can be used to train a controller. For example, when we throw a dart, the
error we receive is in visual coordinates. This sensory error must be converted
into motor command errors suitable for updating the inverse model. The two
principal methods proposed in the motor control literature for solving this
problem are ‘distal supervised learning’ (Jordan and Rumelhart 1992) and
‘feedback error learning’ (Kawato 1990). Distal supervised learning uses a
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predictive model of the system to convert from sensory errors to the required
changes to the motor command, whereas feedback error learning uses a 
simple feedback controller to achieve a similar conversion of errors. In motor
control a controller often tries to achieve some desired state of the motor 
system. Similarly, an inverse social model could be used to try to achieve
some hidden mental state, and hence behaviour, in another person. Again,
learning such a model is difficult in social interaction, as a discrepancy
between another person’s internal state and/or behaviour and what you wanted
does not directly allow you to determine how to change your communicative
signals to get nearer to the desired outcome. As with motor control, a forward
social model could be used to determine the appropriate change in our actions
to achieve our desired result.

Although we can phrase the forward and inverse social models in the same
computational framework as motor control this should not hide several differ-
ences which makes learning such social models immensely more difficult.
First, when the brain models (either forward or inverse) the motor apparatus,
regardless of noise, delay, nonlinearity, the degrees of freedom are relatively
small, and although some states can be considered as hidden, the depth to
which they are hidden is not severe. This is because our sensory system pro-
vides us with ample information to determine the state of our arm and we have
relatively limited set of control parameters that we can apply to our 600 or so
muscles. Alternatively, when trying to learn an internal model of another per-
son, the degrees of freedom are enormous, and the hidden variables are more
deeply hidden. We usually need to estimate inputs and outputs of a system to
model it. The brain’s inputs and outputs are sensory feedbacks and motor com-
mands. Those of the other person’s brain are not available. My communication
signal transmitted to you and your perceived communication signals may be
too superficial to train a good internal model of you. If these signals were 
sufficient for a general algorithm to learn, then we would expect there to be
nothing special to human communication when compared with learning an
internal model of a pet dog or a humanoid robot. So, if exactly the same com-
putational algorithms as those used in motor control are applied for commu-
nication problems, we believe the task would be excessively difficult to solve.
Another problem in terms of learning is that when learning how a system
responds to a set of inputs you normally want to explore a large range of inputs
to see the range of outputs. Although this is possible when trying out com-
mands on your arm, you cannot give an arbitrary battery of inputs to another
person for system identification purposes, as unlike your arm another person
has the option to withdraw communication once you have provided a ‘bad’
input (except, perhaps, in the case of infants and their mothers).

We propose that the reason we are able to solve the problem of learning
internal models of other people is because of the similarity of brains across
people. We propose that the uniqueness of human communication relies on
our brains being similar. This allows the brain to use this fact to train a good
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internal model of another person’s brain. We will review how having a similar
motor system (brain and musculoskeletal system) between two people enables
us to use the mappings between our actions and our own mental states as 
a priori information to bootstrap any learning of another person’s internal 
models. We will illustrate these principles for a model of motor control: the
MOSAIC model that we have developed.

14.5 Multiple internal models for action 
production and imitation

Humans demonstrate a remarkable ability to generate accurate and appropri-
ate motor behaviour under many different and often uncertain environmental
conditions. It has been proposed that the CNS uses a modular approach in
which multiple controllers coexist and are selected based on the movement
context or state (Jacobs et al. 1991; Narendra et al. 1995; Narendra and
Balakrishnan 1997; Ghahramani and Wolpert 1997). Therefore, when we pick
up an object with unknown dynamics we need to identify the context and
select the appropriate controller. One possible solution to this identification
and selection problem has been proposed in the form of the MOSAIC model
(Wolpert and Kawato 1998; Haruno et al. 2001; Doya et al. 2002). The idea is
that the brain simultaneously runs multiple forward models that predict the
behaviour of the motor system to determine the current dynamics of the body
which will change when interacting with different objects. Consider a very
simple example in which there are only two contexts: that a teapot to be lifted
is either full or empty (Fig. 14.2). When a motor command is generated, an
efference copy of the motor command is used to simulate the sensory conse-
quences under the two possible contexts. The predictions based on an empty
teapot suggest that lift-off will take place early compared with a full teapot
and that the lift will be higher. These predictions are compared with actual
feedback. As the teapot is, in fact, empty the sensory feedback matches the
predictions of the empty teapot context. This leads to a high likelihood for the
empty teapot and a low likelihood of the full teapot. Each predictor can, there-
fore, be regarded as a hypothesis tester for the context that it models. The
smaller the error in prediction, the more likely the context. Moreover, each
predictor is paired with a corresponding controller forming a predictor–
controller pair. The MOSAIC model is able to learn a set of predictors to cover
the experienced behaviours and also ensures that the each paired controller 
is the appropriate controller to use in the context for which paired predictor is
tuned (Haruno et al. 2001). If the prediction of one of the forward models
closely matches the actual sensory feedback, then its paired controller will 
be selected and used to determine subsequent motor commands. In computa-
tional terms, the sensory prediction error from a given forward model is 
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represented as a probability; if the error is small then the probability that the
forward model is appropriate is high. The set of probabilities, termed respon-
sibilities, from an array of forward models is used to weight the outputs of the
paired controllers.

Learning by imitation is an essential part of human motor behaviour and
seems very limited in other animals, even chimpanzees. Although seemingly
a trivial task of ‘copying’ somebody’s action, learning by imitation poses a
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Fig. 14.2 The MOSAIC architecture. A schematic of context estimation with just two
contexts: that a teapot is empty or full. In this highly simplified example, a module con-
sists of a controller–predictor pair. In this case two controller–predictor pairs exist: one
tuned for a full teapot and one for an empty teapot. The outputs of the controllers are
weighted by the likelihood that each is appropriate, to determine the final motor com-
mand. When this motor command is generated, an efference copy of the motor command
is used to simulate, using the two predictors, the sensory consequences under the two
possible contexts. The predictions based on an empty teapot suggest that lift-off will take
place early compared with a full teapot and that the lift will be higher. These predictions
are compared with actual feedback and the errors are normalized to turn them into like-
lihood or responsibilities. As the teapot is, in fact, empty the sensory feedback matches
the predictions of the empty teapot context. This leads to a high likelihood for the empty
teapot and a low likelihood of the full teapot. These responsibilities are used to adjust the
weightings of the controllers so as to generate motor commands appropriate for an empty
teapot. In addition, the responsibilities are used to gate the learning of the predictors and

controllers (not shown).
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series of computational challenges including:

(i) how to map the perceptual variables (e.g. visual and auditory input) into
corresponding motor variables;

(ii) how to compensate for the difference in the physical properties and con-
trol capability of the demonstrator and imitator; and

(iii) how to understand the intention of action (e.g. objective function in 
optimal control) from observation of the resulting movements (see
Schaal et al. 2003).

In the MOSAIC model the consequences of a movement are compared with
multiple predictions as a form of hypothesis testing as to the dynamics of the
current state or context. Each predictor tests the hypothesis that the current
dynamic is well captured by the predictor. The set of errors are transformed
into responsibilities (probabilities) and provide rich information about the
likely state the system is in. A natural extension of the model is to compare
the predictions, not with one’s own state, but with the state of a system that is
being observed. We hypothesize that, in this way, during action observation
the motor system can be used to understand the actions of others. This could
be an efficient process because our CNS has learned to predict the con-
sequences of actions on our own body and this can be used to make accurate
prediction about others. The use of our own motor system in understanding
actions could underlie our extraordinary ability to detect and identify biolo-
gical motion (Johansson 1973).

For the actor, at a given time only one or a small set of modules generates
a motor output (Fig. 14.3a). To use MOSAIC to imitate movements requires
three stages. First, the visual information of the actor’s movement must be
converted into a format that can be used as inputs to the system such as the
motor system. This requires that the visual processing system obtains some-
thing akin to state (e.g. joint angles) over time which can then be used by the
MOSAIC (we do not deal with this visual problem here). The second stage is
that each controller in the observer generates the motor command which it
would produce given the observed trajectory and current state of the actor.
Rather than these commands acting on the observer’s own musculoskeletal
system, the output of each controller forms the input to its paired predictor,
thereby generating a prediction of the next likely state (Fig. 14.3b). 
Therefore the observer uses his own multiple modules to try to simulate the
observed percept. This next state prediction can be compared with the actor’s
next state to produce prediction errors. Again, these prediction errors can be
converted into responsibilities determining which of my controllers has to be
active to generate the motion I see you perform. Therefore, the identities of the
modules which best account for the percept form a symbolic code of the hid-
den state of the actor. When the actor generates a continuous trajectory (by 
activating modules 2 → 1→3 → 1→4 . . .), the observer encodes this as a sym-
bolic stream (e.g. module 1 → 3→4 → 2→1 . . .) representing which module
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Fig. 14.3 The MOSAIC for action observation. During action production (a), at a
given time only one or a small set of modules generates a motor output. In this exam-
ple of balancing a walking stick on a finger, the modules are activated in a particular
sequence such as 1 → 3 → 2 → 4 → 2 → 1. For action production the outputs of the
controllers are combined and predictions of the consequences of the motor command
are compared with sensory feedback from my own body to determine future control.
For action observation (b) each controller in the observer generates the motor com-
mand that it would produce given the observed trajectory and current state of the
observed person. Rather than these commands acting on the observer’s own musculo-
skeletal system, the output of each controller forms the input to its paired predictor,
thereby generating a prediction of the likely next state. Therefore, the observer uses her
own multiple modules to try to simulate the observed percept. These predictions are
compared with the observed next state of the performer, leading to the likelihood that
each of the observer’s controllers would have generated the behaviour. Therefore, the
observer encodes this as a symbolic stream, for example 2 → 4 → 3 → 1 → 2 → 4,
representing the sequence of modules that needs to be used to generate the observed
behaviour. The observer can use this information in imitation either by replacing their

usual sequence of module activation or by biasing the selection.
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needs to be used to generate the observed behaviour. This symbolic representa-
tion captures a representation of the observed movement, which has fewer
dimensions than would be needed to store the entire trajectory. Moreover, the
movement is represented in the observer’s private lexicon. If the MOSAIC of
the actor and observer are identical (which is never likely to be the case) then
the symbolic representations should be identical. The more different the
MOSAICs the harder it may be for the observer to represent the actor’s behav-
iour. The final stage is for the observer to use the symbolic sequence in imita-
tion. By using the extracted symbolic sequence of module activations to
activate her modules over time she is able to generate the behaviour. This
information can either replace the observer’s usual sequence of module acti-
vation or be used to bias it towards a better action. Preliminary simulations
show that the MOSAIC can be used in this way to learn a simple acrobot task
(swinging up a jointed stick to the vertical) through action observation and
imitation (Doya et al. 2000). Therefore, the MOSAIC architecture could form
the basis of a system for action production and action imitation.

This method of action observation contrasts with previous methods of 
imitation learning that use several heuristic methods for storing features of
movement patterns, for example, points of high curvature or discontinuity
(Kuniyoshi et al. 1994; Wada et al. 1995; Miyamoto et al. 1996). The current
approach could provide a more general principle for segmenting continuous
movement patterns: a local trajectory that is well predicted by a pair of con-
trollers and predictors could be regarded as a primitive motion.

Although action observation and understanding could be achieved by
purely sensory approaches we suggest that there are computational benefits to
using the motor system in approaches such as with the MOSAIC model. For
example, HMMs have been used extensively for automatic segmentation of
motion capture data of full body motion. Multiple HMMs have the same prob-
abilistic and modular architecture as MOSAIC, and a long history of moderately
successful application to fields such as speech recognition. The essential differ-
ence between MOSAIC and HMMs is that controllers are involved. Inclusion of
controllers may be beneficial for two reasons. First, the communication signals
such as speech, facial expressions or body language, are generated by con-
trollers. Thus, MOSAIC is a better model than HMM as a generative model of
these communicative signals. Second, given the similarity of brains within the
human species, my MOSAIC should be a much better approximation than any
arbitrary recurrent or feed-forward neural network or HMM as a model of
another person’s brain.

14.6 Hierarchy for the control and extraction of intentions

Hierarchy plays a key role in human motor control. We can generate a variety
of motor sequences in a very coherent manner despite the different conditions
and contexts in which we have to act. For example, the kinematics of writing
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is preserved when using different effectors and when the dynamics of the pen
are varied. This suggests that high-level representations of the characters may
exist and that the lower levels are concerned with compensating for different
dynamics. An interesting question is how such hierarchical motor control can
be learned and used?

A feature lacking in the current formulation of the MOSAIC model is the
hierarchical and bi-directional control of the modules’ activity. To incorporate
such control, we have proposed a new conceptual architecture, the HMOSAIC
consisting of several layers of MOSAIC (Haruno et al. 2003) (Fig. 14.4). 
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Fig. 14.4 The hierarchical MOSAIC for action generation. Three layers of a simple
HMOSAIC are shown in which each block is a module, representing a predictor–
controller pair, with the lowest levels represented by two flat MOSAIC structures. The
input of higher-level modules is the (bottom-up) responsibility signals (posterior prob-
ability) from the subordinate modules, which represent the currently selected modules
given the current behavioural situation. The output of higher-level modules is a set of
(top-down) prior probabilities of the subordinate modules, which act to prioritize
lower-level module selection. The HMOSAIC architecture can learn both elementary
movements (lower-level chunking) and their hierarchical temporal order (mid-level
sequencing) through sensorimotor learning. Progressively higher levels learn more
abstract representations, with the higher-level learning goals or intentions. Therefore
the activations of a higher-level goal, such as to pick up an object, would activate lower-
level modules (dark) in such a way as to finally generate the appropriate commands to

reach for an object.
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Bi-directional information processing between layers of HMOSAIC can be
phrased within a Bayesian statistical framework. The input of higher-level
modules is the (bottom-up) responsibility signals (posterior probability) from
the subordinate modules, which represent the currently selected modules
given the current behavioural situation. The output of higher-level modules is
a set of (top-down) prior probabilities of the subordinate modules, which act
to prioritize lower-level module selection. More precisely, the higher control
model learns to output the prior probabilities to lower modules given the 
current behavioural situation and possibly an abstract (symbolic) desired
behaviour. By contrast, the higher predictive model learns to anticipate the
posterior probability of the lower level at the next time step. The precision of
the prediction is used to weight the outputs from control models as well as the
learning signal for both predictive and control models. Thus, the lower- and
higher-level modules interact bidirectionally during learning and control of
hierarchically organized movements. The HMOSAIC architecture can learn
both elementary movements (lower-level chunking) and their hierarchical
temporal order (higher-level sequencing) through sensorimotor learning.
Simulations have shown that the HMOSAIC can learn how to control multi-
ple objects and learn how the object is likely to change over time, thereby
learning temporal sequences (Haruno et al. 2003). The hierarchical architec-
ture embodies a way of reconciling top-down plans and bottom-up constraints.
This is a fundamental problem in hierarchical decision systems, often called a
‘symbol grounding’ problem.

Conceptually the lowest level in the hierarchy learns the elements of con-
trol for different contexts or states. The next level up learns how to put ele-
mental sequences together: for example, learning how to control transitions
between the modules, thereby learning elemental sequence patterns.
Progressively higher levels learn more abstract representations, with the
higher levels learning goals or intentions. Therefore the activations of a higher-
level goal such as to get a drink of water, would activate lower levels in such
a way as to finally generate the appropriate commands to reach for a glass of
water. An important feature of the hierarchy is the tree-like structure so that
higher levels could have multiple paths to activating lower levels, and the
choice of path, or way of achieving a goal, can be biased by higher-level fac-
tors. By including recurrent networks within the modules at higher levels in
HMOSAIC, the architecture should be able to generate arbitrary combinations
of the lowest primitives, using a finite set of primitives to generate a possibly
vast repertoire of actions, in a similar way to the role of recursion in language
(Hauser et al. 2002).

In Section 14.5 we proposed that the flat MOSAIC could be used for low-level
imitation of the modules which would directly reproduce the kinematics 
(trajectory) of a movement. However, using the HMOSAIC we could prop-
agate up the responsibility signal during action observation to estimate which
module at the various levels of the HMOSAIC would need to be active to 

318 D. M. Wolpert et al.

Wolpert-ch14.qxd  11/18/03  8:47 PM  Page 318



generate the observed behaviour. Using such an architecture it may be 
possible to have several representations of the observed action, from the low-
level kinematics of movement (which modules are active in the lowest level),
to representing sequences of actions (intermediate levels) to the goal (highest
level). The degree to which propagation up the hierarchy is possible depends
on the extent to which a coherent account of an observed action can be made
using the observer’s HMOSAIC. The more similar the observer’s HMOSAIC
is to the actor’s HMOSAIC the easier it will be to make coherent, and unique
interpretations at higher levels. Therefore, a movement that has a clear goal
(which is also a goal that I have represented in my HMOSAIC) could be
understood at all levels and imitation of the goal, even with different effectors,
would be possible. However, a meaningless movement, or one for which the
observer does not have a goal, could be understood only at lower levels, with
imitation slavishly replicating kinematics or sequences (see Chapter 6, this
volume). The key idea is that having similar computational structures to gen-
erate movement, such as HMOSAIC, dramatically reduces the computational
problems in action understanding. We have yet to simulate the hierarchical
action understanding.

14.7 Communication as closing the loop

So far we have discussed the use of MOSAIC and HMOSAIC in an unidirec-
tional manner, in that the actor pays no attention to the observer’s actions. In
true communication the actor (the transmitter) is responsive to misperception
by the observer (the receiver). One way to close the communication loop is as
follows. The transmitter uses his internal symbolic stream to generate a series
of motor commands that in turn cause movements. The receiver decodes the
movements he sees into his internal symbols and then also generates a series
of motor commands (attempting to imitate the transmitter). The transmitter
then sees these imitative movements and interprets them back into his own
symbols. He can then compare the symbols he wished to transmit with the
symbols he believes he has transmitted. This discrepancy error can then be
used by the transmitter to determine a new sequence of motor commands in
an attempt to get the receiver to internalize these symbols more accurately. So,
for example, if the symbols were responsibilities he could generate an action
using the original responsibilities augmented with the error. Alternatively, to
learn the internal structure of the MOSAIC of others we could use the 
discrepancy error to update the structure of our own MOSAIC to more closely
match those of others.

One of the necessary conditions for exact and rigorous communication 
at symbolic levels is to have an identity mapping in the closed loop of my
symbols → my action → your symbols → your imitation → my perception →
my interpretation of your symbols � my original symbols.
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There is, therefore, no need in principle why your MOSAIC and my
MOSAIC should have similar structures. However, we expect that if they have
identical structures you and I will be able to communicate anything we wish.
The more dissimilar the structure the more things we will get confused about
during communication. In either case there is no need for the modules to be
numbered or related—just the fact that you have a module somewhere that does
the same job as one of mine is good enough. If discrepancies exist between the
responsibilities used for generation and the responsibilities during perception,
these could be used to update my MOSAIC, to make it more like yours.

Analogous to the state of our own system is the state of someone else’s mind,
being the set of parameters that are required to predict the behaviour of the per-
son given inputs and their dynamics. Although in the case of our own arm we
may be able to monitor fully the inputs of the system, for another person we may
only know some of the inputs. Knowing the system dynamics requires us to
learn how, given a particular internal state and input, the other persons will
respond. A default is, as described already, to use our own HMOSAIC to estimate
other people’s hidden states. This allows us to use a single system to interpret
the actions of all other people. However, there are situations in which it is 
inappropriate to assign the same set of internal state to action mappings to
everyone. An alternative is to learn a new HMOSAIC for other people. One 
possibility is that our own HMOSAIC could be augmented by structures that
aim to model the difference between our HMOSAIC and others. Such a system
would allow a representation of others’ internal mental state separately from our
own HMOSAIC structure and may therefore form a basis for theory of mind.

14.8 Conclusion

We have explored the computational parallels between the computations that
occur in motor control and in social interaction. In particular we examined
how models of motor control, such as the HMOSAIC, could be used for action
observation, imitation, social interaction and theory of mind. We suggest that
using our motor system in action understanding is an efficient mechanism for
performing the computations needed in social interaction.

This work was supported by the McDonnell Foundation, Wellcome Trust and Human
Frontiers Science Programme.
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Plate 1. ERPs elicited to a social attention task. (a) ERP waveforms elicited to three
conditions: solid line, group attention; dashed line, mutual gaze exchange; 
dotted line, control. The arrows indicate a late peak of ERP activity that follows the 
N170 ERP (P400), which changes its latency as a function of viewing condition. 
(b) Voltage maps for the three viewing conditions generated at the peak of P400 activity
for the group attention condition (black arrow in (a) ). The group attention condition
shows fronto-temporal positivity, whereas the other two conditions show small

posterior positivities. (See Chapter 1, p. 13.)

Wolpert-Colour.qxd  11/18/03  8:49 PM  Page i



region 2, nouns:
water, crude oil:  {oil tanker,  oiler,  tank ship,  tanker}
sea,  water:  {milldam},  {Suez canal},  {abandoned ship,  derelict},  {wreck},
{lifeboat},  {whaleboat}
water:  {launch},  {frigate},  {bottom,  freighter,  merchant ship,  merchant-man}

(a)

(b)

Plate 2. The original image (a) is segmented into regions (b) classified as ‘water’
(blue), ‘sky’ (white) and ‘man-made’ (light brown). The man-made region (region 2) is
contained within the water region. The top 10 concepts returned by the manmade search
are shown in rank order, grouped by matched constraint terms shown in bold. The words
listed within each set of brackets are synonyms and represent a single concept.

(See Chapter 4, p. 99.)
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(a)

(b)

region 3, nouns:
rock:  {rock ‘n’ roll musician, rocker},  {punk, punk rocker},  {groupie},
{cragsman,  rock climber},  {pueblo}
region 3, verbs:
up:  {emerge},  {ascend,  come up,  rise,  uprise},  {bounce,  jounce},
{swell, well},  {rocket,  skyrocket},  {uplift},  {scale},  {escalade},  {ramp}, {ride}

Plate 3. The original image (a) is segmented into regions (b) classified as ‘rock’ (red)
and ‘sky’ (white), providing the attribute term ‘outdoors’. The motion of the person is
tracked and characterized as motion attribute terms ‘upward’ and ‘slow’. Both a noun
and a verb search are conducted using person and human motion as elemental terms.
The most likely concepts returned by each search are shown in rank order, grouped by
matched constraint terms shown in bold. (See Chapter 4, p. 103.)
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Plate 4. (a) Right inferior parietal lobule activation superimposed on an average
MRI. (b) The relative haemodynamic variation during self action, when subjects acted
at will (i), when they imitated the actions demonstrated by the experimenter (ii), and
when they saw their actions being imitated by the experimenter (iii). Note the dramatic
increase in right inferior parietal lobe activation in this last condition. rCBF indicates
regional cerebral blood flow. (Adapted from Decety et al. (2002). See Chapter 5, p. 118.)

Plate 5. The green blob. This object could move around and make noise on its own.
(From Johnson et al. 2003. See Chapter 10, p. 230.)
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