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1

Knowledge governance:
themes and questions

Snejina Michailova and Nicolai J. Foss

1.1. Introduction: The Interface Between
Knowledge and Organization

Various arguments, both research- and practice-driven, have given sig-
nificant impetus to the use of the concept of knowledge in manage-
ment research over the last few decades. It is conventionally claimed
that ours is a knowledge economy, a notion that may be fuzzy but that
clearly seems to capture important phenomena and tendencies. Among
these tendencies—actual, alleged, and imagined—are the growing value
of human capital inputs, the greater than ever importance of immaterial
assets and scientific knowledge in production, the need to control in-
house an increasing number of technologies (even if product portfolios
are shrinking) (Brusoni, Prencipe, and Pavitt 2001), and to tap an increas-
ing number of knowledge nodes, not only internally but also through
alliances and networks with other firms and institutions. These tendencies
profoundly impact economic organization and competitive advantages
and highlight the role of organization as the context of the creation of
knowledge-based competitive advantages.

A conspicuous manifestation of this is that the number of knowledge-
intensive firms is rapidly growing. These are firms where workers have
a high level of expertise in specific domains, which, when deployed in
an integrated fashion to deliver strategically placed value-added products
and services, leads to competitive positioning. More generally, however,
management academics have strongly stressed the role of organizational
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factors in the process of building knowledge-based strategies that are
able to bring sustained competitive advantage (Grant 1996; Nonaka and
Takeuchi 1995). For example, firms are argued to adopt ‘network organi-
zation’ (Miles and Snow 1992) and engage in ‘corporate disaggregation’
(Zenger and Hesterly 1997), so as to become ‘information age organiza-
tions’ (Mendelsson and Pillai 1999) that can build the ‘dynamic capa-
bilities’ (Teece, Pisano, and Shuen 1997) required for competing in the
knowledge economy. In other words, organization is designed to foster
certain knowledge-related outcomes.

1.1.1. The Rise of the Knowledge (Management) Movement

The concept of ‘knowledge’ is complex, multilayered, and multifaceted
(Blackler 1995). The role of knowledge, considered both as a dependent
variable and as an independent variable, has been a major research
focus for several fields in management studies. The academics’ interest
in ‘knowledge management’ is clearly evidenced in the fact that various
theoretical disciplines, such as philosophy, information and library sci-
ence, strategic management, organizational economics, sociology, orga-
nization theory, organizational behavior, and cognitive psychology, all
have contributed to the theoretical debates centered around ‘knowledge’
and its ‘management.’ Jointly, they have established a very broad body
of discourse. Since the 1960s, social scientists and others have tried to
utilize ‘knowledge’ as a unit of analysis starting from simple attempts to
categorize knowledge to the complex formulations existing today. Hull
(2000: 59) summarized this development in the following way:

. . . the notion that knowledge is an important entity, a unit of analysis, which
presents particular types of problem which can no longer be left purely to philoso-
phers, but which require the attention of various other experts. This provides for
a variety of concepts, linkages, investigations, commentaries, labels, new language
and re-definitions of old language, and changes in practices and techniques.

Among those ‘various other experts’ are countless management
researchers who give rise to a knowledge movement that cuts across
traditionally separate disciplines in management research. The movement
is based on the shared view that the management of knowledge is increas-
ingly becoming a critical issue for competitive dynamics, international
strategy, the accumulation and deployment of resources, the boundaries
of firms, and many other issues. Underpinning this is a reconceptualiza-
tion of the business firm as a knowledge-creating and -integrating entity
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(Drucker 1999; Grant 1996; Hedlund 1994; Nonaka 1994; Spender 1996c;
Tsoukas 1996). The interest in knowledge assets, knowledge processes, and
knowledge work has moved beyond the phase of knowledge management
being a management fad or fashion. The interest is remaining strong and
is growing; it will likely endure even if the label might change (Drucker
1993).

The strategic management field has developed a number of approaches
emphasizing knowledge (Grant 1996) and giving knowledge assets a
center stage. While the resource-based view (Barney 1991; Wernerfelt
1984) applies to any resource, a number of later, strongly overlapping
approaches (the knowledge-based view of the firm, the dynamic capa-
bilities approach, etc.) clearly highlight knowledge assets. ‘The essence
of the firm in the new economy,’ says David Teece (2000: 29), ‘. . . is
its ability to create, transfer, assemble, integrate, protect, and exploit
knowledge assets.’ Competitive advantages may be enjoyed from superior
management of each one of these processes.

The international business field is developing a view of the multinational
corporation as a knowledge-based entity (Gupta and Govindarajan 1991,
2000; Hedlund 1994; Kogut and Zander 1993; Nielsen and Michailova
2007; Schulz 2003; Szulanski 1996). The field is concerned with various
knowledge-related issues in the multinational corporation context and/or
in a broader cross-border context. The issues that have been examined
so far can be clustered into four groups: (a) characteristics, types, and
dimensions of knowledge (Madhok and Liu 2006; Minbaeva 2007; Schulz
2003); (b) characteristics of actors involved in the knowledge processes
(Fang et al. 2007; Gupta and Govindarajan 2000; Kostova 1999; Schulz
2003; Szulanski, Cappetta, and Jensen 2004); (c) characteristics of the
relationships between the actors involved in the knowledge processes
(Hansen, Mors, and Løvås 2005; Jensen and Szulanski 2004; Kostova and
Roth 2002; Li 2005); and (d) outcomes of knowledge processes (Fang et al.
2007; Hansen 2002; Hansen, Mors, and Løövås 2005; Kostova and Roth
2002).

Network ideas emphasizing connections between knowledge nodes—
often, although not exclusively, based on sociology ideas on network
ties—have been and continue being influential (Kogut 2000; Powell
1990). The literature on collaborative networks highlights the importance
of, to mention but a few issues, social capital and exchange (Tsai and
Ghoshal 1998), network position and absorptive capacity (Tsai 2001), and
coordination, competition, and innovation/knowledge sharing (Powell,
Koput, and Smith-Doerr 1996; Teece 1992; Tsai 2002). Relevant for the
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context of this book is the fact that while (interorganizational) networks
have often been studied in isolation from governance approaches, there
are studies that testify to the fruitfulness of combining ideas and insights
from both approaches (Gerlach 1992; Lomi and Grandi 1997; Nohria and
Garcia-Pont 1991).

Knowledge management has become not only a huge body of research
literature but also a widespread organizational practice (Easterby-Smith
and Lyles 2003). It highlights the personal and contextual dimensions of
knowledge and knowing (Blackler 2000; Brown and Duguid 1991; Cook
and Brown 1999; Lave and Wenger 1991; Polanyi 1967; Weick 1977),
and underlines the indeterminate nature of organizational knowledge
(Tsoukas 1996): nobody can know in advance of using it what knowledge
is needed (Merali 2000; Polanyi 1967; Tsoukas 1996; Weick 1995). Not
surprisingly, the knowledge literature in management studies has arrived
at numerous taxonomies and distinctions. Winter (1987) documented
an early and particularly important contribution with the distinctions
between knowledge tacitness versus explicitness, system-quality versus
stand-alone, teachability versus nonteachability, and complexity versus
noncomplexity. The Winter distinctions have been the basis for signif-
icant subsequent empirical work (Birkinshaw, Nobel, and Ridderstråle
2002; Kogut and Zander 1993).

The above notions concerning the importance of knowledge, and espe-
cially tacit knowledge, for constituting competitive advantage, organiza-
tional performance, and organizational success have been put forward
by, among others, Bartlett and Ghoshal (1989), Nonaka and Takeuchi
(1995), Grant (1996), Spender (1996a, 1996b), Stewart (1997), Bennett
(1998), and Chakravarthy et al. (2003). They have clearly been taken very
seriously in the corporate landscapes. Executives introduce formalized
knowledge management systems materializing the conviction that man-
aging knowledge assets is increasingly important for their organizations
(Nielsen and Michailova 2007; Offsey 1997) even if their organizations
are not necessarily knowledge-intensive firms (Newman 1997). According
to a KPMG Knowledge Management Survey from early 2000s, 80 percent
of the surveyed organizations had at that time some knowledge man-
agement projects in place, 40 percent had a formal knowledge manage-
ment program, and 25 percent had appointed a Chief Knowledge Officer
(Skyrme 2001).

The knowledge movement has seriously engaged business and manage-
ment consultants also. The consultancy business has not only stepped
into the game but also contributed much to the establishment of the
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knowledge movement. The first management conference in the United
States which explicitly focused upon knowledge—beyond theories of
artificial intelligence—was entitled ‘Managing the Knowledge Asset into
the 21st Century,’ and was convened by Digital Equipment Corporation
and the Technology Transfer Society at Purdue University in 1987.1 The
second one was on ‘Knowledge Productivity’ and was coordinated by
Steelcase North America and EDS in April 1992. McKinsey and Company
initiated their Knowledge Management Practice during the same time
frame. According to Hull (2000: 49), the focus on knowledge and its
management was an ideal opportunity for consultancy firms to restore
their tarnished image associated with the numerous problems due to the
business process reengineering fad.

1.1.2. The Rise of the Knowledge Economy and
Changing Organization

Another impetus to the knowledge governance approach has been the
many ways in which knowledge and organization have been linked in
various discussions of the ‘knowledge economy.’ To be sure, getting ana-
lytically to grips with the construct of the ‘knowledge economy’ is, to
put it mildly, an undertaking of very considerable complexity, because
the number of relevant variables would seem to be overwhelming and
causality would seem to be so complicated that any model can only
capture select processes and mechanisms. Indeed, most social scientists
have treated the knowledge economy as a sort of overall framing vision,
and have focused on select mechanisms, for example, how organization
is affected by information and communication technologies (ICT), the
increasing importance of human capital inputs, and the increasingly
distributed nature of knowledge. Consider these in turn.

Virtually all discussions of the knowledge economy invoke ICT as a
main driver and primary characteristic of the knowledge economy. Many
see ICT as the heartbeats that animate the knowledge economy—ICT
makes information cheaper to process, store, and transmit. For exam-
ple, arguments are put forward that ICT drives productivity increases,
facilitates the formation of networks within and between firms, flat-
tens hierarchies, reduces overall firm size, facilitates (external and inter-
nal) scale economies, eases the modularization of production, etc.
(Brynjolfsson et al. 1994; Culnan, Armstrong, and Hitt 1999; Garicano

1 Source: www.entovation.com/momentum/momentum.htm.
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and Rossi-Hansberg 2003; Paganetto 2004). Given the context of knowl-
edge economy, it may seem more reasonable to look at those tenden-
cies that are knowledge rather than information related. Many writers
have stressed the distinction between information and knowledge (e.g.,
Boisot 1998; Nonaka and Takeuchi 1995; Spender 1996a; Teece 2001).
Knowledge is seen as a partly tacit and context-dependent capacity to
select, interpret, and aggregate information which, in turn, is explicit and
less contextual. As Teece (2001: 130) puts it: ‘A Bloomberg or Reuters
newsfeed is information. The opinions of the leading analysts and com-
mentators, putting the news into context and enabling it to be used to
create value, are more akin to knowledge.’ The knowledge economy is
indeed remarkable by the growing importance of not only information
but also knowledge.

A manifestation of this is the strongly growing importance of human
capital. Acquiring human capital is largely a matter of reducing the costs
of selecting, interpreting, and aggregating information and knowledge.2

In management research, the increasing importance of human capital
has been reflected in notions of ‘knowledge workers’ (Zuboff 1988) and
‘knowledge-intensive firms’ (Starbuck 1992), as mentioned earlier. Many
argue that such firms are differentiated from ‘traditional’ firms in terms of
organizational control by relying less on direction through the exercise of
authority, eschewing high-powered performance incentives, and embra-
cing ‘culture’ and ‘clan’ modes of organizational control (Adler 2001;
Child and McGrath 2001).

While information is becoming continuously cheaper to process, store,
and transmit (Garicano and Rossi-Hansberg 2003), an increasingly influ-
ential argument asserts that the knowledge needed to create value is
becoming increasingly dispersed, either in direct geographical terms
(e.g., Doz, Santos, and Williamson 2001) or in terms of technological

2 A number of studies and indicators suggest that the importance of human capital has
increased massively. Thus, in terms of overall impressionistic figures, the proportion of
knowledge workers, such as managers, professionals, and technical workers, increased from
10% of the US workforce in 1900 to 17% in 1950 to 33% in 1999. Creative workers, such as
engineers and architects, artists and entertainers, increased from 1% in 1900 to 2% in 1950
to 5.7% in 1999. Large-scale econometric studies provide the same message. Jorgenson and
Fraumeni (1995) show that in the US economy, human capital overwhelms physical capital
in terms of contributing to value added and that its weight has been continuously increasing.
Machin and van Reenen (1998) present evidence that the relative demand for skilled labor
has increased in the 1990s in the seven OECD countries they investigate. Berman, Bound, and
Griliches (1994) find a similar tendency in the US economy, as do sector and industry-specific
studies. For example, Demsetz (1996) shows that the share of high-skilled employees in US
banking has strongly increased (around 8 percentage points from 1983 to 1995), the most
pronounced increase in any US industry.
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disciplines (Brusoni, Prencipe, and Pavitt 2001; Coombs and Metcalfe
2000; Granstrand, Patel, and Pavitt 1997; Matusik and Hill 1998). Firms
need to build and maintain an increasing number of ‘knowledge nodes’
with lead users, universities, technical service institutes, user communities
(e.g., Brusoni, Prencipe, and Pavitt 2001; Coombs and Metcalfe 2000;
Granstrand, Patel, and Pavitt 1997; Hodgson 1998; Smith 2000; Von
Hippel 1988; Wang and von Tunzelmann 2000). Because firms increas-
ingly need to rely on a growing number of knowledge specialists, whether
employees or outside knowledge agents, they also need to have the
absorptive capacity to potentially source an increasing number of tech-
nologies. In fact, it is arguable that many knowledge nodes, particularly
to universities, are established in order to create this absorptive capacity
(Pavitt 1991). The tendency for many firms to have an increasing num-
ber of technological disciplines in-house, even if product portfolios are
shrinking, may also be a reflection of the need to increase absorptive
capacity in the face of an increasingly complex division of labor in science
and technology (Brusoni, Prencipe, and Pavitt 2001).

This tendency is seen as having strong transformative implications
for economic organization, notably the employment relations, internal
organization structure, and the boundaries of the firm. For example, the
increasing reliance on ‘knowledge workers,’ specialists, expert talent, etc.
that is seen to accompany the increasingly distributed nature of produc-
tive knowledge challenges traditional authority relations (because knowl-
edge workers have much more bargaining power, Rajan and Zingales
2001) and makes extensive delegation of decision rights necessary in
firms’ internal organizations (so as to colocate rights with knowledge;
Mendelsson and Pillai 1999). With respect to ‘external organization’
(to use Marshall’s 1920 phrase), firms increasingly engage in relational
forms of contracting that can simultaneously keep opportunism at bay
and create the rich interfaces that are necessary for sharing and integra-
tion of complementary knowledge (Heiman and Nickerson 2002; Helper,
McDuffie, and Sabel 2000). Thus, a picture is emerging of new kinds
of firms that ‘. . . tend to be non-vertically integrated, human-capital-
intensive organisations that operate in a highly competitive environment’
(Zingales 2000: 1643), yet are still strongly networked to other firms and
to knowledge institutions.

Virtually all of those who have written on the subject agree that tasks
and activities in the knowledge economy need to be coordinated in a
manner that is different from the management of traditional manufac-
turing activities (as portrayed in, for example, Chandler 1962). Similarly,
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there are numerous arguments around that the boundaries of firms
change under the impact of the need to make better use of existing know-
ledge, source new knowledge, etc. These accounts usually treat knowledge
as a kind of contingency factor that affects organization. The focus of the
knowledge governance approach that this collection of essays contributes
to is rather to take organization as the independent variable, treating the
outcomes of knowledge processes as the dependent variable. However, the
two approaches are two sides of the same coin, a coin that is made up of
the intersection of knowledge (processes) and organization.

1.1.3. The Knowledge Governance Approach

The ‘knowledge governance approach’ (Foss 2007; Foss et al. 2003) which
is highlighted in this book represents an emerging attempt to think
systematically about the intersection of knowledge and organization.
‘Governing knowledge processes’ means choosing governance structures
(e.g., markets, hybrids, hierarchies) (Williamson 1996) and governance
and coordination mechanisms (contracts, directives, reward schemes,
incentives, trust, management styles, organizational culture, etc.), so
as to favorably influence processes of transferring, sharing, integrating,
using, and creating knowledge. Such structures and mechanisms matter to
organizational-level knowledge processes because they define the incen-
tives and coordinate the actions of organizational members in knowledge
processes (Foss and Mahnke 2003).

By ‘governance mechanisms’ we make reference to the specific appa-
ratus that is deployed to influence organizational members’ behaviors,
particularly in relation to their engagement in knowledge processes.
The governance mechanisms can be both formal, such as goal setting,
planning, directives, rules and regulations, and residual rights of con-
trol (Bensaou and Venkatraman 1995; Grandori 2001; Kumar and Seth
1998), and informal, such as trust, management styles, organizational
cultures, communication flows, and channels (Arrow 1974; Michailova
and Husted 2003). Formal and informal mechanisms often are applied
simultaneously. They can, to mention but a few interaction options, com-
plement or substitute each other (Poppo and Zenger 2002), reinforce each
other’s effects (Grandori and Soda 1995), weaken each other’s application
(Edelman et al. 2004), enhance some of each other’s features (Gulati and
Singh 1998), or moderate each other’s scope (Gulati 1995; Uzzi 1997).
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Thus, the knowledge governance approach addresses such issues as,
what is the impact of different kinds of (systems and strength of)
incentives on knowledge sharing, integration, and creation, and how does
this work through individual level motivation and cognition? What com-
binations of governance mechanisms are best suited for promoting know-
ledge sharing, integration, and creation within and between firms? What
are the organizational and exchange hazards of knowledge processes,
and how does the deployment of governance mechanisms remedy such
hazards? Knowledge governance scholars address these issues on the basis
of explicit micro-foundations, that is, explicit assumptions about the indi-
vidual motivation, preferences, expectations, cognitive styles, etc. These
scholars trace the causal processes running from organization (macro) to
individuals and their interaction (micro) and explore how these micro-
processes give rise to organization-level knowledge-related outcomes, that
is, organization-level knowledge utilization, sharing, creation, etc. We will
provide a fuller picture of the knowledge governance approach in the
concluding chapter, and instead, pose some of the open questions, as we
see them, and the contributions made by the chapters in this book.

1.1.4. Governing Knowledge Processes: Some Open Questions

This book’s starting point is that knowledge processes can be governed.
This book attempts to box the compass on knowledge governance and,
hopefully, stake out a prominent position in this developing field by
articulating a detailed examination of various knowledge governance
mechanisms. All contributions to this book deal with particular mecha-
nisms, explain these mechanisms’ essence, nature, and specific features,
and theorize about their advantages and disadvantages in relation to
particular knowledge processes and, where appropriate, in relation to
alternative governance mechanisms.

Looking across the chapters in this book, it appears that a fundamental
issue that still remains unresolved, neither academically nor in practice,
is whether in the new economy the knowledge workers have reversed the
traditional relationship between employer and employee. In a detailed
discussion of this issue, Frank (2000: 2002–4) concluded that a positive
answer to this question is not substantiated in any way. Journalists and
popular management writers alike, for example, Peters and Waterman
(1982) and Handy (1997), fuel the impression that the company manage-
ment and power is essentially in the knowledgeable employees’ hands.

9
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Executives are remarkably silent, probably because such an impression, as
far as it stays at the impression level, suits well the fact that they manage
and are paid for managing their knowledge workers. Our argument is that
the increasing importance of knowledge workers suggests the need for
new governance mechanisms that recognize the fact that it is increasingly
the employees who possess the knowledge able to generate wealth rather
than that the employees are equipped with the power to manage because
they are knowledge owners.3 Yet, the issue remains whether governance
mechanisms, even new/innovative ones, do/will change the employer–
employee relationship in its fundamental nature.

We have several times referred to knowledge governance mechanism in
general as a particular management/administrative apparatus. However, it
is worth questioning such a position and extending the box that has so far
framed much of the thinking in relation to governance mechanisms. For
instance, is it worth considering the entrepreneurial functions of the firms
rather than the administrative ones? If so, do entrepreneurial functions
provide the basis of some unique governance mechanisms, are those com-
patible with mechanisms associated with the administrative functions,
can the coexistence of various functions open the possibility for particu-
lar combinations of governance mechanisms, etc.? The problem-finding
problem-solving perspective discussed by Heiman et al. in this volume
provides important hints in this direction by outlining implications of
this perspective for examining entrepreneurship and the entrepreneurial
firm.

Another unresolved question is whether knowledge governance primar-
ily aims at optimizing the cost of the processes of managing knowledge
or whether there is more to it. This raises associated questions, such
as whether this cost is determinable at all and what role time plays in
conducting a particular knowledge process and applying specific gover-
nance mechanisms and observing effects from it. The relation between
knowledge processes and governance issues is an under-researched area,
both theoretically and empirically, in comparison with writings con-
cerning the characteristics of knowledge, knowledge taxonomies, how
knowledge may be disseminated within and between organizations and
the philosophical foundations of knowledge. To date there has been little
consideration of research heuristics linking governance and knowledge.

3 For a discussion of the advantages and drawbacks of different kinds of control for man-
aging knowledge workers, for example, structural, ideological, technocratic, and sociological
control mechanisms, see Ray (1986).

10



Knowledge governance: themes and questions

An issue that does not transpire through the chapters, at least not
explicitly and strongly enough, is context. Context, defined at different
levels, is important for examining any issues relevant to organizations. In
relation to knowledge governance, obviously, the issues and challenges we
have identified will not simultaneously confront all firms at the same time
in the same manner. Organizations embedded in certain national cultural
and institutional contexts will deal with knowledge governance issues
differently from those located in other macro environments. Industry
matters as well and so does the particular organizational context. Taking
context seriously will allow testing of the robustness of the proposed
theories and analytical frameworks.

The chapters in this book extend considerably the list of unanswered
questions and unresolved issues. The chapters’ introductions and conclu-
ding sections outline existing gaps and suggest potential fruitful avenues
for future research, respectively. It becomes apparent that the knowledge
governance field is hungry for and ready to absorb theoretical and empir-
ical examination of various causal mechanisms and contextual factors in
relations among knowledge processes and ways of their governing.

The contributions to this book demonstrate convincingly that the gov-
ernance of knowledge processes can be investigated in many different
ways. As editors, we opted intentionally for perspectives from different
disciplines and fields, and so we let rather different voices speak on the
knowledge governance theme.

The different bodies of theory that we consider in this book vary on
numerous dimensions and have correspondingly different implications
for the understanding of the governance of knowledge processes. Part of
the motivation of this book was to see whether the different bodies of
knowledge would substitute, complement, build on, overlap, or conflict
each other. We find this to be an appropriate objective. Although it might
be tempting to aim at overcoming the fragmentation in the field, it seems
achieving such an aim is still premature. This in itself explains the idea
behind an edited volume. Once a particular research field has somewhat
already taken shape, coherent works that take a sharp and original cut
through a particular set of issues seem to be most desirable. But when
the field itself is still inchoate, collected volumes seem to have a certain
advantage. Precisely because the counters of the field are not yet clearly
demarcated, the natural divergences of a collected volume are better
suited to exploring a large part of the idea-space.4

4 We thank one of the OUP anonymous advisors for making this observation.
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1.1.5. The Contributions to this Book

While the chapters in this book vary on several dimensions, they are
united by the main overall idea, namely, to identify and examine know-
ledge governance mechanisms. An important theme that unites the
chapters in this book is the question of which knowledge processes are
influenced by governance mechanisms. Some chapters are concerned with
knowledge generation and growth (Osterloh and Weibel), others relate to
knowledge sharing (Husted and Michailova), a third cluster of chapters
addresses both knowledge creation and sharing (Heiman et al., Grandori,
Argote, and Kane), and a final group focuses on knowledge utilization
(Christensen and Knudsen, Foss and Foss). Figure 1.1 positions the contri-
butions along two dimensions: the type of knowledge processes addressed
and the type of governance mechanisms examined in terms of the formal–
informal dichotomy.

This leads us to the second dimension that goes across the contributions
in this book, namely, the type of knowledge governance mechanisms. While
some authors discuss exclusively informal mechanisms (Foss and Foss,
Argote and Kane, Husted and Michailova), others examine in detail how
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formal governance mechanisms are employed to influence knowledge
processes (Christensen and Knudsen). A third group of authors discuss
mechanisms that spread between the poles of the formal–informal con-
tinuum. For instance, Osterloh and Weibel’s chapter takes seriously both
extrinsic and intrinsic motivation; Heiman et al.’s problem-identification–
problem-solving perspective includes both formal and informal elements;
and Garndori’s associational, constitutional, and democratic governance
mechanisms, too, spread over the continuum between formal and infor-
mal mechanisms. An interesting, and related, dimension of several con-
tributions is the interaction effects that are likely to appear due to the
application of particular mechanisms. For instance, some informal mech-
anisms, for example superordinate identity (Argote and Kane), are argued
to act as substitute to monitoring, and socialization tactics (Husted and
Michailova) is recommended to be applied as a substitute to detailed and
expensive formalized contracts.

The chapters in this book are positioned differently in terms of the scope
of the governance mechanisms they address, from intraorganizational to
interorganizational. As illustrated in Figure 1.2, some chapters specifically
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focus on either intra- (Christensen and Knudsen, Foss and Foss, Osterloh
and Weibel, Argote and Kane) or interorganizational settings (Husted
and Michailova) while others (Grandori, Heiman et al.) theorize about
knowledge governance issues in both intra- and interorganizational
contexts.

This book is a mosaic of theoretical and empirical contributions. Among
the latter group of contributions are Argote and Kane’s chapter based on a
field study and experiments and Scarbrough and Amaeshi’s chapter which
presents a detailed case study of a major collaborative research program in
the European aerospace industry. Christensen and Knudsen’s chapter, too,
relies on several cases to argue the application of their proposed analytical
framework.

The chapters discuss knowledge governance from different disciplinary
and theoretical perspectives. Grandori’s and Foss and Foss’s chapters are both
grounded in organizational economics, the latter also taking a point of
departure in the problem-solving perspective. The questions addressed
in Heiman et al.’s chapter and their extension of the problem-solving
perspective are embedded in the strategic management literature. Chris-
tensen and Knudsen’s framework is grounded in formal organizational
theory. Osterloh and Weibel’s analysis relies largely on social psychology
and psychological economics. The organizational behavior literature is
taken seriously in Argote and Kane’s and in Husted and Michailova’s
contributions. This variety of disciplines and theoretical orientations is
a fortunate, but also a largely intended result of our initial fundamental
organizing idea as editors to present multidisciplinary perspectives on
knowledge governance in one volume. Exposing the reader to multiple
voices from various disciplines seems necessary and fruitful to understand
knowledge governance in its complex entirety. Yet, there can be different
interpretations of the fact that there is no core group of theories that
seem to be preferred by the contributors to this book. One possible
interpretation can be that the field is at a multiparadigmatic, multithe-
oretical stage of development. An alternative interpretation could be that
research in the field is slow to take seriously the opportunities for some
consolidation, bridging, and dialogue among the seemingly diverse the-
oretical orientations and contributions. Felin and Spender’s chapter offers
a beautiful illustration of the fertility of explicit dialogues and exchange
of ideas embedded in different theoretical preferences, in this case organ-
izational theory and economics. To quote the very ending of their
chapter,
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. . . maybe it is the conversation that is most important, that we continue to
interact across artificial disciplinary boundaries (language games), and resist the
temptation to talk only to the members of our own community, thereby separating
what we do and whatever intelligence we produce from the really important
questions that concern those whose life is not lived in the ivory tower, the people
who create real value and the real conditions of live.

We now turn to a brief presentation of the key contribution of each
chapter.

The chapter by Heiman, Nickerson, and Zenger departs from and builds
largely on Nickerson and Zenger’s problem-solving perspective (2004)
on knowledge governance. The authors review this emergent approach
focused around organizing to discover valuable problems and efficient
searching for solutions. The chapter elevates the existing literature in this
stream by (a) summarizing both the problem finding and the problem
solving of the earlier suggested perspective and (b) moving beyond laying
out the elements of the perspective and discussing gaps and new poten-
tially rewarding research trajectories. The chapter suggests several research
programs that might create value for researchers and practitioners
alike.

The claim that understanding organizations within the knowledge
economy requires a firmer grip on the way knowledge held by individuals
can be aggregated into organizational knowledge is a starting point in
Christensen and Knudsen’s chapter ‘The architecture of knowledge organ-
ization.’ Indeed, this is a serious issue that has been pointed out numer-
ous times in the knowledge management literature and Christensen and
Knudsen present a framework of how this aggregation can actually be
achieved. They examine the fundamental relation between organizational
design and the utilization of knowledge resources. Through several ex-
amples the authors illustrate how their framework can be used to analyze
simultaneous decision-making in complex settings (like the UN Security
Council) and to capture sequential decision processes. The chapter consid-
ers flexible decision structures facing a turbulent environment and fixed
decision structures facing a stable, but complex task environment and
in this way, it addresses various important problems emphasized in the
knowledge management literature.

Similarly to Heiman et al., the chapter by Grandori also examines
creation of valuable new knowledge, however, extending the notion
by discussing knowledge growth, that is, the generation/production of
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new valid knowledge. She, too, develops her arguments in both intra-
(innovative firms) and interfirm (innovative alliances) contexts. Drawing
from contributions in organization theory and organizational economics,
Grandori argues that constitutional and democratic governance mech-
anisms, while under-researched, are particularly important for the govern-
ance of innovation. She concludes that governing knowledge growth is
associated with a combination of mechanisms linked to market-like, firm-
like, and communitarian attributes.

The chapter by Foss and Foss focuses on knowledge utilization and
raises the issue of whether knowledge that is distributed (i.e., is not
possessed by any single mind, but that belongs to a group of interacting
agents) is misaligned with authority as a governance mechanism. In other
words, the authors question the argument that authority cannot be an
efficient coordination mechanism in the presence of distributed knowl-
edge. Relying on ideas from organizational economics (like Grandori in
this book) and on problem solving (like Heiman et al. in this book), Foss
and Foss differentiate between two types of authority and conclude that
some manifestations of authority are an efficient governance mechanism
under conditions of distributed knowledge.

Similarly to Heiman et al. and Grandori in this volume, Osterloh and
Weibel’s chapter analyzes knowledge production. Borrowing from social
psychology and psychological economics, the authors frame explorative
knowledge production as a social dilemma. They compare solutions to
social dilemmas for exploitative and explorative knowledge work and
conclude that the differences between the two are mainly with respect
to cognitive distance or cognitive overlap and are crucial for the solu-
tions that can be applied to overcome social dilemmas. The authors
further argue that extrinsic motivation—predisposing transactional
solutions—cannot sufficiently solve social dilemmas associated with
exploration.

The next two chapters, by Argote and Kane and by Husted and
Michailova, are both inspired by the organizational behavior literature.
They each examine particular organizational behavior concepts, superor-
dinate identity and socialization tactics, respectively, and argue that these
are two efficient and relatively low-cost knowledge governance mecha-
nisms. On the basis of a field study and laboratory experiments, Argote
and Kane prove that the sense of belonging to a higher order unit—a
superordinate social identity—facilitates knowledge creation and transfer
among employees and across units in a firm and elevates receptivity to
innovations. In other words, knowledge creation and knowledge transfer
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tend to be greater across units that share such identity than across units
that are not part of such a relationship. The authors also demonstrate
that the benefits of subscribing to a superordinate social identity are more
pronounced when knowledge is not demonstrable or easily recognized.
The authors predict that superordinate identity can be a mechanism that
efficiently substitutes monitoring/close supervision.

The chapter by Husted and Michailova proposes socialization tactics as
an informal and relatively low-cost knowledge governance mechanism.
The authors argue that in contexts where it is difficult to codify all
important issues in formal contracts, socialization tactics appears to be an
attractive alternative. Their chapter has an interesting twist: they examine
socialization tactics as a mechanism that managers can apply within their
firm in order to influence the knowledge-sharing behavior of knowledge
workers involved in interorganizational R&D collaborations. Socialization
tactics appears as an efficient mechanism for dealing with R&D employ-
ees’ dual allegiance, for example these employees being loyal to both
their own organization and the collaboration. The authors develop the
distinction between four types of R&D workers—lonely wolfs, company
soldiers, gone native, and gatekeepers—and argue that managers should
apply different socialization tactics to govern these workers’ participation
in external collaborative networks.

Like Husted and Michailova, Scarbrough and Amaeshi, too, take the
R&D collaboration as the context of their study. This empirical study
discusses the distinctive challenges the open approach to innovation
processes poses to knowledge governance. These challenges, the authors
argue, go some way beyond the problem of absorbing knowledge because
open innovation involves a qualitative shift in the way the firm creates,
exploits, and organizes knowledge. This has wide-ranging implications for
the way the focal firm manages itself and its knowledge base. At the very
least, open innovation implies a reduced dependence on internal R&D
functions and a greater willingness to trade knowledge with external col-
laborators. More broadly, though, the serious pursuit of open innovation
is likely to extend to radical changes in the structure and management
practices of the firm to foster greater interactivity with the expanding
ecology of knowledge providers. Scarbrough and Amaeshi also discuss
the dilemma between stability and change in the form of governance
adopted. Examining the European Union-funded mega-project MOZART
they conclude that because innovation proceeds sporadically and some-
times erratically from existing knowledge to new knowledge, it is difficult
to sustain a particular governance solution over the course of the whole
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process. They demonstrate how, in the case of MOZART, this dilemma is
exacerbated by the scope and complexity of the work involved.

The chapter by Felin and Spender is ‘an exchange of ideas on knowledge
governance.’ The two authors engage in a dialogue on the epistemological
foundations of knowledge management in general and knowledge gover-
nance in particular. The duo’s starting point is a discussion of what they
call ‘first principles’: the need for micro- (individual level) foundations
of knowledge-related arguments, the aggregation of macro- into macro-
elements/processes/phenomena which requires moving from macro to
micro explanations, and finally, the importance of collective action and
interaction among individuals in their context. This chapter problema-
tizes some of the knowledge governance foundations and poses important
questions that require further clarifying and refining.

Our concluding chapter (Chapter 11) takes stock on the extent to
which these questions have been addressed by the chapters and where
the knowledge governance approach is likely to head in the future.
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2

Governing knowledge creation: a
problem-finding and problem-solving
perspective

Bruce Heiman, Jackson Nickerson, and Todd Zenger

2.1. Introduction

The formation of knowledge has long been recognized as a key driver
of value creation both within firms and within economies (e.g., see the
work of Nelson and Winter 1982, as well as recent work by Furman,
Porter, and Stern 2002, and Von Hippel and Tyre 1993). While know-
ledge formation has received much attention, the mechanisms by which
knowledge and its formation are governed until recently have been largely
ignored. Theories of governance and organization have directed their
focus elsewhere on topics of exchange, knowledge transfer, and produc-
tion efficiency. Rather limited attention has been directed at how firms
and markets efficiently organize (govern) the process of creating new
knowledge.

This neglect of knowledge governance in general and the governance
of knowledge formation in particular partly reflects choices about the
unit of analysis in existing theories of organization. For instance, these
theories explore how firms efficiently govern an identified exchange (e.g.,
Williamson), organize to execute an industry-driven strategy (e.g., Porter
1980), or organize to accomplish particular activities or tasks (starting
with Taylor (1911), and including much of the micro-organizational
behavior literature). All of these approaches implicitly begin with the
value-creating knowledge already in hand and ask how the firm can
best organize to generate value from this knowledge. If, however, we
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are to directly tackle the question of how to organize to create value
or create knowledge, we must begin with a unit of analysis that focuses
squarely on the question of interest. We argue that problems form a useful
unit of analysis upon which to build an organizational theory of value
creation. We argue that the central task of leaders, whether managers or
entrepreneurs, is to identify valuable problems to solve and then organize
an efficient solution search. Firms, which are effective in problem finding
and problem solving, create value.

The purpose of this chapter is to review an emergent approach to gov-
erning knowledge formation that is focused around organizing to discover
valuable problems and efficiently searching for solutions, which builds
largely on Nickerson and Zenger (2004). Our review of this problem-
finding and problem-solving perspective (PFPS) begins by contrasting the
conventional questions of strategy research with the questions raised by
focusing on problem finding and solution discovery. In particular, this
perspective departs from the more traditional question of finding sustain-
able competitive advantage and explores instead questions dealing with
how leaders find new problems that yield substantial, continuing value
streams. Put differently, we are interested in exploring an economizing
logic of managerial choice to maximize expected value. These questions
ultimately focus on organizing to effectively find problems and then,
based on the attributes of the problem, organizing an effective solution
search.

We begin our discussion of the perspective by focusing first on problem
finding. Problem finding in this perspective is concerned with methods
by which leaders describe in broad terms the knowledge, which, if discov-
ered, would create value. The way a problem is defined can profoundly
influence the type of solution discovered. For instance, a microprocessor
manufacturer recently defined their problem as developing a new archi-
tecture to integrate all of the electronics for a portable computer on a
single chip. After announcing failure to solve this problem, management
then recast their motivating agenda to a problem more easily solved:
developing the next level in portable computer performance by extending
their existing microprocessor architecture. Thus, problems define oppor-
tunities for value creation. In finding problems, leaders may also frame
and formulate the problem in a way that involves implicit assumptions
about required categories of knowledge and the likely need for and nature
of knowledge recombination required to solve the problem. Our discus-
sion emphasizes mechanisms, processes, and organizational approaches
that overcome impediments to effective problem finding. Surprisingly,
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problem finding is a topic that has not been widely addressed in the
literature especially in the strategic management and governance litera-
tures. Perhaps the most closely related literature is on opportunity dis-
covery in entrepreneurship. For an overview we recommend consulting
a Journal of Management Studies special issue (volume 44, issue 7) on the
entrepreneurial theory of the firm. This literature, however, says very little
about how a leader can deliberately organize to find, frame, and formulate
problems.

Our discussion continues with problem solving. Our basic premise is
that firms must organize to match the attributes of the problems they
seek to solve. The attributes of a problem are first identified: for example,
degree of complexity and ill-structuredness (Simon 1973). While problem
attributes describe one aspect of the problem-solving challenge, charac-
teristics of the knowledge required to search for valuable solutions also
influence knowledge recombination. For instance, the attributes of the
problem-solving context, such as the tacitness of knowledge and the
extent to which knowledge is dispersed across many individuals (know-
ledge dispersion), can pose challenges for knowledge creation. Thus,
these problem-level and knowledge environmental factors interact in the
process of searching for valuable solutions. The PFPS perspective predicts
that these attributes are matched in an economizing way with different
organizational structures thereby enabling efficient solution search. Such
matching increases the likelihood of finding increasingly valuable solu-
tions at lower cost.

After laying out these basic elements of the problem-finding and
problem-solving perspective we proceed by discussing gaps in and future
directions for research. These gaps allow us to prospectively suggest
several research programs that might create value for researchers and
practitioners alike, especially those interested in a knowledge governance
approach to creating value.

It is important to note that this chapter is not meant to provide a
comprehensive review of all literature related to problem solving and
problem finding. Indeed, because the perspective is interdisciplinary in
nature, it connects to wide ranging set of literatures that can be accessed
by reading the original research contributions. Rather, this chapter is more
narrowly designed to present the central tenets of an approach to value
creation that focuses on problem finding and problem solving, and con-
clude by highlighting the substantial potential for research that adopts
this perspective. We encourage interested readers to visit the primary
research that forms the basis of our review.
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2.2. Motivating Questions in Strategic
Management Research

The central goal of leaders, as we view it, is to create value or streams
of rents that the firm can then strategically capture. However, strategy
research conventionally focuses on several broad goals of firms, all of
which pertain primarily to value capture from existing value streams. For
instance, firms maximizing profits via monopoly or monopoly-like rents
(Kreps 1990; Porter 1980; Smith 1976), accessing and exploiting resources
that generate rents (Barney 1991; Dierickx and Cool 1989; Wernerfelt
1984), and minimizing operational and governance costs (Williamson
1985). None of these approaches focus on specific ways in which lead-
ers can create value. Similarly, industrial organization economics, which
underlies many of these approaches to strategy, suffers from the same
problem: present and future supply and demand curves are assumed
known. With these assumptions, value capture scholars ask how firms
might best (a) block entry and manipulate competitors to set prices or
to price discriminate, (b) obtain and/or deploy resources to increase rents
captured, and/or (c) minimize all types of costs (operational and gover-
nance) to increase profitability. Thus, much of strategy research empha-
sizes the capturing of value from pre-identified sources of advantage (e.g.,
Porter 1980).

The goal of value capture, while undoubtedly a necessary condition, is
not a sufficient condition to consistently generate profitability let alone
grow profits. Neglected is the vital role of value creation. In all of the
aforementioned perspectives, value is assumed to have been created by
someone or some organization, and the central challenge for managers
is to secure a portion of the created value, in excess of costs, for the
firm. Other more dynamic views of competition, firms, and markets (e.g.,
Nelson and Winter 1982; Schumpeter 1942) acknowledge the importance
of value creation but suffer another weakness. This literature on economic
change and evolution treats innovation and creativity as largely simple,
replicable industrial routines to be optimized (Nelson and Winter 1982).
Details about actual processes of how leaders create value are omitted,
despite sophisticated discussions of how the environment for value cre-
ation changes over time (Schumpeter 1942). Existing economic views of
value creation assume that managers somehow either automatically know
how to create value or are consistently lucky at finding it.

Other perspectives like the resource-based view of the firm acknowledge
the role played by rare, inimitable, and valuable assets in generating value.
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However, even in this perspective, value creation is largely assumed. For
instance, the resource-based view does not predict which asset or asset
combinations are likely to be valuable. Nor does it imply when these
combinations are likely to be valuable. Instead, the resource-based view
argues that firms must find valuable, rare, inimitable, resources and orga-
nize them appropriately (Barney and Hesterly 2006). The resource-based
view of the firm thus offers rather few specific recommendations to leaders
on how they can organize to continuously create value.

Thus, fundamentally lacking in the strategic management literature is a
focus on the simple fact that value requires creation before capture. While
much of the literature in strategy is focused on maintaining, protecting,
and defending rents, less well developed is an understanding of how to
organize to deliberately and continuously create value—how to organize
the production of valuable new knowledge. Obviously, discovering new
streams of rents or new sources of value is central to increasing the
value of the firm. This is true in part because entry, competition, tech-
nological innovation, shifting preferences, and other competitive threats
emerge and eventually undermine almost any firm’s current sources of
rents (e.g., Chesbrough 1997; Schumpeter 1942). Moreover, even if the
firm persists in capturing value from existing rent streams, increasing
the value of the firm, as desired by investors, requires the firm to con-
stantly reveal new sources of value from which the firm then strategically
captures rents. Without discovering new growth opportunities, focusing
efforts solely on value capture and defending a position are ultimately
fatal to the organization. Creating value is therefore vital to strategic
management.

Creating value, and doing so continuously, is ultimately an organiza-
tional and strategic issue. For instance, consistently creating new value
requires leaders and organizations to identify new problems that both (a)
are amenable to a firm’s unique abilities to assemble knowledge to solve
problems, and (b) yield substantial economic value when solved. Thus,
the challenge for leaders is to structure an organization that continuously
and deliberately creates new value.

2.3. Deliberate Value Creation

We maintain that the potential for deliberate value creation lies in find-
ing and solving problems. Of course, deliberately identifying a problem
involves forethought about the firm’s ability to assemble knowledge sets
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to solve the problem (whether knowledge is internal to the firm or not),
as well as its ability to capture value from the solution. Leaders should
not want to select problems for which they have little chance of cost
effectively discovering a solution, or for which their firm has little chance
of capturing value. Problem choice therefore should be influenced by
solution search and value capture possibilities. With much of the research
in strategy already focused on value capture, below we suppress detailed
discussion of the influence of value capture in finding and solving prob-
lems.

We begin by discussing organizational approaches to problem finding or
identification. The key question for problem finding is: how can managers
organize a search to identify and select a problem whose resolution can
be expected to generate significant value? We suggest that an effective
approach to problem identification examines individual, group, and orga-
nizational characteristics that facilitate or impede problem identification,
with a strong focus on processes. Our approach seeks to understand how
various processes affect the finding, framing, and formulation of various
kinds of problems. Thus, we adopt problem search as an appropriate
unit of analysis and study how and why processes shape the nature of
problems identified.

The key question for problem solving is: how can managers orga-
nize an efficient search for high value solutions to an identified prob-
lem? The efficient approach to solution search depends on the com-
plexity or non-decomposability of the problem, the extent to which
non-decomposability generates hazards or social dynamics that impede
knowledge-formation, and the efficacy of various governance mecha-
nisms for encouraging searches appropriate for the level of problem
complexity. Some problems can be solved through the combination
of independent, modular searches, and consequently require minimal
organizational control. Other problems require knowledge sharing across
actors as well as coordinated search; for such problems, various forms
or hierarchy are optimal to efficiently manage the attendant knowledge-
formation hazards. The recent literature in this perspective is reviewed
below to illuminate both problem finding and problem solving.

2.3.1. Problem Finding

As discussed above, deliberate efforts at value creation begin with first
finding a problem to solve. This problem may be a customer or supplier
problem, or a problem embedded in a value chain, production process, or
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service delivery operation. Much like scientific discovery, effectively find-
ing a valuable problem is often more critical than effectively discovering
solutions. In regard to scientific discovery, Einstein and Infeld (1938: 92)
claim that ‘[t]he formulation of a problem is often more essential than
its solution. . . . To raise new questions, new possibilities, to regard old
questions from a new angle, requires creative imagination and marks real
advance in science.’ The same may be true for nonscientific discovery as
well.

Given the importance of problem finding for knowledge creation, it is
surprising that few managerial theories focus on the processes that sup-
port problem finding, framing, and formulation. In fact, theories in strate-
gic management and organization often skip over this step by assuming
the existence of a problem and then explore the question of how to
solve it. For instance, Cyert and March (1963) in their treatise on the
behavioral theory of the firm assume a problem has been identified and
explore how to organize the firm to solve these problems. The primary
problems of interest to Cyert and March can be described as decomposable
and operational problems. Transaction cost economics assumes a transac-
tion and asks how it should be governed. The question left unasked is
how the firm decides on which transactions, presumably value-creating
transactions, to pursue and thereby ignores considering the choice of
problem to solve. The resource-based and knowledge-based theories of
the firm specify that value derives from resources that are rare inimitable,
and valuable. This definition presupposes that value is already created
and therefore says little or nothing about processes (and problems)
involved in value creation. The absence of consideration of choice of
problem also runs throughout the network, trust, and management liter-
atures. For instance, the trust literature does not study how trust expands
or narrows a firm’s capacity for problem formulation. Network analyses
typically examine existing networks without reference to why they were
formed or to what problem formulations they influence. While the man-
agement literature largely from the 1970s and early 1980s (e.g., Mitroff
and Lyles 1980) began to document issues of problem formulation, little
progress in developing theory and mechanisms for improving problem
formulation were made. Even though little progress has been made on
enhancing our understanding of problem formulation, it is widely recog-
nized that raising new questions—finding a new problem—is difficult and
rare but valuable, which resonates with Einstein and Infeld’s perspective.

It is precisely this point of problem finding that Nickerson, Silverman,
and Zenger (2007) address. They argue that searching for a problem
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resembles a search for an ‘unknown unknown.’ That is, while solving a
problem involves searching for a solution on a largely unseen knowledge
landscape, searching for a problem involves searching for landscapes. In
the context of such uncertainty, their discussion focuses on a variety
of impediments that undermine and contaminate efforts to find, frame,
and formulate problems. While these impediments are normally explored
from an individual or group level unit of analysis, these impediments
can be readily recast and viewed using the problem as the unit of
analysis.

Impediments arise in the individual as well as group levels of analy-
sis. Nickerson, Silverman, and Zenger (2007) largely focus on impedi-
ments in groups in part because groups may hold the promise of mit-
igating individual biases. They categorize common impediments into
cognitive, motivational, and informational impediments. The specific
biases and group dynamics in these categories as described by Nickerson,
Silverman, and Zenger (2007) include the well-known biases of anchor-
ing, perceptual bias, information distortion and sampling, dominance,
groupthink, primacy, satisficing, and conflicts of interest, among others.
Such biases, whether cognitive, motivational, or informational, if not
counteracted, can contaminate problem discovery and identification. For
instance:

� Anchoring refers to sticking to the way something has been done in
the past—letting path dependence drive thinking. For example, an
anchored group would reject the possibility of rotational molding
techniques if they have always employed other (e.g., injection mold-
ing) techniques.

� Perceptual bias refers to distinct cognitive frames possessed by individ-
uals and their lack of ability to see beyond the frames they possess.
For example, the cognitive frame of a nuclear engineer might make
it unlikely for that engineer to start a solar photovoltaic energy com-
pany.

� Information distortion refers to the inaccuracy of internal or external
data available to a project team. For example, many firms regret that
they did not correctly see the size of the market for a completely
touch screen-based telephone like Apple’s iPhone. Information sam-
pling, a variation on information distortion, arises when individuals
share knowledge they have in common, but fail to share information
that they do not have in common.
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� Dominance describes the condition when a top manager asserts
authority or a highly talkative individual dominates conversation in
such a way as to discourage discourse and contributions from others.

� Groupthink is a highly popularized phenomenon in which groups
quickly get locked in to inferior decisions or perspectives.

� Primacy arises when events that happen first color or overshadow
what comes later.

� Satisficing was identified by Simon (1945). It implies that decision-
makers meet a criterion for adequacy rather than meet an optimality
criterion. Participants engage in satisficing when the problem they
choose is viewed as ‘good enough.’ For example, in the last part
of the twentieth century, large American steel firms clearly focused
on solving problems related to optimizing their existing assets. In
the process they ignored alternative problems framed around how to
craft flexible, inexpensive-to-reconfigure, low-cost milling operations.
This alternative problem framing resulted in the highly successful
minimills. The large steal manufacturers simply viewed their current
manufacturing approaches as ‘good enough,’ and the key problems
focused on incremental refinements.

� Conflicts of interest arise when a team member pursues subgoals that
do not align with the goals of the project, team, or the organization.
For example, team members may engage in politics with the goal
of advancing their career or functional organization at the cost of
others.

From a problem-finding perspective, these impediments are related to the
knowledge environment factors (heterogeneous teams) from which the
biases and dynamics are generated. In particular, it is the heterogeneity
of motivations, cognitive schema, and information by actors involved in
finding, framing, and formulating problems that stimulate these group
biases and dynamics. Therefore, a preliminary approach is to identify
attributes of group heterogeneity and the knowledge environment from
which attributes are constructed to determine the method for expanding
the range of problem formulations. The following paragraphs sketch out
the relationship between at least some of these group biases and dynamics
and the methods available for overcoming them for various problem
contexts.

Focusing on these impediments, Nickerson, Silverman, and Zenger
(2007) argue that these group biases and dynamics can be mitigated by
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the use of structured processes to find, frame, and formulate problems.
They define structured processes as comprising a set of facts, circum-
stances, or experiences that are or can be observed and described, and
are marked by gradual changes through a series of measurable states.
This definition focuses on observability, which suggests that strictly cog-
nitive processes are outside the scope of their perspective. Relying on
observability of a process suggests that the process can be designed,
evaluated, and improved upon—important features that ultimately can
give rise to organizational advantages that lead to continually creating
value.

Nickerson, Silverman, and Zenger (2007) suggest that organizations
utilize two broad classes of processes in identifying problems: analytic and
synthetic. While the problem remains are unit of analysis, they posit that
the problems identified depend on the nature of the processes utilized
to find them. Analytic process comprises a set of structured and detailed
process steps through which organizations find, frame, and formulate
problems to solve. The key features of this class of processes are that they
disassemble and decompose the value chain. Their effective application
requires an environment in which (a) production is repeated, (b) the
production process can be defined and characterized, and (c) customers
have experience with the product or service. Classic examples of analytic
processes include Six Sigma, lean manufacturing, statistical process con-
trol (SPC), and Quality Function Deployment. These analytic processes
identify deviations that arise in specific tasks and activities and frame and
formulate problems around improving the specific task and activity. Such
processes appear to mitigate the impediments described above and have
thus been both profitably applied and widely adopted. Such problems and
their corresponding solutions, however, tend to yield rather incremental
innovation and value creation based on the existing architecture of pro-
duction. By disassembling and decomposing the value chain, problems
that are found are generally localized. On the margin, solutions to these
problems increase value often by lowering cost or increasing quality but
only incrementally within the localized part of the value chain that is the
focus of the analytic process.

Synthetic processes, the second broad class of processes identified by
Nickerson, Silverman, and Zenger (2007), are similar to analytic processes
to the extent they represent a structured sequence of state-changing steps
that produce stimuli which can lead to problem identification. How-
ever, whereas analytic processes disassemble and decompose, synthetic
processes focus on recombining and expanding to generate inductive,
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exploratory synthesis. Essential differences between analytic and syn-
thetic processes are the (a) nature of stimuli that launch problem iden-
tification and (b) choice of problem to solve. In the case of the former,
synthetic processes involve stimuli from less-structured or unstructured
environments whereas analytic processes rely on stimulation from devia-
tions and waste from repeated activities. In the case of the later, analytic
processes identify problems that generally are well-structured such as
eliminating production bottlenecks, shrinking work in process invento-
ries, or reducing output variability. Synthetic processes, by contrast, are
less constrained and problem identification is less certain and more ill-
structured. In selecting problems, managers must decide not only which
questions represent design challenges to create value but also which prob-
lems their organizations have a reasonable likelihood of solving at a low
enough cost to create and capture value.

In summary, research on problem finding from a process perspec-
tive is nascent and the future development of this perspective remains
unclear. Nonetheless, what is clear is that problem finding, framing, and
formulating is strategic and may continuously generate new value if
organizations develop capabilities in the area of problem identification.
This perspective offers at least one particular approach for achieving
continuous value creation. The perspective posits that various cogni-
tive, motivational, and informational impediments undermine problem
formulation. These impediments may also preclude the finding of new
problems. The perspective’s key insight is that it may be possible to
design structured processes that mitigate or at least attenuate impedi-
ments thereby enhancing an organizations’ problem-finding ability. The-
ory remains under development for exploring the relationships between
various impediments and the mechanisms, notably processes, able to
mitigate or at least attenuate these biases. Nonetheless, the early work
by Nickerson, Silverman, and Zenger (2007) provides at least one avenue
for developing a new approach to theorizing about problem finding.

2.3.2. Problem-Solving Perspective

The value of a problem is of course ultimately defined by the value of the
discovered solution. Hence, with a well-formulated problem in hand, the
critical managerial task is organizing an effective solution discovery effort.
In much the same way that group and individuals biases hinder problem
finding, solution discovery is plagued by impediments to knowledge shar-
ing or what we term, knowledge formation hazards. The problem-solving
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perspective then argues that organizing solution discovery involves effi-
ciently overcoming these impediments. How this is efficiently done
depends on the attributes of the problem, specifically the complexity of a
problem.

Following Simon (1962), problem complexity is categorized into
decomposable, nearly decomposable, and non-decomposable problems
based on the extent to which the relevant knowledge sets may interact
to produce a valuable solution. As the name suggests, decomposable
problems are problems decomposable into subproblems. Solving such
problems requires little or no knowledge sharing and hence, impedi-
ments to knowledge sharing are unimportant. Each subproblem of the
larger aggregate problem can be efficiently outsourced to specialists in the
market who search for a solution to their subproblem. Decomposability
implies that the solutions to each subproblem are additive, which means
that optimal solutions for each subproblem combine to form a global
optimum for the original problem. Nickerson and Zenger (2004) use the
illustration of designing a desktop personal computer that is not cutting
edge in technology to highlight this situation.

On the other extreme of complexity are problems which cannot be eas-
ily decomposed into subproblems and where rich and extensive interac-
tions across those possessing various categories of knowledge are required.
To solve such problems requires extensive knowledge recombination as
individuals seek to develop theories to guide solution search. For such
problems, impediments to knowledge sharing or knowledge formation
hazards greatly hinder solution discovery. The perspective highlights two
hazards in particular. The first hazard is a knowledge appropriation hazard
that arises from the well-known Arrow (1974) information paradox in
which specialists are unlikely to share and transfer knowledge without
some way of safeguarding its use and further transmission. The sec-
ond hazard is referred to by Nickerson and Zenger (2004) as strategic
knowledge accumulation. This hazard arises because individuals possess
incentives to strategically alter the path of search to disproportionately
benefit their own knowledge accumulation and value with respect to
others. Strategic knowledge accumulation also can manifest in terms of
keeping knowledge from others. For instance, Cyert and Kumar (1996)
discuss the (negative) incentives of technological gatekeepers to strategi-
cally filter out knowledge into the firm that is too distant from the knowl-
edge they control themselves. Nickerson and Zenger argue that a team
with the features of being vertically integrated, investing in horizontal
communication channels and codes, and facing low individual incentive
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intensity, using consensus for determining the sequence of search trials,
can more efficiently form knowledge for solving such complex problems
than other forms of organization. Investment in and maintenance of
horizontal communication channels and codes makes this mode of orga-
nization comparatively quite costly. Nickerson and Zenger (2004) use the
illustration of designing and building a leading edge microprocessor cir-
cuit that demands numerous knowledge sets that extensively interact in
determining the value of solutions to represent such non-decomposable
problems.

Intermediate levels of problem complexity represent a nearly decom-
posable system in which subproblems can be identified but vital interde-
pendencies among the subproblems remain. The aforementioned knowl-
edge hazards are present in such nearly decomposable situations but
to a much lesser degree. Nickerson and Zenger (2004) argue that the
logic of efficiency leads to the adoption of authority-based organizational
structure. In this structure, low-powered individual incentives are used
in conjunction with a central manager who partitions the problem into
subproblems. Specialists search within their knowledge domains for solu-
tions to their assigned subproblems. Specialists’ solutions are transmit-
ted vertically to the manager who makes choices about constraints and
directs the specialists to search further given the set of constraints. This
iterated structure requires investment and maintenance of vertical com-
munication channels and codes instead of horizontal ones. In this case, it
is the manager who engages in knowledge formation. This governance
mode diminishes in efficacy as the cognitive capacity of the manager
to form new knowledge spanning the scope of the problem is reached.
That is, problems with higher levels of problem complexity lead such
authority-based hierarchies to be inefficient for solutions search compared
to consensus-based hierarchies.

While this perspective recognizes the importance of governance, the
critical unit for value creation is the problem, not the transaction, as in
Williamson’s (1985) paradigm of transaction cost economics. While focus-
ing on the governance of transactions is not unrelated to value creation,
we contend the approach is better suited to questions of value appro-
priation/capture. That said, in some instances the two units of analy-
sis coincide. For instance, Nickerson and Zenger’s theory paper (2004)
introduces archetypical organizational forms of the market, authority-
based hierarchy, and consensus-based hierarchy. Yet, other organizational
modes are relevant. Heiman and Nickerson (2002) developed proposi-
tions regarding effects of complexity and knowledge tacitness (problem
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attributes) on the governance choice for interfirm collaboration. Such
hybrid cases were not considered by Nickerson and Zenger. Heiman and
Nickerson (2004: 401) empirically explore these propositions for between-
firm collaborations using the CATI database of interfirm cooperation by
exploring the relationship between attributes of the exchange/problem—
knowledge tacitness and problem-solving complexity—and the types of
knowledge management practices and, ultimately, formal governance
structures adopted to support the exchange/problem. Their key finding is
that knowledge management practices such as high-bandwidth commu-
nication channels and the development of co-specialized communication
codes are chosen to economically respond to the challenges of increasing
tacitness and complexity. Moreover, they found that adoption of these
knowledge management practices is supported by governance commit-
ments such as equity-based joint ventures. This research stream provides
an early exploration of the relationship between problem attributes and
governance mechanisms and structures between firms in which the prob-
lem and transaction are coincident units of analysis.

Heiman and Nickerson (2002, 2004) suggest that attributes of the
knowledge context may influence problem solving and governance
choice. As mentioned above, knowledge tacitness is one such attribute.
They also define and empirically measure knowledge dispersion, which
reflects how ‘. . . “spread-out” knowledge is among different [firms] in
a collaboration. The more dispersed knowledge is, the more difficult
knowledge sharing becomes as the cost for knowledge sharing increases’
(p. 408). Empirical evidence suggests that a high degree of knowledge dis-
persion is associated with applying progressively more costly knowledge
management practices and that dispersion-related affects are exacerbated
in the presence of complexity and tacitness. While only preliminary,
this research suggests that attributes of the knowledge environment such
as knowledge tacitness and knowledge dispersion may be important to
consider when designing efficient governance structures for knowledge
creation.

Another application and extension of problem solving was devel-
oped by Macher (2006). He extended the problem-solving perspective
by further dimensionalizing attributes of the problem. In addition to
problem complexity, his research examines how solutions of well- versus
ill-structured problems are governed. Following Simon (1973), Macher’s
well-structured problems have well understood initial states and end
states and involve familiar elements including approaches for solving
while ill-structured problems lack these properties (Macher 2006: 828). His
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work also empirically supports the hypothesized links between problem
attributes and governance choice. The paper finds that within the semi-
conductor industry, ‘[i]ntegrated firms realize performance advantages
when problem solving in technological development is ill-structured and
complex, while the same is true for specialized firms when problem solv-
ing in technological development is well-structured and simple [i.e., non-
complex]’ (p. 826). The theme of governing the problem-solving activity,
based on another attribute of problems (well- vs. ill-structuredness) pro-
vides a new and important avenue for understanding how firms organize
to create value.

The PFPS perspective has particular application in examining entre-
preneurship and the entrepreneurial firm (Hsieh, Nickerson, and Zenger
2007). The perspective offers three useful insights for scholars of entrepre-
neurship. First, the concept of opportunity discovery, which is central to
much of the entrepreneurship literature, is usefully divided into two dis-
tinct activities: problem finding and problem solving. Separating opportu-
nity discovery into these two distinct activities helps highlight important
avenues for spawning entrepreneurship. Second, the type of organiza-
tion an entrepreneur builds to solve a chosen problem depends on the
nature of the problem. Entrepreneurs may choose to outsource prob-
lem solving for highly decomposable problems, choose consensus-based
hierarchy for highly non-decomposable problems, and choose authority-
based hierarchy for nearly decomposable hierarchy. Third, entrepreneurs
(and leaders) differ in their cognitive capacities to combine knowledge
which influences the efficient form of organization. Acknowledging this
factor introduces a shift parameter into the governance choice calculus.
Entrepreneurs who possess expansive cognitive capabilities increase the
range of complexity over which authority-based hierarchy provides an
efficient match. In contrast, entrepreneurs with more limited cognitive
capabilities are more likely to outsource for low complexity problems and
adopt a consensus-based organization for more complex problems. The
perspective offers a theory for organizing the entrepreneurial firm.

In summary, the problem-solving perspective introduced by Nickerson
and Zenger (2004) views the central role of leaders as creating value by
organizing in a way that facilitates the forms of knowledge exchange
appropriate for a given problem. Initial empirical work by Macher (2006)
finds support for this approach. Moreover, the perspective has rich impli-
cations for choice of organizing both within and between firms and predicts
not only whether to use a firm or a market for knowledge creation but
also specifies the type of internal organizational structure a firm should
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adopt for efficient knowledge formation. Similarly, these insights apply
to entrepreneurs’ decisions whether or not to form a new firm and,
if so, what organizational form this new firm should take. The perspective
also offers highlights regarding how an individual entrepreneur’s or
leader’s cognitive capacity can affect these organizational decisions.
Notably, predictions about the use of markets, authority-based hierarchy,
and consensus-based hierarchy go far beyond typical make or buy pre-
scriptions of alternative internal organizational structures to provide a
broad array of organizational choices.

An antecedent assumption noted in the problem-solving perspective is
that management has chosen a proper problem to solve. Thus, Nickerson
and Zenger (2004) briefly discuss how managers must choose problems
with an eye toward their ability to efficiently solve them and their abil-
ity to capture value from the solution they discover. While a theory
concerning the governance of problem solving and value appropriation
acts as a useful starting point for understanding how to organize value
creation, the question of problem finding was left largely unexplored in
this initial treatment. Nickerson, Silverman, and Zenger (2007) investigate
problem finding in more detail, and rename the perspective the problem-
finding and problem-solving (PFPS) perspective to reflect the importance
of problem finding.

2.3.3. Research Opportunities

Properly governing knowledge associated with solving and identifying
problems is a crucial, but perennially neglected part of creating high
performance organizations. Until now, a good organizing framework for
unpacking problems, impediments, and processes has been lacking. The
problem-solving perspective articulated by Heiman and Nickerson (2002,
2004), Hsieh, Nickerson, and Zenger (2007), Macher (2006), Nickerson
and Zenger (2004), and Nickerson, Silverman, and Zenger (2007) is clearly
nascent but represents at least one path to increasing our understanding
of problem-related issues that abound in value creation activities.

Research to date has laid out core mechanisms for relating the unit of
analysis and the nature of problems to the costs and benefits of alter-
native forms of organization for solving these problems. By doing so,
this research has opened the possibility of several potentially rewarding
new research streams. For instance, the problem-solving theory presently
focuses on three archetypal organizational structures: market, authority-
based hierarchy, and consensus-based hierarchy. Heiman and Nickerson
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explored other structures related to interfirm organization. These struc-
tures are unlikely to span the entire space of alternative organizational
forms available either within the firm or between firms. Moreover, while
empirical evidence is supportive, it is limited. Heiman and Nickerson
(2004) work with a large database (CATI) with a limited number of vari-
ables and with a second dataset rich in descriptive variables but of limited
size. Macher’s study (2006) offers a richer set of data that investigates just
one industry, semiconductors, and one class of problems. While providing
a useful vector, much more theoretical and empirical research is needed
to flush out a problem-solving perspective. What additional attributes
are appropriate for characterizing problems? What additional contextual
attributes like knowledge dispersion are useful to incorporate into the
theory? What other alternative organizational structures are available
within the firm or between firms? What are the costs and competencies of
various choices for mitigating knowledge formation hazards? What spe-
cific steps should leaders undertake to implement alternative governance
modes?

An underlying assumption in the problem-solving perspective is that
the problems managers select to solve are independent. While this
assumption may initially be useful for theory development, it misses
opportunities to theoretically identify important sources of competitive
advantage. For instance, having invested in a consensus-based hierarchy
to organize search by recombining a particular set of knowledge, leaders
may be better off selecting problems that take advantage of the knowl-
edge and organizational structure assembled from prior problems. Thus,
there may be a path dependence to problem selection that arises from
prior organizational and knowledge investments. Under what conditions
should leaders choose problems similar in character to past problems?
When should leaders choose problems that require knowledge and orga-
nizational mechanisms that differ from what the organization presently
has in place? While competition may play an important role in addressing
these questions, it is likely not the only important factor. Moreover, even
if competition is central, literature on competition generally does not
focus on choice of problems to solve.

Another potential research stream arises from Nickerson and Zenger’s
assertion that dynamics are inherent in problems. Problems that ini-
tially are ill-structured and non-decomposable (e.g., design the next
top-selling portable consumer electronics gadget) eventually progress
to structured and decomposable problems as the product or service is
designed and manufactured. For instance, designing the architecture
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for a new advanced microprocessor is an ill-structured highly complex
problem. Yet, once the architecture is developed, the problem becomes
more structured and less non-decomposable, which suggests that as the
problem solving needs change through various steps of development so
too will knowledge formation demands and the organizational structures
needed to efficiently support these demands.

Literatures from other fields span at least some of these issues. Research
from the product development literature seems the most promising
for advancing our understanding of proper organizing. Several scholars
explore the nexus of task nature and organizational structure in product
development (e.g., Beckman and Barry 2007; Eppinger et al. 2005; Tidd
and Bodley 2002). Nonetheless, little research adopts the problem as
the unit of analysis and explores how changing knowledge formation
demands relate to organizational management and structure, which raises
several questions. Do new product/process development organizations
match up with knowledge formation demands of particular problems?
If so, when should alternative organizational structures be adopted with
respect to the changing knowledge formation demands of a problem as its
solution advances? Understanding of problem life cycles is embryonic and
presents interesting future challenges for unpacking the role of problem
solving in value creation. Revisiting the product development literature
through a problem-finding and problem-solving perspective may open
up new questions about the management of innovation.

With an eye toward understanding the role of industry life cycles
on problem finding and problem solving, Nickerson and Zenger (2004)
also speculate that the emergence of a dominant design affects prob-
lem complexity. A dominant design implies that new problems leaders
find are likely to be decomposable or nearly decomposable rather than
non-decomposable with respect to the accepted dominant architecture.
Dominant design emergence may impact not only the attributes of
problems (more decomposable problems than before), thereby affecting
the choice or organization for problem solving, but also by impacting
the location and dispersion of knowledge. To the extent that dominant
designs enable large product markets, we might expect that some knowl-
edge is widely available while other knowledge becomes more specialized
and dispersed across the economy. If so, how will the changing knowledge
environment impact the problems managers choose to solve? How should
the choice of organizational structure change in response to the location
and dispersion of knowledge in the economy?
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While the aforementioned questions may appear to be focused on
existing firms, many of these questions also apply to entrepreneurship. At
present no empirical research evaluates predictions generated by Hsieh,
Nickerson, and Zenger’s (2007) entrepreneurial theory of the firm. The
research on entrepreneurship generally does not explore the nature of
problems entrepreneurs are trying to solve nor does this research explore
the structure of entrepreneurial firms at their formation. Therefore, a
bevy of empirical opportunities exist for evaluating problem-solving pre-
dictions of entrepreneurial firms. New theoretical opportunities are also
available. To what extent do different types of problems or their corre-
sponding organizations impact growth of entrepreneurial enterprises? Do
problem attributes impact capital formation? Governance? Current and
future growth?

Problem finding offers another set of potential research trajectories.
Clearly, theory predicting which biases and group dynamics are present
in various situations is needed. More importantly, theory that provides
insight into what kinds of structured processes mitigate biases and group
dynamics is needed. Yet, as Nickerson, Silverman, and Zenger (2007)
explain, most studies of process in strategic management and organiza-
tion investigate how problems are solved rather than how they are iden-
tified and chosen, or study processes from a perspective of organizational
change. Even in those instances where valuable structured processes like
lean manufacturing and Six Sigma are known, the literature provides
neither a behavioral theory about when and why these processes are ben-
eficial nor a theoretical apparatus for assessing the benefits of alternative
processes (p. 222). What processes lead to finding problems that when
solved confer competitive advantage? How can firms develop processes
that continually provide them with unique streams of problems that yield
rents?

2.4. Conclusion

One of the most vital challenges in governing knowledge is the formation
of knowledge that creates value. Unfortunately, until recently the strategy
literature has not provided a systematic knowledge governance approach
for persistently creating new knowledge. The problem-finding problem-
solving perspective offers a new lens for theoretically and empirically
exploring how leaders can persistently create value. This perspective
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begins with adopting the problem as the unit of analysis, which differs
from much of the extant literature in management. It also focuses atten-
tion on how problems can be found, framed, and formulated instead of
taking a problem as given as in much of the extant literature.

This chapter summarized both the problem-finding and problem-
solving aspects of the perspective. It described how problem finding is
enabled by adopting structured processes that overcome a variety of cog-
nitive, motivational, and informational biases and group dynamics. These
impediments inhibit finding problems unless mechanisms such as struc-
tured processes are adopted to overcome them. The chapter also described
how problem solving is enabled by matching alternative governance
structures with attributes of the problem and knowledge environment in
a discriminating way. Problems, depending on their complexity, engender
knowledge formation hazards that impede solution search especially for
complex and ill-structured problems in which knowledge is tacit and
dispersed. Matching governance structures in an economizing way can
efficiently overcome these knowledge formation impediments.

Perhaps the greatest value of this chapter is its contribution in iden-
tifying a variety of potential research trajectories that build off of the
PFPS perspective. Theoretical and empirical opportunities to build on this
literature abound. Numerous questions around problem finding as well as
problem solving are identified, which we hope scholars will find useful as
they dig deeper into researching issues of knowledge governance.
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3

The architecture of knowledge
organization

Michael Christensen and Thorbjørn Knudsen

3.1. Introduction: The Architecture of Knowledge
Organization

In recent years, the creation, development, and capturing of value from
knowledge has emerged as a critical issue in many firms and industries.
This development has led to a burst of attention to knowledge assets in
the management, organization, and strategy literatures (Foss and Pedersen
2002; Foss et al. 2005; Grant 1996; Hedlund 1994). Yet, little systematic
thinking has been offered about the ways in which organizations choose
and adapt their structure in order to better meet the new challenges
associated with the knowledge economy, such as lower communication
costs, increased connectivity of various media, and increased turbulence
in international markets. A particularly important new challenge that
must be addressed is that both good and bad alternatives travel faster in
the knowledge economy (Collins and Chow 1998). Little advice has been
offered in the way of designing organizations that meet this challenge.

More generally, there is a fundamental relation between organizational
design and the utilization of knowledge resources. Even when abstracting
from issues of motivation, organizational structure will influence both the
quality of the decisions that get made and the way individuals acquire
new knowledge. Very little is known about such issues. We believe that
the lack of useful models of knowledge organizations lie at the heart of
these gaps in our knowledge. In particular, we find that a critical gap
in our understanding of organizations within the knowledge economy
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concerns the way in which knowledge residing at the level of individuals
is aggregated into knowledge at the organizational level.

The purpose of this chapter is to meet the challenge of modeling the
organization of knowledge. We draw on recent extensions of the Sah and
Stiglitz (1986, 1988) characterization of organizational architectures to
provide a general framework with which individual beliefs can be aggre-
gated into organizational-level knowledge (Christensen and Knudsen
2004, 2007; Knudsen and Levinthal 2007). Sah (1991) and Stiglitz (2002)
provide an overview of this literature. Christensen and Knudsen (2004,
2007), Csaszar (2007), and Koh (1992a, 1992b, 1994a, 1994b) add in a
number of ways to the basic models of Sah and Stiglitz (1986, 1988).
A simple sketch of the argument is provided in Augier and Knudsen
(2004).

An organizational architecture comprises the following fundamental
building blocks: organizational members, channels through which the
members can pass information or control to each other, and a set of
rules that help define the flow of information or control among them.
The organizational-level knowledge is endogenously defined as an aggre-
gate derived from the fundamental building blocks. The individual orga-
nizational members are represented by their beliefs about quality. That
is, we focus on aggregate belief structures as an important aspect of
knowledge organizations. Below, we offer illustrations that explain how
aggregate structures are formally derived.

Using the proposed analytical platform, we explain how the organiza-
tion of knowledge impacts the quality of the decisions that get made. To
illustrate this point, a number of applications of the proposed framework
are considered. These include models of learning and adaptation that
trace how the organization of knowledge impacts the absorption of new
knowledge in complex task environments (Knudsen and Levinthal 2007),
and how the design of flexible forms of organization can help firms in tur-
bulent markets (Christensen and Knudsen 2008). Further issues addressed
by the proposed analytical platform include choice among more than
two alternatives and upgrading knowledge within the context of other
learners. These topics are briefly considered in the conclusion.

3.2. Decision-Making in Knowledge Organizations

Knowledge workers often cooperate. They occupy positions in organiza-
tions and they produce flows of information to each other. The knowledge

48



The architecture of knowledge organization

organization may experience success or failure because of structural prop-
erties, because of the processes that take place within the confines of
the current structure, or because of the proficiency and enthusiasm with
which individuals engage in their tasks. We characterize knowledge in
terms of individual beliefs about quality. A knowledge organization is
a joint operation comprising a number of individuals. The following
example highlights our thinking about knowledge organizations.

Our example considers credit evaluation in Bank2, one of the many
activities that engage knowledge workers in today’s society. While com-
puters are often used for credit evaluation (e.g., by generating credit
scores), the actual decision to accept or reject a client is made by one
or more human actors. Each employee of Bank2 has gained specialized
knowledge through formal education and experience on the job. The
employees vary in their position in the organization, the number of years
they have spent in that position, and the overall number of years they
have been employed in the bank.

Bank2 has a number of local branches where credit advisors (CAs)
evaluate applications from business clientele. The evaluations result in
immediate approval, rejection, or, as is often the case, referral to a credit
officer (CO) in the bank’s central credit unit. The CO can approve, reject,
consult with a colleague at the same level, or refer the credit application to
the next layer. We are here considering credit applications of modest size
(approximately US$1 million) that occur rather frequently (about 60–100
per year). It should be emphasized that screening applicants for credits is
a major source of differential success in the banking industry.

The common measure of the efficacy of a bank’s credit evaluation is
the number of defaults, a term that refers to the frequency of losses
(error rates). The bank has a good estimate of Type II error (defaults), but
little information on Type I error (rejecting good applications). The error
rate for this bank is approximately 0.5 percent and there are significant
differences among comparable banks. The official policy of Bank2 is to
‘caution all evaluators to be mindful of the balance between risk and
reward.’ In practice, this translates into a conservative policy of evaluating
a number of indicators that are thought to correlate with risk of default.
The employees at Bank2 are instilled with a sense of caution and the
organizational structure further provides a ‘safety filter,’ which reduces
the overall probability of accepting risk. Our main point is that we need
theory to disentangle the contributions of the organization, and the
individual employees toward the overall performance of the knowledge
organization.
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The organization in Bank2 impacts on the quality of the decisions
that get made in the aggregate. Even rather subtle changes in the flow
of information at Bank2 could result in significant gains or losses. Our
concern here is to provide a framework with which we can model the way
individual knowledge is aggregated into organizational-level knowledge,
that is, how individual beliefs about credit applications are expressed
at the organizational level. Our perspective on knowledge focuses on
decision-making. The organization of knowledge is here thought of as an
architecture that may help boundedly rational agents make better choices.
While other dimensions of knowledge deserve attention, we find that this
is a useful place to begin modeling knowledge organizations.

We now leave Bank2, that is, until we reach the conclusion where the
case will serve to add perspective to the material covered in this chapter.
We first outline a general modeling framework and then move on to
illustrate how our framework can be used to understand the organization
of decisions in the UN Security Council and among editors and reviewers
in academic journals. Our tour of applications includes a treatment of
search processes in complex landscapes and decision-making in turbulent
markets. Even though there is a logical structure to the development
of the argument, we have made each section rather self-contained in
order to facilitate engagement with the material according to interest and
preference.

3.3. The Modeling Framework

Our characterization of knowledge organizations focuses on alternative
evaluation. Issues relating to creation of new alternatives are black-boxed
for the purposes of simplifying the exposition. In considering applica-
tions of our framework, we shall indicate how the properties of organi-
zational architectures influence the way knowledge workers generate new
alternatives. We shall further consider how organizational architectures
influence the way individual knowledge workers accumulate experience.
The perspective points to an intricate interplay between organizational
architectures, the development of individual capabilities, and possible
tensions between short-term and longer term objectives.

3.3.1. Organizational Architectures

An organizational architecture is a structure comprising organizational
members, channels through which the members can pass information
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or control to each other, and a set of rules that help define the flow of
information or control among them. The purpose of an organization, as
considered here, is to make decisions regarding whether to accept or reject
alternatives, and these decisions have economic consequences. Decision
rights are introduced as the right of an individual agent to ultimately
accept an alternative on behalf of the architecture. Note that an agent
can be an individual organization member, or a collection of organization
members.

The process of making a decision goes as follows. An organizational
architecture will (repeatedly) be confronted with an alternative drawn
from an initial portfolio I, representing the currently available alternatives
(and thus the current state of the business environment). The alternative
enters the structure through one of its agents and traverses the struc-
ture until it is either rejected or accepted on behalf of the organization.
Rejection means that nothing is altered; the alternative is terminated and
dumped in a wastebin T. In this case, there is no direct economic con-
sequence for the organization. Acceptance means that the organization
realizes the preferred alternative, which, according to its quality, creates
economic value. In this case, there is a direct economic consequence. This
is symbolized by storing the alternative in a final portfolio F. In both cases,
a cost is paid for making the decision.

If an alternative capable of producing income is rejected, then the
organization made an error, denoted a Type I error. If, on the other hand,
the organization accepts an alternative producing a negative income, it
is said to have made a Type II error. In both of these cases, the decision
was a failure, and in all other cases, it was a success. The ultimate fate of
the alternative depends on how the agents are interconnected, thereby
motivating the study of different organizational architectures.

The structures we refer to as the two-member hierarchy and polyarchy,
are the simplest possible structures. Figure 3.1 provides an overview of
the hierarchy and its environment, the initial portfolio I, and the final
portfolio F in which accepted alternatives are stored. The termination
node T is a wastebin where the rejected alternatives are dumped. The
two-member hierarchy represents a serial processing of alternatives. It
is straightforward to generalize it to n-member hierarchies simply by
adding nodes to the sequence between I and F. In contrast to the simple
hierarchy, Figure 3.2 portrays the extreme flat organization, also known as
a polyarchy. It is a structure representing a parallel processing of alterna-
tives. The polyarchy can be generalized by adding nodes to the sequence
between I and F.
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T

I F

Figure 3.1. A two-member hierarchy

The two basic structures can be used as building blocks to construct
any possible hybrid form of organization engaged in sequential decision-
making. Even further elaborations are possible if we allow nondetermin-
istic information flows. That is, agents may dispatch alternatives to each
other on a more or less random basis. The point is that our modeling
framework admits any possible form of organization engaged in sequen-
tial decision-making. What about simultaneous decision-making?

So far, we have considered sequential decision-making. A unifying sub-
structure called a committee of n members and consensus kprovides a
useful generalization that captures simultaneous decision-making. This sub-
structure is constructed by picking a polyarchical structure and supplying
a dynamic rule according to which the organization accepts an alternative

I

F

T

Figure 3.2. A two-member polyarchy
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if k or more agents evaluate the project positively (e.g., k ≥ n/2 represents
a simple majority rule).

3.3.2. Aggregation

A single agent has a screening function of f (x). The agent screening
function represents the agent’s beliefs about a quality distribution. Proba-
bilities are assigned to accepting proposals that vary in their quality. These
probabilities can be viewed as the agent’s current beliefs, for example
about the quality of a credit application. In unknown territory, the agent
is prone to make more mistakes. The agent screening function takes this
into account as an expression of the limits that characterize the decision-
maker. In a turbulent and complex environment, the agent screening
function may not be monotonous, it can be very ugly and it can even
represent choice by the flipping of a coin.

The organization as an entity has a screening function of F = q[ f (x)].
In order to derive the organization-level screening function, the orga-
nization is modeled as a graph (more precisely a directed, finite, and
connected graph). The graph-screening function F represents the level
of knowledge as a function of the individual members’ cognitive skills
and the choice of architecture, the organization structure that defines
the flow of information among the organization members. Methods to
derive the organization-level screening function F have been provided
in Christensen and Knudsen (2004). In the following, we draw on these
methods to illustrate how the knowledge structure of architectures can be
represented (Figure 3.3).

In the general case, we suggest that knowledge organizations are char-
acterized in terms of an external environment that provides a distribution
of inputs X. Our basic framework does not consider inputs that originate
inside the organization. A more elaborate treatment will allow for mod-
ification of both inputs and impressions about inputs. Such elaborations
capture the fact that agents often influence (or manipulate) each other’s
beliefs about quality without changing the underlying asset. A further
elaboration of our framework would also allow for generation (rather than
modification) of inputs and beliefs within the organization.

The organization processes inputs and produces outputs Z and Y, where
Z is a distribution of rejected alternatives and Y is a distribution of
accepted alternatives. The knowledge organization is modeled as a graph
comprising a collection of organizational members, a collection of chan-
nels through which the members can pass information or control to each
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Figure 3.3. The general characterization of a knowledge organization

other, a topology that defines the overall pattern of connections among
organizational members, and a set of dynamic rules that help define the
flow of information or control that can be admitted by the topology.

The inputs that the knowledge organization receives are often trans-
formed during its activity. Working with an alternative often improves
the understanding of its quality. Also, features of an alternative may be
added, removed, or improved. Thus, the input distribution X is different
from the output distributions Z and Y. In order to better get a grip on
this rather abstract discussion, we now illustrate the modeling framework
with a number of examples.

3.4. Illustrative Example of the Basic Framework

In all of our examples, the agents have reasonable, but far from perfect,
cognitive skills. Let us consider an important and commonly known
organization, namely, the UN Security Council. The Security Council is
composed of 5 permanent members and 10 temporary members (two-year
terms).1 The acceptance of a UN resolution relating to substantive matters

1 The information provided here is publicly available at the UN as is the outcome of voting
in the UN Security Council. According to Article 27 of Chapter V of the UN Charter, each
member of the Security Council shall have one vote. Decisions of the Security Council on
procedural matters shall be made by an affirmative vote of nine members. Decisions of the
Security Council on all other matters shall be made by an affirmative vote of nine members
including the concurring votes of the permanent members. The permanent seats are held by
China, France, Russia, the UK, and the United States.
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requires 9 out of 15 affirmative votes in addition to concurrent votes from
the 5 permanent members. That is, the five permanent members hold
veto power over substantive resolutions. A negative vote cast by a single
permanent member will lead to rejection of a resolution even if meets the
requirement of nine affirmative votes.

The UN Security Council is an example of joint decision-making, or
voting. Decisions of the Security Council on procedural matters shall
be made by an affirmative vote of nine members. The acceptance of a
resolution on all other matters requires that two conditions are fulfilled:
nine out of 15 members must accept a resolution and none out of the
5 permanent members must reject a resolution. Figure 3.4 shows how this
plays out. It is much more likely that decisions on procedural matter can
be made than it is to get a resolution on other matters accepted. The veto
of the five permanent members introduces a very conservative bias, which
will tend to preserve the status quo.

So far, we have illustrated how our framework can be used to model
knowledge organizations engaged in simultaneous decision-making. We
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Figure 3.4. Aggregation of decision-making in the UN Security Council
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now show how our framework can be applied when organizations try to
absorb new knowledge in complex task environments.

3.5. Absorption of New Knowledge in Complex
Task Environments2

We use the NK model for organizational analysis and extend it to study
the impact of imperfect evaluation on organizational performance. At a
basic level, evaluation of alternatives can suffer from two possible errors:
Type I errors of rejecting a superior alternative and Type II errors of
accepting an inferior alternative.

Different organizational structures vary in their proclivity to make one
type of error or the other. In particular, hierarchical structures, in which
a proposal needs to be validated by successive ranks of the hierarchy in
order to be approved, will tend to reduce the likelihood that an inferior
alternative will be adopted (hierarchy reduces Type II error). In contrast,
the polyarchy is a flat organizational structure in which approval by any
one actor in a series of decision-makers is sufficient for an alternative to
be approved. Polyarchies will therefore tend to minimize the probability
of rejecting a superior alternative (polyarchy reduces Type I error).

Using this analytical platform, we examine how alternative organiza-
tions of evaluators would move on a space of possible alternatives. In
particular, we use the structure of fitness landscapes (Kauffman 1993;
Wright 1931) to characterize a sense in which alternatives are more or
less proximate to one another. As in Levinthal (1997), a process of local
search is modeled as examining, at random, one of the adjacent points
in the space of alternatives. The value of points in adjacent locations
in fitness landscapes are correlated, with the degree of correlation being
‘tuned’ by the intensity of the interdependencies among the N attributes
that contribute to the fitness of a given alternative. Changing the level
of interdependencies also impacts the overall structure of the landscape
in that the number of local peaks increases with the degree of interde-
pendencies (Kauffman 1993). The presence of local peaks poses particular
challenges to a process of local search, as a decision-maker at a local peak
will be unable to identify superior alternatives that may be present on the
broader landscape.

2 The following material is an extraction from Knudsen and Levinthal (2007). We refer to
that article for elaborations.
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3.5.1. Model

The model structure has three basic elements: the characterization of
individual evaluation of alternatives, how individual evaluators are aggre-
gated into an organizational form, and the specification of the task envi-
ronment or the space of alternatives.

3.5.2. Individual Evaluation of Alternatives

Individual evaluators are characterized as being able to distinguish
between a proposed action alternative and the status quo with more
or less reliability. A perfect evaluator would, with certainty, distinguish
between inferior and superior alternatives no matter how small the
value differences are among two proposals. However, decision-makers are
unlikely to conform to such high standards. Actors are likely to make
errors in identifying which, among a pair of alternatives, are, in fact,
superior. However, one would expect that the likelihood of making a false
classification is a decreasing function of the actual differences in value
between the alternatives. That is, one may frequently misclassify pairs
of alternatives that vary in payoff by only a small amount. In contrast,
if the payoff to the two alternatives is substantially different, then the
probability of making a misclassification would certainly be less than in
the former case.

These properties are reflected in the screening functions represented in
Figure 3.5. The horizontal axis indicates the actual difference in payoffs
between a currently held alternative and a proposed alternative (current
fitness minus new fitness), ranging from large negative differences in
value to large positive values. The vertical axis indicates the probability
that an evaluator would accept the proposed alternative. Obviously, an
intelligent screening function should have an upward slope such that
superior alternatives are more likely to be accepted than inferior alter-
natives. In the extreme, with a perfect evaluator, the curve would have
a point of discontinuity at zero, such that proposed alternatives with
a payoff less than the current alternative (yielding a negative fitness
difference) would be rejected with probability 1 and those with higher
payoff (positive fitness difference) accepted with certainty.

We specify a family of screening functions f (x) that takes the difference,
x, of current fitness minus new fitness as an argument. The particular
functional form used in the present work is a linear screening function,
f (x) = ·x + ‚. The slope of the line, indicated by the variable ·, can be
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Figure 3.5. Six levels of screening ability for an evaluator, ranging from completely
random screening (· = 0) to perfect screening (· → ∞)

interpreted as the screening capability of the evaluator. A steeper slope,
or higher value of ·, implies that the probability of accepting a proposal
is more sensitive to changes in its actual value. The cut-off of the line,
indicated by the variable ‚, can be interpreted as the bias of the evaluator’s
error. We restrict our attention to those that are unbiased. Thus, we have
symmetric errors, ‚ = 0 and the screening function becomes f (x) = ·x. As
· becomes arbitrary large (· → ∞), the screening function approximates
that of a perfect evaluator.

3.5.3. Results for Individual Evaluators

To provide some initial understanding of the nature of the adaptive
search process modeled here, we first consider the behavior of individual
evaluators and then, in the subsequent analysis, model the behavior of
alternative organizational structures. All results reported here are based
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on simulations of landscapes with N = 10. We use K = 3 as a baseline case.
Unless indicated otherwise, our results reflect the average of 100 entities
searching on each of a 100 distinct landscapes, resulting in 10,000 unique
runs obtained from 100 different landscapes. Each of these landscapes
has the same structure in terms of K , the degree of interdependence
among attributes in contributing to performance, but represents a distinct
draw on the common underlying probability generating structure. At the
beginning of each of the 10,000 runs, attribute sets are randomly assigned
to the individual entities.

To enhance the comparison across these families of landscapes, we nor-
malize the performance level on each surface so that average performance
equals 0.5 and maximum performance equals 1. That is, the crude fitness
measure à la Kauffman were normalized in order to compare the results
across different values of K . Using this normalized instead of the crude
fitness measure does not alter the results in a qualitative sense.

Figure 3.6 indicates the performance of two types of evaluators who
vary according to the accuracy of their evaluation function. For the sake
of a baseline comparison, we model one as being a perfect evaluator;
in this setting, only alternatives that enhance the actual pay-off will be
accepted. In contrast, the other evaluator (· = 10) exhibits some intelli-
gence in evaluation (i.e., · > 0), with the probability of accepting a more
favorable alternative increasing as a linear function of the performance
increases associated with that alternative; however, this evaluator will
at times mistakenly accept alternatives that in fact offer inferior per-
formance and in other instances reject alternatives that could enhance
the organization’s performance (i.e., · is finite). We see that the perfect
evaluator quickly asymptotes in the performance that is achieved, while
the imperfect evaluator not only outperforms the perfect evaluator, but
also, if additional periods are examined, continues to exhibit modest but
steady performance improvement. Perfect evaluation leads to the rapid
identification of a local peak and the perfect evaluation function will lead
the actor to maintain that position for the remainder of the simulation,
while imperfect evaluation leads to persistence in search.

We would expect, however, that imperfect evaluation would suffer from
two possible downsides. First, it is natural to expect that an imperfect
evaluator would experience a slower rate of ascent in initial performance
gains as an imperfect evaluator, by definition, will at times make down-
ward moves. Even though the perfect evaluator converges faster to the
local optimum than does the imperfect evaluator, the difference in the
initial rate of progress between the imperfect and the perfect evaluator is
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Figure 3.6. Fitness for perfect evaluator and imperfect evaluator (K = 3, · = 10,
10,000 evaluators. One hundred distinct landscapes with 100 evaluators on each)

too slight to be visible in the comparison shown in Figure 3.5. However,
around period 40, we start to see a divergence in the two performance
curves as the performance of the imperfect evaluator continues on an
upward gradient while that of the perfect evaluator begins to asymptote.
With less ability of the imperfect evaluator or larger values of N, the faster
convergence of the perfect evaluator to a local optimum becomes more
pronounced.

The other ‘penalty’ that imperfect evaluation might exhibit is with
respect to a limited ability to maintain, over extended periods of time,
the attractive alternatives that have been identified. Given the noise in
his or her evaluation process, even if a global peak is identified, there is a
chance of mistakenly being seduced off of it by an alternative that appears
superior.

Imperfect evaluators do not to wander too far off from the attractive
peaks that they identify. We do not often see a situation in which slightly
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inferior alternatives are adopted and, then from this new lower base, even
more inferior alternatives are mistakenly adopted. It is certainly possible
for evaluators to take such a two-step ‘walk’ from an attractive peak and
on occasion they will do so. However, the fact that the screening process,
while imperfect, is nonetheless intelligent, in that more favorable alter-
natives are more likely to be accepted than less favorable ones, implies
that mistakes, walks away from superior alternatives, will tend to be self-
correcting. After accepting an inferior alternative that takes him or her
away from an attractive peak, it is more likely that the subsequent move
will be back to this same peak rather than a move that takes the evaluator
even further away from this location.

Our main result is driven by the fact that in high K worlds, firms that
do local search (with perfect evaluation) will get stuck on one of the
myriad of local peeks that exist. A general claim that noise (perturbations
and mutations) is beneficial in complex landscapes is not very novel.
Scholars have long recognized that in complex environments some degree
of perturbation or mutation leads to broader search and better outcomes.
Our claim goes further, however, by considering what may be called
‘intelligent noise.’ Mutation probabilities are (usually) identical for all of
the alternatives and thus insensitive to fitness differences. In contrast, the
screening function introduced in the present work is sensitive to the good-
ness of possible alternatives. An alternative that has much lower fitness
than the current alternative will be accepted with a (very) low probability.
Similarly, alternatives with much higher fitnesses will be accepted with
a (very) high probability. Finally, alternatives that only differ marginally
are accepted with a probability of about 1/2. Thus, imperfect evaluation
introduces intelligent search in the sense that error probabilities depend
on the performance of a new proposed alternative relative to the current.

Because the search effort of our imperfect evaluator (e.g., · = 10, N = 10,
K = 3) is characterized by ‘intelligent noise,’ she can outperform perfect
evaluators even if they benefit from (slight) random mutations. The
reason is that random mutations lead to broader search at the cost of
occasional detours to inferior points in the fitness landscape. A screening
function, by contrast, can be devised to favor broad search with a much
lower probability of experiencing such detours. Even though we have used
a linear screening function, our framework allows the screening function
to take on any shape. This has two important implications. First, we
can model a much larger family of disturbances that may influence the
search process than is feasible with perturbations or mutations of bit-
strings. Second, and related, we can capture any kind of deviations from
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perfect evaluation, including symmetric or nonsymmetric evaluation (as
in Prospect Theory), and other kinds of misguided evaluation. This is an
important property of our framework because it admits a straightforward
way to model cognitive biases and evaluation errors emphasized in the
behavioral literature (e.g., Prospect Theory).

3.5.4. Organizational Evaluation of Alternatives

The beliefs of individual evaluators can be aggregated into organizational-
level belief structures. In particular, organizations can be characterized by
the number of evaluators within them, but also more subtly by the nature
of decision authority within them. Following Sah and Stiglitz (1986), we
focus on whether a given actor has the authority to approve or reject a
proposed alternative, or is merely authorized to pass the proposed initia-
tive along within a broader chain of command. In particular, consider the
flow of decisions in six distinct organizational forms shown in Figure 3.7.

Hierarchy Hybrid 1

Hybrid 2 Hybrid 3

Hybrid 4 Polyarchy

Figure 3.7. Flow of decisions in six stylized organizational forms each with six
members. In each of the six organizational forms shown here, proposals enter
with the actor in the lower left corner and then flow from the left toward the right.
Dashed lines show rejection of proposals and solid lines show acceptance. Propos-
als that exit to the right are adopted by the organization. The organizational-level
screening function, F , is a polynomial in the individual-level screening function,
f (x), under the assumption that all members of an organization have identical
screening functions
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In analyzing the role of alternative organizational forms, we wish to
distinguish between the effect of individual differences in screening abil-
ity and the impact of the structure of the relationship among evalua-
tors within the organization. Therefore, we treat organizations as being
homogeneous in the screening ability of the individual evaluators that
comprise the organization, though we examine the impact of varying this
homogeneous level.

Figure 3.7 indicates the effective screening properties of six alternative
organizational forms, all composed of six evaluators with an · value of 10.
Using methods outlined in Christensen and Knudsen (2007), we derived
an organizational-level screening function, F , which is a mathematical
representation of the flow of decisions in an organizational form (as
shown in Figure 3.6). In order to examine the effect of changing orga-
nizational structure, we assume that all members in an organization have
identical ability. That is, we assume that the individual-level screening
function, f (x), the probability that an individual accepts an alternative,
is the same for all members of an organization.

The particular functional form of F represents an aggregation of beliefs
in the organization under consideration. The organization-level screening
function of an n-member hierarchy is F = f (x)n and the organization-
level screening function of an n-member polyarchy is F = 1 − [1 − f (x)]n.

For example, accepting an alternative in the six-member hierarchy
requires that all of its six members accept the alternative. Therefore, the
organizational-level screening function of the hierarchy (shown in Figure
3.7) is given by F = f (x)6, which is the probability that this structure
accepts the alternative in question. In a similar way, it is easy to see that
the organizational-level screening function of the polyarchy (shown in
Figure 3.7) is given by F = 1 − [1 − f (x)]6, that is, the probability that at
least one out of the six polyarchy members accepts an alternative. The
screening functions of the four hybrids, shown in Figure 3.7, were derived
in a similar way. As a point of reference, in Figure 3.8, we also include for
comparison the evaluation function of a single perfect evaluator. The issue
of organizational form is not relevant in the case of perfect evaluators
as each perfect evaluator in the organization would simply replicate the
decision of others.

3.5.5. Results for the Organizational Level

What is the effect of organizational architecture on search processes? We
see that the hierarchical form has many of the properties of the perfect
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Figure 3.8. Ability of imperfect evaluator compared to six organizational forms,
each built of six identical imperfect evaluators. The figure represents the case where
n = 6 and · = 10. The ability of the six hybrid organizational forms were derived
according to the procedure shown in Appendix 1

evaluator. Such organizations tend only to ‘walk’ uphill, albeit slowly,
as they tend only to accept new alternatives that do in fact lead to an
increase in performance. Thus, as with perfect evaluators, they tend to
be ‘prisoners’ of their starting positions, identifying local peaks but not
exploring more broadly in the landscape. Further we find that our inter-
mediate forms can offer an effective mix of exploration and exploitation
(March 1991; Holland 1975). Elements of polyarchy enhance the breadth
of search, but some degree of hierarchy facilitates the organization’s abil-
ity to reliably sustain an attractive position in the landscape once identi-
fied. However, given that even a population of single evaluators is able to
cluster rather closely to the most attractive peaks in the landscape, only
a modest degree of hierarchy is needed to reliably sustain an attractive
position in the performance landscape.

Reflecting these trade-offs between the search inducing polyarchy forms
and the inertia generating hierarchical forms, we find an important com-
plementarity between organizational form and screening ability of the
evaluators who comprise the organization. However, it is also important
to note that some of the six organizational forms would result in a
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lower performance than could be generated by an individual member
of the organization (i.e., the imperfect evaluator shown with square
markers). Organizations have the potential to compensate for weaknesses
of individual screeners (hierarchy potentially helping to reduce the exten-
siveness of search in the case of highly inaccurate screeners and pol-
yarchy forms usefully enhancing the degree of search for more accurate
screeners), but the inappropriate organizational form may exacerbate the
pathologies associated with an individual evaluator.

For very imperfect screening ability (· values of 1 and 2), the hier-
archy yields a substantially higher level of performance relative to the
polyarchy form. Hierarchy is a useful complement to very imperfect
screeners. Individuals who evaluate alternatives with considerable noise
naturally induce considerable breadth of search. Breadth of search has the
virtuous quality of preventing organizations from locking in prematurely
to inferior peaks. Sustained breadth of search, however, has the liability
of generating a more dispersed distribution of organizations around the
superior alternatives that come to be identified in the long run. Thus,
highly imperfect evaluators, even if placed in a hierarchical structure, are
likely to generate broad ranging search, but the hierarchical form will
enhance the ability of such organizations to retain the attractive solutions
that are identified.

Conversely, polyarchy is a desired complement to organizations com-
posed of highly accurate screeners (· values of 6 or more). Accurate screen-
ers are likely to rapidly identify a local peak in the landscape. Polyarchy,
a form that permits any individual within the organization to approve an
alternative, only requires one of the six actors in the organization to view
an alternative as favorable in order to result in its adoption. Thus, as long
as the evaluation of the individual evaluators composing the organization
has some possibility of error, polyarchy compounds the likelihood of
accepting an alternative that results in an immediate decline in perfor-
mance; at the same time, however, polyarchy offers the possibility of
broadening search to new regions of the performance landscape. If actors
are highly accurate in their individual screening, such organizations do
not pay a significant price for their pro-acceptance bias of the polyarchy
form in that, in the long run, the distribution of organizations is still
tightly packed around the superior peaks in the performance landscape.

For modest · values, some hybrid form dominates both the hierarchy
and the polyarchy: Hybrid 2 dominates at · values of 2 and 3, Hybrid
3 dominates at · of 4, and Hybrid 3 dominates at · of 4. The effect
of Hybrid 2 is to somewhat narrow down the breadth of search while
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producing a sharper ability to discriminate between alternatives (as shown
in Figure 3.8). This effect is critical at values of · that are modest, but
not extremely low (· value of 1). As the discriminatory ability sharpens
at values of · above 3, less hierarchical forms that broaden search are
favored, that is Hybrid 3 and Hybrid 4, and then, with · values of 6 or
more, the polyarchy. Interestingly, the very similar results produced by
Hybrid 1 and Hybrid 2 reflect the trade-off between narrowing down the
breadth of search (Hybrid 1) and sharpening the discriminatory ability
(Hybrid 2).

Indeed, these results suggest that organizational forms must be designed
to fit the contingencies of the available workforce (screening ability) as
well as the task environment (level of uncertain evaluation and interde-
pendencies among policy attributes). Thus, in the same task environment,
the more able are the individual evaluators composing the organization,
the more that organizational form should shift toward the permissive-
ness of the polyarchy form. Very able evaluators need a structure that
accepts and empowers the divergent views of organizational members.
Conversely, evaluators who are less able and therefore less discriminat-
ing require the repeated checks on behavior that hierarchical elements
provide. Note that, as evaluators become near-perfect screeners, perfor-
mance becomes insensitive to the specification of organizational form. In
the limit, with perfect screeners, evaluators would simply replicate each
others’ evaluation decision; thus, in the limit, performance is invariant to
organizational form and the number of evaluators engaged in evaluation.
Thus, a perfect evaluator would not benefit from being member of an
organization.

More generally, our analyses imply that knowledge organizations can
always be designed to remedy the actions of imperfect decision-makers
that are not in tune with the contingencies they face (Christensen and
Knudsen 2007). Our framework thus offers answers to some of the open
questions relating to the design of knowledge organizations.

3.6. The Advantage of Flexible Organization Structures3

We now turn to illustrating our framework within the context of turbulent
markets. According to both scholarly and popular works, it appears to be
a stylized fact that flexibility is beneficial in turbulent markets, but we do

3 The following material is an extraction from Christensen and Knudsen (2008). We refer
to that article for elaborations.
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not really know why. To address this gap in our knowledge, we examine
whether flexible decision teams can be designed to reduce mistakes and
thus increase profits, as MNCs decide to enter and exit turbulent inter-
national markets. Such markets offer interesting opportunities, but they
are also risky adventures because of irrecoverable entry and exit costs.
Under turbulent conditions, a promising market opportunity can turn
sour. Mistakes get made when firms leave a market too early, or too late.
Such mistakes are costly, and increased market turbulence can lead to both
more frequent and more severe mistakes.

We here explain how a simple extension of our modeling structure
allows comparison of industry entry and exit under alternative assump-
tions of managerial ability and different levels of market turbulence. Three
types of decision-makers—the optimizer, the local searcher, and the falli-
ble evaluator—were compared in a generic entry–exit model where turbu-
lent market conditions are modeled as fluctuating short-run profits. The
optimizer uses a dynamic programming approach to extract the optimal
critical levels of operating profit from the Bellman equation.4 Individual
agents capable of using such methods can identify and use a proposed
optimal profit level to trigger industry entry and exit. These would be very
close to perfection, but real-world decision-makers are unlikely to achieve
such high standards. Local search is modeled as examining a profit level
of zero. If operating profits is above zero, the agent enters the market and
if profit is below zero it exits. In this way, such agents search for new
markets that satisfy some minimum performance criteria (potential profit
should be at least zero).

The fallible evaluator has imperfect discriminating ability. This type
of decision-maker behaves like a local searcher, but is not capable of
making sharp evaluations of short-run profit for the reasons proffered
in the literature on new organizational forms and elsewhere (ambiguity,
complex interactions, limited information, limited computation power,
etc.). That is, our fallible evaluator behaves in accordance with the styl-
ized description of real-world decision-makers offered in much of the
organization and management literature (Knudsen and Levinthal 2007).
The discriminating ability of the fallible evaluator is modeled as a linear
screening function of the type previously illustrated in Figure 3.5. The
slope of the screening function captures fallibility, and fallibility translates

4 The Bellman equation is a common numerical method used to extract information on
optimal expected rewards from a Markov decision process such as the one considered here.
This method, also known as dynamic programming, was developed by Bellman (1957) and
Howard (1960).
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into a wider zone of uncertainty as regards entry and exit decisions. A wide
zone of uncertainty is a mixed blessing. The lower the slope, the more
fallible is the decision-maker, and the wider is the zone of uncertainty
within which costly reversals of prior decisions can occur. On the other
hand, a wider zone of uncertainty spans multiple trigger points.

In our case, the observed levels of profit that lead to successful decisions
are far apart when firms pay an irrecoverable fee to enter and exit. Costly
entry and exit decisions introduce multiple decision criteria because they
require consideration of two trigger points for observed profit. In a sense
there is a trade-off between treatment of multiple decision criteria and
certain quality discrimination. The local searcher can make extremely
sharp judgments about quality but this virtue goes hand in hand with
a zone of uncertainty that shrinks to a single point, that is, the local
searcher is unable to consider more than one trigger point.

It is disturbing that the characterization of the local searcher in most of
our formal models does not match the empirical reality in entry and exit
decisions (as regards multiple decision criteria). As sunk costs increase,
the individual agent is less able to handle the conflicting demands of
multiple decision criteria and certain quality discrimination. The way out
is to structure costly entry decisions in decision teams.5

3.6.1. Decision Teams

We use our recent extension of the Sah and Stiglitz (1985, 1986, 1988)
characterization of organizational architectures to model evaluation in
teams. This modeling approach was recently extended to the study of
imperfect evaluation within the context of NK models (Knudsen and
Levinthal 2007). The problem we are considering here is different from
those problems for which the NK model is best suited (as illustrated in
the previous section). The NK model has become the standard tool for
organizational analysis of complex spaces where alternatives are hard to
locate even though the payoff for each particular configuration remains
fixed, once and for all. In contrast, the problem we are addressing relates
to fluctuating payoffs.

The intuition in what follows is that fallible evaluators can (always)
benefit from being placed in flexible teams whereas local searchers are

5 More generally, the structuring of decision flows among multiple agents becomes a
critical issue when imperfect agents face a difficult trade-off between treatment of multiple
decision criteria and certain quality discrimination. A more comprehensive guide to designing
decision structures is provided in Christensen and Knudsen (2007).
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beyond help because they discriminate perfectly. Ironically, imperfect
discrimination of fallible agents is a source of flexibility that can be
utilized by designing appropriate decision teams. As we shall see, this
gives rise to the surprising result that flexible teams with relatively few
fallible decision-makers can outdo the so-called ‘optimizer.’ Notably,
the fallible decision-makers in our model are modeled as uncertain ‘local
searchers’ and thus, in accordance with much of the literature on organi-
zations and management, are quite realistic.

Local searchers are limited in their ability to search for new alternatives,
but once identified, they are capable of perfect discrimination. Within
the present context, local search approaches optimality when the critical
levels of operating profit become a single point—say, optimal entry (exit)
for non-negative (negative) operating profit. This happens when entry
and exit costs go to zero. In contrast to local searchers, fallible agents
are not capable of perfect discrimination. However, in a turbulent market
with significant entry (and exit) costs, the optimal points of entry and exit
are located far apart, that is, firms only enter if operating profits are (very)
high and they only exit if operating profits are (very) low. To help fallible
agents overcome the inbuilt rigidity that narrows their focus to a single
point of operating profit, we are led to consider the possible advantage of
using flexible evaluation structures. In particular, we consider two extreme
forms of evaluation structure. One is the hierarchy, in which a proposal
to enter (or exit) a market is validated at successively higher levels in the
team. Only if the proposal is accepted at each level, will the MNC enter a
new market. The second form is a polyarchy, a flat, decentralized structure
in which acceptance by any one actor is sufficient for the proposal to be
approved. A flexible decision team is modeled by shifting between the
two forms of organization.

The effect of locating fallible evaluators (e.g., · = 0.05) in a hierarchical
form is shown in Figure 3.8. In what we term a hierarchy, the short-run
profit is initially considered by a member of the decision team. If the
proposal is rejected by that team member, it is eliminated from further
consideration and the business unit discontinues its activities (or remains
inactive). Alternatively, if the proposal is approved by that decision-
maker, then it is passed on to the next decision-maker in the chain of
command. A proposal is acted upon only if it has been positively vetted
by all of the evaluators in the team.

Figure 3.8 compares the effect of locating fallible agents in hierarchical
decision teams with 2 (H2), 5 (H5), or 10 (H10) members, and also com-
pares these structures to the optimizer and the local searcher. The single
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fallible agent is represented by a dashed line and we use a linear screening
function with a slope of · = 0.05 for the purpose of illustration. H5 is a
hierarchy employing five such agents. We can read off the probability of
entry for the hierarchical teams on the y-axis and compare these to the
single fallible agent, the optimizer, and the local searcher. Suppose the
observed profit is 5. In that case, the local searcher enters with probability
p = 1, the single fallible agent enters with probability p = 0.75, and H5
enters with a probability of p = 0.24. The hierarch tones down a positive
vetting made by a single fallible team member (reducing the entry proba-
bility from 0.75 to 0.24). The effect is to reinforce the status quo unless a
very promising observation is made. As the size of the hierarchy increases,
its screening function approaches a vertical line. Figure 3.9 illustrates this
effect by mapping out the change in screening functions from H2 over
H5 to H10.

The effect of locating fallible evaluators (e.g., · = 0.05) in a flat team,
also known as a polyarchy, is exactly the mirror image of Figure 3.9 and
therefore not shown here. In the flat team, a proposed alternative can be
adopted by any of the members of the decision team. Only if all decision-
makers in succession reject an alternative is it dismissed.

3.6.2. Flexible Decision Teams

The aim of our model is to examine whether teams of fallible evaluators
can benefit from being located in flexible organizations, for example, from
shifting between hierarchical and flat, polyarchical modes of organiza-
tion. This case could also be viewed as the consistent use of a hierarchical
form with shifting targets (accepting entry vs. accepting exit).

Note how the local searcher in Figure 3.9 is represented by a single
vertical line (· → ∞) while the optimizer is represented by two vertical
lines computed by dynamic programming. Costly entry and exit decisions
require consideration of two trigger points for observed profit. These two
points represent the challenge of balancing two kinds of error. One is the
error of staying in the market despite a downturn in the business cycle
and the second is the error of missing an upturn in the business cycle by
remaining inactive.

A flexible use of teams that shift between entry decisions in hierarchical
teams and exit decisions in flat, polyarchical teams will effectively mimic
the optimizer’s use of two decision criteria. For example, using H5 in
Figure 3.9 in the case of an entry decision and then delegating the exit
decision to a flat, polyarchical, team would shift between the H5 curve
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Figure 3.9. Levels of ability for hierarchical decision teams with 2 (H2), 5 (H5),
or 10 (H10) fallible members compared to the optimizer and the local searcher.
The teams employ fallible agents who are represented with a dashed line in our
example (· = 0.05). H5 is a hierarchy with five such employees. We can read off the
probability of entry at the y-axis for hierarchical teams and then compare these to
the single fallible agent, the optimizer, and the local searcher. For example, the
optimal point for entry is shown when Û = 4, „ = 0.90, KExit = 10, and KEntry = 10.
If observed profit is 5, then the optimizer will not enter the market. By contrast,
the single fallible agent would enter with p = 0.24, H5 with p = 0.75, and the local
searcher with p = 1

and its mirror image, a curve for a five-member polyarchy (not shown
here). This leads to the surprising result that simple flexible decision struc-
tures comprising 4–5 imperfect people can outdo the entirely superhuman
performance of the ‘optimal’ agent (an encouraging result as regards
realism).

It also turns out that the organizational structure that best helps the
myopic decision-maker in our model is a flexible team of quite realistic
size (4–5 members). The reason that larger teams, such as H10 in Figure
3.9, are inferior is that they span a narrower zone of uncertainty. In
Figure 3.9, H10 is closer to the straight line of the perfect agent than H5.
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More generally, as more agents are included in the decision team, the
hierarchy (and polyarchy) approaches a straight line. However, our results
show that in turbulent markets, some zone of uncertainty, as represented
by a nonlinear trigger point in Figure 3.9, is superior to perfect discrimi-
nation represented by a straight line.

3.6.3. The Nature of the Environment

The local environment for the MNC subsidiary is more or less turbulent
and the MNC considers whether its subsidiary should operate. More pre-
cisely, short-run profit is a random walk with normally distributed shocks,
N(Ï, Û2). A parameter „ determines the rate of reversal toward the mean.
The following analyses set average profits to zero, but vary the volatility
parameter Û in order to examine alternative levels of turbulence in inter-
national markets. Higher volatility Û increases turbulence. This is shown
in Figure 3.10, where the lower panel illustrates a highly turbulent task
environment (Û = 10), while the upper panel illustrates a less turbulent
environment (Û = 4).

Figure 3.10 shows the optimal entry and exit points computed by
dynamic programming (these points are identical to the examples from
Figures 3.1 and 3.2). Only if observed profit is at least 9.89 does the
optimizer enter the market and become active. Once active, the optimizer
exits only if observed profit falls below −9.90. The actual entry and exit
decisions for the optimizer are shown in the panels of Figure 3.10. The
upper panel of Figure 3.9 also shows a period where H5 has comparative
advantage over the optimizer (from t = 13 to t = 36). The underlying
reasoning is subtle. As depicted in Figure 3.9, the optimal evaluator uses a
single linear trigger point, but the organization comprising fallible agents
has a curvilinear set of trigger points. This curvilinear set of trigger points
can effectively work as a confidence interval around the exit and entry
points used by the optimizer. Supposing the observed profit is positive,
H5 enters with a positive probability. On average, therefore, H5 would be
active during some of the periods between t = 13 and t = 36 (upper panel
of Figure 3.10). During this time, the net profit is positive. Therefore, H5
earns an expected positive profit. By contrast, the optimizer earns a profit
of zero during the same period because it remains inactive (until t = 36).

But why is H5 superior to the fallible agent? Again, it is useful to refer
back to Figure 3.9. If the observed profit is 5, the single fallible agent enters
with probability p = 0.75 and H5 enters with a probability of p = 0.24. The
single fallible agent is quick to enter and once active in the market, it is

72



The architecture of knowledge organization

0 10 20 30 40 50 60 70 80 90 100

−50

0

50

O
pe

ra
tin

g 
pr

of
it

0 10 20 30 40 50 60 70 80 90 100

−50

0

50

Volatility, s = 10

Volatility, s = 4

O
pe

ra
tin

g 
pr

of
it

Optimizer entry

Optimizer exit
Optimizer exit

Optimizer exit

Optimizer entryOptimizer entry

Optimizer entry Optimizer entry

Advantage for H5

Figure 3.10. Examples of profit distributions with low (Û = 4) and high volatility
(Û = 10). In both cases, the autoregression, „, is 0.90. Optimal entry points for
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mizer are shown in both panels. The upper panel also shows a period where H5
has a comparative advantage over the optimizer. In this period, H5 would earn a
positive profit whereas the optimizer is inactive and earns a profit of 0

also quick to reverse the decision, and exit. As profits fluctuate the single
fallible agent will make many reversals of prior decisions. When exit and
entry are costly, the net result is diminished profits when compared to the
steadier course of H5. Some restraint is required before the firm enters and
that is exactly what H5 provides. If more agents were included, however,
the restraint would become excessive. The move from H5 to H10 in Figure
3.9 illustrates this effect.

3.6.4. The Decision to Enter and Become Active

The MNC observes the next period’s potential profit and its current oper-
ational status. It then takes an action about whether it should operate in
the next period. In consequence, the MNC earns a reward that depends
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on the current state of the economic system, the current operational state
of the MNC, and the action taken. In addition, an unknown exogenous
shock influences the next period’s potential profit. If the MNC is not oper-
ating and decides to enter the international market under consideration,
it pays a fixed entry cost, KEntry. Should the MNC be operating in an
international market and then decide to exit, there is a shutdown cost
of KExit. In all simulations, KEntry was set at 10 and KExit was set at 10 (our
results hold for a broad range of these values).

3.6.5. Estimation of Critical Levels of Short-Run Profit

The optimal value of the business unit, given an observed short-run profit
and operational status, is estimated by the Bellman equation. This unreal-
istic dynamic programming approach is only available to the ‘optimizer.’
The local searcher and the fallible agents simply compare short run to a
criterion for satisficing performance. If short-run profits are too low, it will
stay out (or exit in the case that it is active). The fallible decision-maker
behaves exactly like the local searcher. The only difference is that the
fallible decision-maker sometimes makes a wrong decision, that is, exits
when the firm should have remained active according to the satisficing
criterion. The critical profit levels extracted for a particular example of
Û = 4, and „ = 0.90 are shown in Figures 3.1 and 3.2. Figure 3.11 shows
the results obtained for this particular example, with Û = 4, and „ = 0.90.
A similar result is obtained for a broad range of parameter values.

3.6.6. Results

We compared the performances of the three types of decision-makers
in a ‘horse race’ over 1,000 periods. On the basis of 1,000 samples, we
found that optimizers always outperform local searchers and single fallible
evaluators.6 Generally, local searchers, who are perfect evaluators using a
wrong decision rule (critical profit level of  = 0, in the case of both entry
and exit), also outperform single fallible evaluators (as shown in Figures
3.3 and 3.4). The single fallible evaluator does not perform well, tending
to promote frequent (and costly) reversals of prior decisions. Since entry
and exit, in each case, are associated with a non-recoverable cost, the
many mistakes impose a considerable cumulative cost.

6 As described below in the text, all results reported here were confirmed through compre-
hensive additional tests.
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Figure 3.11. Performance of the optimizer, the local searcher, and a single fallible
evaluator (· = 0.10), compared with the performance of flexible decision teams
with two or five fallible members. Example for Û = 4, „ = 0.90, KExit = 10, KEntry = 10

The performance of the local searcher shown in Figure 3.10 is markedly
higher than the performance of the single fallible decision-maker and
even a flexible team comprising two fallible decision-makers. As more
decision-makers are added to the team, the quality of the decisions further
improves until it comprises five members. As further members are added,
however, there would be a marginal decline in performance.7

The critical values of short-run profit used in the simulation reported in
Figure 3.11 are the same as those in Figure 3.9. From Figure 3.9, it can be
seen that the effect of adding members to the hierarchical decision team
is to push a portion of the screening function to the southeast of the
critical entry value. Adding members implies that the screening function
of the decision team begins to approximate the optimal entry level. At
some point, however, the screening function is pushed too far to the east,
beyond the optimal level. The exit case is perfectly symmetrical to the case
of entry and therefore not shown here. By switching between the hierar-
chy when entry opportunities are evaluated and the flat, polyarchy when

7 Results are not shown here, but available upon request.
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exit options are considered, a team of fallible evaluators can approximate
the two optimal values of entry and exit.

The most surprising result is that fallible decision-makers who use
flexible decision-making structures are generally superior to the so-called
‘optimal’ decisions based on a dynamic programming approach.8 Figure
3.9 shows the cause of this surprising result: the optimal evaluator uses a
single linear trigger point, but the organization comprising fallible agents
has a curvilinear set of trigger points. The set of curvilinear trigger points
effectively works as a confidence interval around the optimizer’s exit and
entry point. A team of fallible decision-makers would exit before the
operating profit plunges to the negative level required by an optimizer.

So, it is the nonlinearity induced by the joint effect of individual
evaluators that produces curvilinear trigger points. This nonlinearity gives
our small teams an edge. Thus, flexible teams of fallible agents become
a source of competitive advantage in a turbulent environment.9 The
effect is most pronounced in moderately volatile task environments. In
a highly volatile environment, the shifts from low profits to high-profit
peaks are much sharper (see Figure 3.10) and the shifts that trigger entry
and exit will therefore tend to be the same for the optimizer and H5. In
consequence, the advantage of H5 over the optimizer shrinks as volatility
increases (in our analyses, from Û = 4 to Û = 10). The only exception to
the surprising advantage of H5 over the optimizer is a very low volatility
of Û = 1. In that case, the optimizer will never enter (since entry and
exit costs are substantial at KExit = 10 and KEntry = 10). By contrast, H5
will on average earn negative profits because it occasionally will enter
and then discover that the operating profits cannot cover the entry
cost. However, our flexible teams of simple fallible agents are generally
superior to the so-called optimizer when task environments become more
volatile (Û > 1). In a world with increasingly turbulent international mar-
kets, our results generally suggest why small flexible decision teams are
beneficial.

8 The so-called ‘optimal’ decisions based on a dynamic programming approach are superior
only if there is very modest turbulence—or very low entry/exit costs.

9 We use the hierarchy and the flat structure to simplify the analysis, but the results can
be obtained for any flexible decision structure that changes from ‘more’ to ‘less’ centralized.
This is shown in additional robustness checks available upon request. This proposition is
valid within the modeling framework suggested here. It is due to the general property that
centralized decision structures are more ‘conservative’ and decentralized decision structures
more ‘optimistic.’
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3.7. Conclusion

We have introduced a general framework with which individual beliefs
can be aggregated into organizational-level knowledge. Through exam-
ples, we have illustrated how our framework lends itself to analyzing
simultaneous decision-making in committees, such as the UN Security
Council. More detailed examples illustrated how our framework can be
used to capture sequential decision processes. We considered both flexible
decision structures facing a turbulent environment and fixed decision
structures facing a stable, but complex task environment. These appli-
cations of our framework illustrate how it can be used to capture some of
the most important problems emphasized in the literature on knowledge
management.

While offering a very general framework, a number of simplifying
assumptions eased the exposition. First, we assumed that agents were
identical. Even if any conceivable shape of subjective beliefs could be
captured by an individual-level screening function, we have not (yet)
considered the possibility of heterogeneous beliefs. Second, we have
only considered what amounts to deterministic organization structures.
In a deterministic structure, a proposal is definitely sent to a particu-
lar successor (or accepted/rejected by the organization). In a stochas-
tic organization structure, a proposal is definitely sent to two or more
successors, but the likelihood of sending a project to any of these is
determined by a set of weights (a probability distribution over possible
receivers). Third, we have only considered what is known as acyclical
structures. In acyclical structures, proposals do not return to an agent
for a second evaluation. By contrast, cyclical organization structures
allow that a proposal circulates among a number of agents, at least
for a number of rounds, before they are finally processed. None of
the simplifying assumptions are binding, so our framework can readily
admit such extensions (at the cost of engaging with some technical
complications).

It is time now to return to the example of Bank2 which opened this
chapter. In this case study, we extracted the actual average screening
function of 40 employees in Bank2 by sending around ‘fake’ applications
of varying quality. The experiment included five gradations of quality
(in terms of uncovered losses on loan applications) and since the para-
meters were known, we could estimate the average evaluation function
for all of the 40 employees involved in the study. Under the assumption
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of homogeneity we could then assess how the organizational structure
impacted on the quality of the decisions that get made. As we uncovered,
the way credit evaluations are processed in Bank2, it first appeared as a
four-member hierarchy. Additional information implied that the credit
evaluation structure (of Bank2) was stochastic rather than deterministic.
Credit applications could be accepted, rejected, or sent to a successor
(we estimated the likelihood of each option from 209 projects). It also
became clear that Bank2 used a cyclical evaluation structure. Quite often,
an application was returned to a lower level for a second vetting. Overall,
the bank had organized its evaluation process so it reduced the probability
of accepting losses at the cost of forgoing good applications. It had a
conservative effect similar to other hierarchical structures considered in
this chapter. Surprisingly, only very minor changes to the assumptions
suggested that Bank2 could incur significant losses without realizing the
cause.

Further issues emerged as we continued to examine the data from
Bank2. Most importantly, it turned out that lower level and higher level
employees had very different abilities to assess loan applications. This
observation raised the issue of heterogeneous beliefs and led to further
exciting discoveries relating to experiential learning. Briefly, it appeared
that lower level employees were better judges of poor quality because they
more frequently had opportunity to assess bad loan applications. As bad
loan applications would tend to be rejected at lower levels, higher level
folks were robbed of the opportunity to experience such applications.
Apparently, higher level employees became more ‘rusty’ and gradually
lost their ability to evaluate a bad application when they very occasionally
were presented with one.

Our engagement with Bank2 indicates how our framework can be used
in real-world cases with potential benefits to practice. This example is only
indicative of possible applications. Organizations that frequently evaluate
a similar class of proposals, such as insurance companies, various financial
operations, intelligence operations, and procuring, are obvious examples
of knowledge organizations that would benefit from our framework. Our
framework not only applies to operations that aim to reduce error. As
illustrated above, it also provides guidance for knowledge organizations
that wish to ‘tune’ the level of exploration that its search processes
induces.

Even though our framework can be extended to real-world cases, it is
important to be clear about its limitations. A number of issues remain
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open. First, there are issues relating to heterogeneity in the workforce.
It is an open question, for example, in what position the organization
would benefit most from the least able employee. Should the genius be
placed at the top of the organization? Second, it is unclear how organi-
zational structures impact on experiential learning within the context of
other learners. Will very able employees at lower levels rob higher level
managers of learning opportunities? Will geniuses at the bottom of the
organization therefore create idiots at the top? Could job rotation alter
such perverse learning outcomes? Third, how do knowledge organizations
manage the trade-off between careful judgment and quick processing of
high volume? Finally, how do issues relating to motivation and incentives
interfere with beliefs and judgement?

In closing we would like to return to the challenge we identified at the
beginning of the chapter. Our claim was that understanding organiza-
tions within the knowledge economy requires a firmer grip on the way
knowledge held by individuals can be characterized and aggregated into
knowledge at the organizational level. As a first step, we have offered
an analytical platform, which accomplishes this for a broad class of
evaluation problems. Even though important issues remain open, it is
conceivable that our framework can be extended to address most of
them.
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4

Poliarchic governance and the
growth of knowledge

Anna Grandori

4.1. Introduction

Innovation is increasingly important in modern economies. This fact has
stimulated a flourishing of contributions analyzing knowledge related
processes in economic activities. As pointed out in recent reviews of the
field (Foss 2007), though, those advances have been mostly concerned
with the problem of what types of knowledge are more or less difficult
to transfer and share, and which organizational and governance mech-
anisms are more or less useful in facilitating knowledge exchange or
sharing. Important as it is, this is not the entire problem. Knowledge must
be produced, in addition to be transferred and shared. The production of
knowledge, and more precisely the production of new valid knowledge
(to which the term ‘growth of knowledge’ refers), has been a core concern
in modern philosophy of science (Lakatos and Musgrave 1970), including
various ideas on how to organize systems of collective action able to be
highly innovative (Popper 1945: 66).

Instead, albeit lying at the core of innovation, the growth of knowledge
in that sense has received limited attention in economic and administra-
tive sciences, and even less attention has been devoted to the comparative
assessment of governance structures for knowledge generation.

The work on innovation and governance in economics and manage-
ment has been treating the issue in a limited way, in at least four respects:

� As said, it focused mostly on knowledge transfers, rather than also on
knowledge production.
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� It mostly addressed the ex post processes: the commercialization of
innovation and the availability of complementary resources (Teece
1986); the competitive implications of the unequal development of
knowledge resources in different systems (Nelson 1993).

� It mostly addressed the incentive and motivational side of knowledge
production rather than the cognitive side: for example, issues of
appropriability of results and incentive to invest in ‘research’ (e.g.,
Hennart 1988; Ouchi and Bolton 1988) rather than the research
process itself.

� It rarely linked knowledge generation processes with governance
mechanisms in a fine-grained way, beyond the general understanding
that the ‘openness’ of firms to interfirm knowledge exchanges and
interfirm networks are conducive to innovation (Chesbrough 2004;
Powell 1996).

In organization and strategic management research, governance and
coordination mechanisms have been considered in a more detailed way
(e.g., Grant 1996; Kogut and Zander 1996; Nonaka and Takeuchi 1995).
The emphasis here has been not only on knowledge transferring but also
and especially on knowledge sharing; but still not much on knowledge
generation. When considered, knowledge production has been mostly
analyzed through the lenses of the sociology of knowledge and of
science—describing how scientific communities are structured in practice,
and how difficult it is to construct and communicate knowledge in a
rational, logically sound way; rather than of philosophy of science and the
logic of discovery—how to generate new reliable and valid knowledge, in
spite of the difficulties (Grandori and Kogut 2002). Arguably, however,
the latter type of approach would be all the more conducive to draw
implications for the effective governance of innovation. For example, if
from the ‘rational reconstruction’ of the history of science we derive the
idea that the competition between research programs is a regime particu-
larly conducive to the growth of knowledge (Lakatos 1970), then we can
derive the implication that systems organized so as to allow that kind of
process have better chances to produce innovation. If from epistemology
we derive the idea that ‘valid knowledge’ is not ‘objective knowledge’
but it is knowledge produced through sound hypotheses formulation
and testing procedures (Hanson 1958; Popper 1935; Simon 1977), then
we can try to devise organizational arrangements that are supportive to
experimentation and unbiased learning (Popper 1989; Weick 1979). If we
acknowledge that sources of uncertainty are not limited to ‘exogenous
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variance,’ ‘unspecifiable probabilities,’ and ‘unforeseeable contingencies,’
but can involve structural, ‘epistemic uncertainty’ about what the relevant
problems and cause–effect relations are (Grandori 1984; Langlois 1986;
Shackle 1972), then we can revisit the implications of uncertainty for
governance, for example we might appraise and design contracts in quite
a different way from trying to minimize their ‘incompleteness’ (Grandori
1999, 2005; Loasby 1976).

Hence, in this chapter, knowledge growth is intended as knowledge
production as contrasted with knowledge exchange; and as production of
valid, empirically corroborated, logically sound knowledge as contrasted
with biased, superstitious, or otherwise false beliefs. Second, the notion of
knowledge growth used here, as in the philosophy of knowledge, includes
both incremental and radical (‘normal’ or ‘revolutionary’) discovery, and
includes ‘rejections’ and ‘forgetting’ (getting rid of past falsified or obso-
lete beliefs) as part of the growth. The knowledge considered is economi-
cally applicable knowledge, and the level of analysis (the learning system)
is not that of societies or communities of knowledge, but that of organized
systems based on ‘continued association of dedicated assets’ (Demsetz
1991), such as firms and networks of firms.

The contribution of the chapter is a reassessment of governance mech-
anisms in their capacity of governing knowledge generation. Governance
issues arise when the relevant knowledge for economic action is dissem-
inated among different actors (Hayek 1945). This condition is arguably
more the rule than the exception, and even a condition for knowl-
edge growth, in modern economies. In fact, as products and production
processes have become more complex, technology intensive, based on sci-
entific and cultural advances in a variety of fields, the input components
can less and less be mastered by any single actor, even if collective, like
a group or a firm. Specialization becomes not only possible and efficient
but also cognitively unavoidable (Arora and Gambardella 1994; Pisano
1991). Hence, systems with high knowledge growth potential can be
characterized as being ‘distributed knowledge systems,’ in the sense of
differentiated and partitioned across different actors.

A comparative (re)assessment of the main governance mechanisms in
their capacity of sustaining knowledge growth is outlined in Section 4.1
of this chatper. In the second part, relevant available evidence on
the organization and governance of innovative firms and innovation-
oriented interfirm networks will be brought into the picture, to pro-
vide initial evidence of which new (and old) facts the framework can
predict.

83



Poliarchic governance and the growth of knowledge

4.2. An Organizational Failures Framework
for the Growth of Knowledge

4.2.1. Market Failures, Hierarchical Failures, and Innovation

In organizational economics, the ‘Organizational Failures Framework’
(Williamson 1975), started out by recognizing, with Hayek, the ‘marvel’
of market mechanisms in orienting the use of resources ‘in the right
direction,’ without anyone knowing the whole picture, only on the basis
of local knowledge of the condition of production and of the ‘sufficient
statistics of prices.’ Whereas exchanges are not instantaneous, uncer-
tainty, intended as lack of knowledge about possible future contingencies
and about the value of what is delivered, has been then indicated as a
source of market failure, as it impairs the writing and enforcement of
complete contracts. Hence, the argument goes, if objective alignment
cannot be assumed, and contracts provide incomplete protection, then
some alternative governance mechanism, allowing adaptive decision-
making as circumstances become observable should be devised to regu-
late exchanges of goods and services ‘ex post.’ Hierarchical governance,
intended as authority-based decision-making and control, coupled with
unilateral ownership of the mean of production (‘capitalistic’ governance)
has been indicated as the most effective among those devices under a
range of conditions.

The main line of this argument has generally become codified and
diffused as a general statement that uncertainty coupled with conflict of
interests among unreplaceable actors, conceived as mostly due to asset
specificity, favor hierarchical as opposed to market-like governance. This
summary view is however highly imprecise.

To start with, the comparative assessment of governance mechanisms
is always conducted under some conditions. In some writings, these con-
ditions are spelled out very clearly. For example, Williamson (1980)
highlighted that the superior efficiency and adaptiveness of a ‘capitalis-
tic’ property right assignment (unilateral ownership of technical assets
separated from ownership of human assets) combined with centralized
contract negotiation and coordination by authority in the organization
of work,1 is contingent to at least the following conditions:

1 To our purposes, it is worthwhile noticing that Williamson (1980) also admits and
actually stresses that different configurations of asset ownership (capitalistic, entrepreneurial,
and collective) can be coupled with more than one decision and coordination mechanisms
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� Stages of production are separable through inventories and can pro-
ceed independently of each other; in addition economies of special-
ization are realized within each stage.

� The type of uncertainty to which the system should ‘adapt’ is of the
‘exogenous variance’ type, and not of the ‘lack of knowledge’ type
(‘aleatory uncertainty’ rater than ‘epistemic uncertainty’ in modern
decision science parlance).

� Performance can be monitored.
� The preference of agents as to tasks to be performed and having the

right of selecting them are:

◦ randomly distributed; and

◦ investments for expansion and innovation are ignored, only ‘rou-
tine replacement’ is assumed.

In spite of the rhetorical (or perhaps initial) emphasis on the virtues
of authority, therefore, the technical details of Williamson’s compara-
tive assessment of governance modes as referred to human assets and
work services reveal that the conditions under which coordination by
authority may be deemed to be effective are not particularly wide, or are
becoming less and less common in the knowledge-intensive economy.
Actually, the conditions characterizing knowledge growth are almost the
opposite:

� The action system is not well represented by a set of separa-
ble stage of production, but by a set of interdependent knowl-
edge nodes. Provided that some connection gets established among
those differentiated knowledge nodes, distributed knowledge nur-
tures knowledge growth. A well-established result in organizational
research is in fact that ‘differentiated and integrated’ organiza-
tional forms have maximal innovation potential (Burns and Stalker
1961; Lawrence and Dyer 1983). Recent research focused on knowl-
edge growth at the industry level suggests that this principle is
valid across time and type of system of innovation considered.
For example, Carnabuci (2005) set out to answer the question of
why certain domains of technological knowledge advance faster
than others. Based on all knowledge patented between 1975 and
1999 in the United States, he showed that the higher the number

(e.g., authority, joint decision-making, individual incentives) and with more or less central-
ized contract negotiation; resulting in more or less hierarchical and tightly coupled gover-
nance combinations).
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of connections a technological domain has with other domains
at a given point in time positively affects its subsequent growth
prospects.

� The type of uncertainty characterizing research for new products,
services, processes is first and foremost ‘epistemic’ or ‘structural’
(Grandori 1984; Langlois 1986): it concerns how to define the prob-
lem, which the cause–effect relations between alternatives and conse-
quences might be, rather than just ‘aleatory’ or ‘parametric’ on what
conditions will occur.

� Performance is difficult to monitor by any central agent, as typically
behaviors are poorly observable and results are poorly measurable
(Williamson 1981).

� Preferences on tasks to be performed are systematic, rather than
random, as intrinsic motivation is a typical and precious trait of
knowledge-intensive work (Baron and Kreps 1999).

� Objectives cannot be supposed to be ‘aligned,’ but this condition
does not necessarily imply high conflict of interests and opportunism
potential, especially in innovation games. In fact, distributed and
differentiated knowledge is likely to be associated to different inter-
pretations of situations and different preferences, not only among
independent actors but even within the same organization (Lawrence
and Lorsch 1967). Hence, potential conflict of interests among the
players of innovation games should be assumed. However, the type of
conflict is unlikely to be of the constant sum variety that is sensible
to play with the minimax logic of the ‘opportunism assumption’—
that is, ‘not knowing how the others will behave, assume that all
will be uncooperative.’ Partners for innovation are selected on the
basis of partner-specific knowledge, performance records, third party
certifications, within reputation bound arenas. In addition, the union
of complementary competences generate surplus to be divided, con-
ditional to effective contributions of knowledge, whereby if parties
do not contribute, they do not learn and do not discover anything.
Finally, the differentiation and even the conflict among objectives
need not be a negative feature, a ‘misalignment,’ or ‘subgoal pur-
suit’ to be reduced as almost universally assumed in organizational
economics. Rather, as organizational and negotiation research has
repeatedly shown, conflict is a powerful stimulus to search for inge-
nious solutions, hence a source of innovation in itself (Bazerman and
Neale 1992).
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A similar contingency restatement of the virtues of hierarchy can be given
of other core contributions in organizational economics, such as property
rights theory.

In early seminal contributions (Alchian and Demsetz 1972; Holmstrom
1982), the emergence of hierarchy has been linked to conditions of
‘team-production,’ where knowledge cannot be acquired about which
the contributions of different agents in a collective output are. How-
ever, the goodness of a hierarchical solution (centralized residual control
and reward rights) was admittedly contingent upon the condition that
behaviors are knowable (observable). If that cannot be assumed, and as
uncertainty not only about agents’ output but also about agents’ input
behavior (difficult to observe or evaluate) increases, then not only market-
like exchange contracts become increasingly ineffective, but so do deci-
sion and control by authority. The reasons are traced especially in control
problems: if not only output is poorly observable and measurable but
also input behavior is largely so, as in many professional and knowledge-
intensive activities, ‘control’ by authority, aimed at establishing how
good the action was, would basically require the ‘boss’ to redo the work
(examples in the legal profession are given). In other terms, a centralized
monitor would not be able to develop better proxies of inputs than those
of which the team of coworkers is capable (Alchian and Demsetz 1972).

In more recent property right theory, the contingency argument is
applied to proprietary regimes, through the proposition that property
rights should be allocated according to the criticality of investments; the
consequence being that they may end up to be allocated to the providers
of technical assets, or of social and human capital, giving rise to different
governance arrangements (e.g., from the classical capitalistic firm, to the
modern public company, to work cooperatives) (Hansman 1996; Hart and
Moore 1990); even without considering knowledge effects, that is, the
possibility that an actor contributing critical resources may be better off if
other actors hold decision and control rights, if those other actors know
more and are more expert than he is.

The failures of hierarchy recognized, organizational economics has typi-
cally admitted a ‘third mode,’ alternative to both ‘hierarchy’ and ‘market’
coordination, supposedly more suitable for governing highly uncertain
knowledge and research intensive actions and transactions. The charac-
terization of that third mode has been, however, very composite, to say
the least: it has been conceived and named differently, as governance by
‘clans,’ ‘collectives,’ ‘relational team,’ ‘communities,’ ‘culture,’ relational
contracting, and ‘trust.’ Section 4.2.2 will be devoted to better clarify
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which fundamental types of governance mechanisms may lie behind all
these governance modes, so as to assess more precisely their distinctive
properties in the governance of innovation.

Before turning to that, another set of propositions about the role of
market-like and bureaucratic governance in knowledge-intensive, innov-
ative activities should be highlighted, developed in organization theory.

The proposition that bureaucracy, in both its main dimensions of
hierarchy/centralization and of planning and structuring of activities, is
rather ineffective in the governance of knowledge-intensive activities and
innovation is a classic in organization theory and research. The reasons
provided are complementary to those identified in organizational eco-
nomics. In fact, in the above-reviewed organizational economics studies,
the conditions under which hierarchical governance is expected to fail
have been linked to lack of knowledge especially along the dimension
of performance measurement and treated mostly on a motivational side.
Organization theory analyzed the cognitive side of hierarchical failure,
reinforcing and qualifying the notion of hierarchical failure under uncer-
tainty and distributed knowledge. Here, it has always been clear that
uncertainty has two main components, one linked to exogenous vari-
ability (often called ‘environmental uncertainty’), and a second compo-
nent linked to the lack of models of cause–effect relations, schemes, and
methods for solving problems, observation, and measurements difficulties
(often called ‘task complexity’) (Perrow 1967). Variability is considered
to be especially disturbing for planning and programming (as it impairs
forecasting), while task complexity is expected to be especially disturb-
ing for authority-based coordination (as it makes less likely that any
one actor can master sufficient information) (Galbraith 1974; Grandori
1999). Planning and authority-based coordination have been supposed
to leave the way to decentralized allocations of decision rights, colocated
with relevant knowledge, where coordination is achieved in a ‘team-like’
way (Burns and Stalker 1961; Hedlund 1986; Thompson 1967) and/or to
‘cultural’ alignment and sharing of objectives and of knowledge (Grant
1996; Kogut and Zander 1996; Ouchi 1979). However, again, the types
of governance mechanisms lying behind all these ‘communitarian’ and
‘decentralized’ governance forms, their commonalities and differences,
and their distinctive properties (including why precisely they are needed)
in the governance of innovation have not been clearly specified.

To complicate the picture, those classic organizational solutions have
been more recently further sided by, and/or mixed up with, organiza-
tional practices that are conceived as ‘market’ elements ‘infused’ into
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firms (Lindkvist 2004; Zenger and Hesterley 1997): pay for performance
in all its forms, entitlement of organizational units with property rights,
free internal labor markets, free recombination of resources into projects.
Hence a further question emerges on whether all these market-like and
communitarian governance mechanisms cluster into discrete, mutually
exclusive, structural alternatives, each made up of mechanisms that are
consistent in that they are inspired to the same logic, qualitatively similar,
that is, ‘similar in kind’ (Roberts 2004; Williamson 2004); or they provide
practices that are complementary and can be combined into superior
arrangements, precisely because they are ‘different in kind’ (Grandori
1997, Grandori and Furnari 2008).

4.2.2. Innovation Deficits of Relational and
Communitarian Governance2

Relational governance has been seen as an alternative to both markets
and hierarchies in the context of high uncertainty and distributed knowl-
edge, as it is supposed to provide ‘flexibility.’ However, it encompasses
a variegated range of tools with somehow different properties as to the
management of uncertainty and innovation. To the purpose of assess-
ing those properties more precisely, Grandori (2006) has distinguished
among different meanings of the term ‘relational governance.’ Two of
them are mostly used. In organizational economics, these contracts are
thought of as ‘self-enforceable’ agreements (Baker, Gibbons, and Murphy
2002), whereas trust in lack of externally enforceable contracts stems from
perception of positive payoffs from collaboration of any origin (from
complementarities to repeated games with reputation). The other notion,
mostly used in organization studies, can be called a view of relational
contracts as ‘socially enforceable’ agreements. In fact, the core mechanism
providing confidence in compliant behavior is social norms and social
control on their application (Ouchi 1980). I have earlier argued that
neither one is particularly well suited for governing highly innovative,
distributed knowledge activities:

In sum, relational contracting as informal socially enforceable or self-enforceable
contracting, is contrasted with formal governance. The predictions that can be
derived from both these views of relational contracting concern the circumstances
where we may expect exchange and cooperation not to be regulated by formal

2 This section is based on Grandori (2006).
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contracts because more efficient substitutes are available, either ready for use social
norms or built in incentives to cooperation. (Grandori 2006: 129)

Considering what these circumstances are though, we should note that
relational contracting of both the above types seems to be applicable only
in situations of limited uncertainty. In socially enforceable contracting, it
should be known what behaviors are appropriate to what tasks and rele-
vant contingencies and behaviors should be observable (at least once they
materialize). In self-enforceable contracts, the logic of incentives relieves
reliance on control and a somewhat greater uncertainty can be dealt
with (unobservability of behaviors). However, observability of results and
ex ante knowledge of payoffs is required. Then, both these types of RG
seem to be unable to provide powerful mechanisms for dealing with the
core type of uncertainty to be managed in innovation.

In a third meaning, governance is called relational because it regu-
lates the relation among partners rather than the content of transactions
(Goldberg 1976; Macauley 1963; Macneil 1978; Vanberg 1994). In this
sense, relational governance can be either formal or informal; the main
point is that the contract is procedural (how parties are going to interact)
rather than substantive (what they have to deliver). In that meaning,
we are going to argue, relational governance is an important governance
mechanism in innovative settings, provided that some further qualifica-
tions on the types of procedures employed are added.

In fact, the above-mentioned approaches tend to conceive ‘rules’ and
‘procedures’ as a unitary coordination mode. Indeed, rules as such do have
common properties if contrasted with ad hoc decision-making (Brennan
and Buchanan 1985; Vanberg 1994). However, precisely because rule
following involves the suspension of case-by-case decision-making and
the prescription of behaviors to be followed in all cases, rules are more
or less rigid and compatible with uncertainty depending on the level of
generality versus detail and action-specificity of their prescriptions. More
precisely, only high-level, procedural, constitutional rules, specifying how
to make decisions, are a flexible mechanism, capable of coordinating
action under uncertainty (Grandori 1999), as contrasted with applied,
substantive, detailed rules, such as ‘programs’ or ‘routines,’ specifying
which actions to perform under what circumstances (Cohen et al. 1996).

A neighboring set of governance mechanisms has been described under
the heading of ‘communitarian’ governance, and has also been high-
lighted as particularly well suited for knowledge governance almost
by definition, as based on common identity and common knowledge
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(Brown and Duguid 1991; Kogut and Zander 1996; Ouchi 1980). However,
it has also been argued that only some types of communities are actually
conducive to the growth of knowledge: open, epistemic communities
of knowledge, rather than close, routine-based communities of practices
(Cohendet et al. 2004; Grandori 2001; Lindkvist 2005); internally diver-
sified and mobile groups rather than homogeneous and stable teams
(Meyerson, Weick, and Kramer 1996); collectives informed by meta-norms
of originality and deviance with respect to any substantive behavioral
norm, rather than by any substantive objective alignment (Lampel 2004;
Wilkins and Ouchi 1983).

In sum, relational and communitarian governance encompasses at least
two classes of mechanisms that differ in kind and governance properties:
rule-like mechanisms and team-like mechanisms; and, within each of
these two classes, only some mechanisms are actually well suited to gov-
ernance for the growth of knowledge and innovation: high-level, general
rules and norms (rather than detailed); and diversified and epistemic com-
munities and groups (rather than clans and communities of practices).
Hence, we shall let the term ‘relational’ and ‘communitarian’ governance
identify the class of self-enforceable and socially enforceable informal
devices (including culture homogenizing devices); while we shall focus
and reexamine the mechanisms that might govern the cooperation of
actors with heterogeneous knowledge and preferences, in highly uncer-
tain and innovative tasks. The result will be the definition of a class
of governance mechanisms that can be claimed to be specifically well
tailored to the governance of knowledge-intensive, knowledge-generating
activities.

4.2.3. Associational Governance and Connected Poliarchy

A starting and founding insight can still be found in Hayek’s lesson:
under efficiency, no large system of action can be centrally governed, by
authority and planning; and this holds for cognitive reasons, no mat-
ter how large the bases of ‘power’ which the central actor may sit on.
Actually, the argument goes the other way around: a consequence of the
Hayekian law is that in large complex system of action, it is inefficient
to allocate property and decision rights so that a unilateral power is
constituted. A poliarchic rather than hierarchic order is required (Sah and
Stiglitz 1985). This principle on the ‘use of knowledge in society’ has been
widely winning as far as national economic systems and the inefficiency
of allocating property and decision rights to a central government are
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concerned; while, in spite of its generality, it is still limitedly applied and
limitedly accepted in the organization of other large economic systems,
such as large firms.

Other classic contributions in economics and organization science have
pointed in the same direction, though. Most prominently, in his seminal
contribution on ‘employment’ contracts rather than ‘labor-sale’ contracts,
Simon (1951) indicated in the shift from an agreement on tasks (as in sale
contracts) to an agreement on the procedures for selecting tasks, the essen-
tial difference. Simon also indicated that authority is one of these pos-
sible procedural agreements, Pareto-efficient under particular conditions
of agents’ indifference over task. What is often forgotten is that Simon
also extended the model to the more general case in which agents’ pref-
erences are systematic and defined (rather than undefined or randomly
distributed) and they are different from those of the ‘employing’ party.
Simon concludes that if both uncertainty and diversity of preferences are
high, a distributed allocation of residual decision rights to the different
parties involved is superior to their allocation to one party only. In other
words, the procedure of letting some tasks be chosen by a ‘boss’ and
some by ‘the workers,’ or even empowering the workers as to the choice
of tasks, is superior to the procedure of letting a central agent selecting
tasks. Simon linked the distribution of rights and the departure from an
authority relation to the intensity of preferences of the different parties,
but the location of the relevant competencies provides a less subjective
and more cogent condition. In fact, in that case, it is in the interest of
everybody that tasks are selected by the most competent party, and parties
who provide other resources than competence—that is, typically financial
and technical resources—are those in the position of being indifferent
over task selection, provided that the results are good. Hence, in such
conditions, there should be no ‘boss’: just multiple resource providers,
each entitled to a share of residual decision rights. Empirically, in fact, in
knowledge-intensive and professional activities, where not only task and
contingencies are not foreseeable, and agents derive important benefits
from performing one task rather than another (something common to
other settings, where nevertheless authority prevails), but they have most
of the relevant knowledge about proper task selection, decision rights over
task selection are entirely attributed to agents or ‘workers’ who are linked
into a firm through partnership-like contracts.

Given diffused discretion, a diffused allocation of residual reward rights
is also to be expected, although tempered by the different attitudes toward
risks, and by the amount and substitutability of the invested resources
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(Hart and Moore 1990; Jensen and Meckling 1976). Hence, as a general
pattern, one would expect that more residual reward rights are allo-
cated to the more diversified risk-neutral investors (e.g., financial capital
providers); and more decision and control rights to the less diversified and
more competent knowledge providers.

In sum, in addition to reinforcing Hayek’s argument in favor of decen-
tralization under uncertainty, Simon’s model also helps in qualifying a
type of ‘connected poliarchy,’ different from the ‘unconnected poliarchy’
of market. In the latter, decisions are taken separately on the basis of
local knowledge and price-like signals, so that the system moves in the
‘right direction’ without anyone exchanging knowledge and knowing the
whole picture. In the former, decision rights are shared and allocated
according to actors’ preferences and knowledge, and decisions are taken
jointly or according to a deliberate division of labor, so that local knowl-
edge is ‘connected’ in deliberately directed new directions that have better
chances of being ‘right’ than separate trial and error.

The relevance of procedural contracting in uncertain activities has also
been highlighted in constitutional political economics. Contracts, under
uncertainty on the terms of exchange, incorporate a ‘shift of attention
from the specification of the terms of agreement to a more general
statement of the process of adjusting the terms over time—the establish-
ment, in effect, of a “constitution” governing the on-going relationship’
(Goldberg 1976: 428). Three types of ‘rules’ have been singled out as
fundamental component of the contract (Vanberg 1994: 220):

As a member of an organization, an individual submits certain of his resources—
simultaneously with contributions made by other participants—to some kind
of joint control or authority. The inclusive social contract among the members
defines the terms of their participation in the arrangement, in particular in three
regards. It specifies the resources that participants are to contribute to the common
pool; it specifies the way decisions are to be made on the use of the combined
resources; and it specifies how the participants share in the benefits produced by
the joint endeavour.

The procedural, rule-like, constitutional ‘contract’ is however only a com-
ponent of a governance regime conducive to knowledge growth through
the discovery of projects and activities. In fact, the identity of partners
matters and is actually crucial in the ‘bet’ that their combined resources
will generate something good and novel. Hence, the procedural agree-
ment needs to be complemented by a substantive agreement (which
arguably is not a rule itself) about who the associating parties are, who will
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own the invested resources, and at what conditions they can enter and
might exit from the ‘ongoing relationship’ (Grandori and Furlotti 2006a).
To our purposes, then, is important to keep the substantive associational
contract distinct from the procedural constitutional contract, as only
the coupling between associational and constitutional contracting, and
multiparty joint decision-making governance, can be expected to have
the proper features, on the basis of the argument developed thus far.
In fact, in less knowledge-intensive conditions, where the discovery of
new action is not so central, we can also envisage combinations of asso-
ciational contracting with price-like governance (e.g., resource-pooling
associations providing common services to the associates); or combina-
tions of exchange contracts coupled with constitutional ordering and
joint decision-making coordination (as found, for example, in industrial
districts or in long-term repeated buyer–seller exchanges).

In sum, an array of governance mechanisms (or ‘syndrome of
attributes’) that seems to be particularly well suited to sustain and regulate
the growth of knowledge in economic activities can be expected to be
an ‘associational,’ ‘constitutional,’ and ‘democratic’ governance regime,
whereas:

� Associational governance specifies who the associating parties are,
which resources they are going to commit, who holds which rights
over the invested resources, at what conditions parties can exit and
withdraw resources, and how the surplus generated by the coopera-
tion is going to be divided (rather than the tasks to be performed);
and can be contrasted with transactional governance.

� Constitutional governance specifies which party holds what decision
and control rights, and which procedures should be used on what
matters, how voice and information is guaranteed (rather than the
terms of exchange or cooperation); that is, procedural and framing
governance that can be contrasted with substantive and task-specific
governance.

� Democratic governance indicates that the regime is democratic rather
than authoritarian, that is, decision procedures and residual deci-
sion and reward right allocations prefigure joint direct or representa-
tive decision-making and negotiation, majority or unanimity voting
schemes, only residual use of ‘third party’ neutral arbitration author-
ity; and distributed ownership of assets and residual reward, rather
than residual decision and reward rights assigned to one party.
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4.3. Empirical Evidence

The growth of knowledge in the economy, in its implications for gov-
ernance, can be observed in settings such as new firms in emerging
sectors or based on product and process innovations, firms that are not
new themselves but show high innovation performances, and interfirm
alliances for innovation.

The empirical evidence summarized in this section consistently indi-
cates that the prevailing governance profiles in those setting indeed
intensively employ associational contracting and democratic governance.
However, it also indicates that these components of governance are
typically further complemented by selected mechanisms of other type,
especially for guaranteeing the conditions for democratic governance to
operate effectively and efficiently.

4.3.1. Knowledge Governance in Innovative Firms

Empirical evidence on the internal organization of highly innovative,
knowledge-intensive firm abounds.

The most obvious case in which the growth of knowledge is produced
and governed by means of firm organization is the founding of new firms
based on innovation. Theory and research on the effective organization
of knowledge-intensive start-ups has typically reconstructed a governance
profile featuring the following key aspects:

� Diverse resources are provided by a plurality of investors, in particular
the providers of human and financial capital are rather differen-
tiated subjects (Castilla 2003); property rights shares are carefully
divided among all of them, in particular human capital providers are
intensively involved in ownership through shareholding and stock
options, and through positions in boards (Kaplan and Stromberg
2003).

� The internal organization is highly horizontal and team-like (Aoki
2004; Baker 2000; Baron and Kreps 1999).

� The providers of knowledge assets are highly mobile through series
of projects (Meyerson, Weick, and Kramer 1996); at the same time,
human capital investments do not get withdrawn but remain as
ownership of the firm, while human capital investors appropriate
monetary returns on those investments (Blair 1996).
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The occurrence of sustained innovation performances in established firms
can also be considered as a case in the successful growth of economic
knowledge. Research on innovative corporations have consistently high-
lighted the importance of deregulation, deburocratization, decentraliza-
tion, and ‘disaggregation’ of the enterprise (Burns and Stalker 1961; Miles
et al. 1997; Volberda 1998; Zenger and Hesterley 1997). In particular, the
recent ‘corporate disaggregation movement’ bears some parallel with that
of ‘deregulation’ and reduced state intervention in national economies.
In fact, the aim is similar, being the former intended to promote entre-
preneurship and innovation in the excessively planned and bureaucratic,
and not so ‘mini,’ ‘miniature economies’ of large firms (Cowen and Parker
1997; Jensen and Meckling 1992). The set of governance and organiza-
tional practices used in firms championing in performance is pretty large.
Evidence from both in-depth case studies and wide surveys indicates that
at least the following mechanisms are important in the achievement of
high performance in innovation respects.

Roberts (2004) examines in considerable detail the organizational prac-
tices sustaining innovation in large established firms such as Nokia, 3M,
Lincoln Electric, BP. Building on those, as well as on practices described
in other case-based studies (e.g., Zenger and Hesterley 1997) he lists the
profile of the ‘disaggregated corporation’ as follows (p. 232):

� discrete, self-contained, small units operating autonomously and
accountable for results;

� incentives for performance at individual and unit level;
� reduction of hierarchy through delayering and open horizontal com-

munication and linkages; and
� high investments in the development of human capital through

training.

Analogous features are detected by other authors. For example, draw-
ing on exemplary cases in highly professionalized, knowledge-intensive,
innovative companies such as Acer, Apple, Oticon, and Semco, Miles
et al. (1997) identify the key features of the observed, emerging net-
worked form of organizing in ‘entrepreneurial responsibility’ (entitlement
to residual rewards and decision rights), ‘self-organization’ (freedom of
resource recombination), and ‘member ownership’ (asset ownership).

In the light of the argument advanced in this chapter, these data can be
reanalyzed in the following way.
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All cases describe systems that are focused on a twofold prob-
lem: devising organizational architectures that allow free recombina-
tions among differentiated knowledge ‘nodes,’ and the discovery of
new projects and activities; and that provide the proper incentives for
actors to behave entrepreneurially in that game. The stylized nature
of those systems, therefore, seems to conform to a game played with
distributed knowledge assets; with the aim of finding combinations
among them with high potential for the discovery of new successful
activities.

The problems caused by the ‘partial use’ of the formula, as in the much
debated Oticon case (Foss 2003), can be read as cases having mastered
the cognitive side of knowledge management (opening channels of com-
munication, free association and self-organization, deregulation, erase of
hierarchy) but not the incentive side (residual rewards and property rights
over innovations).

Some lessons on the issue of complementarities among governance
mechanisms in the generation of innovation can also be learned.

First, in contrast with a dominant view in organizational economics
(Roberts 2004; Williamson 2004), the ‘list’ of good governance practices
for innovation clearly includes governance mechanisms that are ‘differ-
ent’ rather than ‘similar’ in kind, and their very joint application in the
same firm seems to be crucial for success. Evidence, thus interpreted,
suggests that the menu of ‘structural alternatives’ is not isomorphic with
the classes of governance mechanisms that may be considered ‘of the
same kind’ (Grandori 1997; Grandori and Furnari 2008). In practice, and
in the particular case of organizing for innovation, the problem need not
and should not be framed as a choice between an ‘incentive-driven’ or
a ‘communitarian’ model, but as a problem of detecting and combining
complementary practices that often belong to those two different classes.

Second, with the aim of contributing in identifying those complemen-
tary practices in the case of innovation, we should notice that the differ-
ences among the mechanisms that are typically combined in innovative
firms do not seem to reduce to the twofold conceptualization of mix-
ing market and hierarchy elements, as transaction cost inspired leading
contributions in this field have prospected (Zenger and Hesterley 1997).
Practices like the intensive use of teamwork and horizontal communi-
cation arguably bring about ‘infusion of community’; and practices like
empowerment, and employee ownership arguably bring about ‘infusions
of democracy’ more than bringing about ‘infusions of market’ (Grandori
and Furnari 2008).
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Third, the practices usually gathered under the heading of ‘highly pow-
ered incentives’ are usually considered ‘market-like,’ but this categoriza-
tion seems questionable and even paradoxical: the core mechanisms of
entitling internal ‘molecular units’ to the residual rewards produced by
internal entrepreneurial venturing do institute strong monetary incen-
tives; but they do so by means of reallocating property rights inside a firm
(creating islands of shared property rights within island of shared property
rights). Whether these internal ‘island’ are immersed in a sea of market-
like relations—to quote Richardson (1972)—is a different question. In
fact, those islands can be and often are connected by relations of other
type (joint decision-making and problem solving, constitutions, plans,
voting, hostages, negotiations, and coalitions; and inside contracting of
various sort). Hence, the creation of molecular units is more a matter of
the locus of ownership within the firm, of an ‘infusion of democracy,’
rather than an ‘infusion of market.’

However, other mechanisms and practices characterized as ‘highly
powered incentives’ do infuse market-like dynamics in the analyzed
firms.

To the extent that internal entrepreneurs compete for attracting invest-
ments of human and financial capital, internal capital and labor markets
are indeed instituted; to the extent that the new knowledge produced
is patented for circulation within the firm internal knowledge markets
are established; to the extent that inter-unit transfers are regulated by
transfer prices and cost imputations, and ‘pay for performance’ is shaped
according to a contingent contracting model internal miniature markets
for good and services are set up.

If the observed governance practices are thus reclassified, we can draw
the preliminary conclusion that the democratic governance of the firm
has an important role in innovation; that some democratic practices such
as diffused residual rewards holding have benefits both in terms of knowl-
edge exchange and growth and in terms of motivation and incentives to
engage in it; and that those practices seem to be complementary with
some market-like mechanisms.

Evidence from large databases on organizational and HRM practices
connected to innovation square well with that conjecture. For example, in
the HRM area, it has repeatedly been found that the joint use of teamwork
and knowledge management together with incentive pay is positively
related to the performance of firms in highly innovative sectors (Laursen
and Manke 2001) and to productivity and quality of output at the work
group level (Ichniowski and Shaw 1997).
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Research conducted on the organizational practices employed at the
macro-organizational level has also found that the joint use of practices
infusing market (e.g., contingent pay, highly mobile internal labor mar-
kets), community (e.g., culture and knowledge management in the usual
practical definition of these practices), and democracy (flat allocations of
residual reward and decision rights) are necessary (albeit not sufficient)
conditions for achieving high performance on innovation parameters
(Grandori and Furnari 2008).

4.3.2. Knowledge Governance in Innovative Alliances

Empirical studies on interfirm networks have generally indicated that
when different partners engage in collaboration geared to innovation, and
tasks are relatively complex, both informal agreements (social networks)
and obligational contracting including a lot of job descriptions, contin-
gent claim clauses and hierarchical provisions (bureaucratic networks)
tend to fail, and proprietary networks prevail; and, among those, ‘team-
like,’ parity-based arrangements, if interdependence is particularly intense
(Grandori 1997).

Building on that general indication provided by network research, more
recent studies have provided preliminary but directly relevant results
on the role of associational contracting and democratic governance in
knowledge-intensive collaborations, through both case studies and large
data set analyses of interfirm alliance agreements.

Grandori and Furlotti (2006a, 2006b) content analyze the text of R&D
alliance contracts and use complementary information on the collabo-
rating firms to detect what type of agreements regulate these knowledge-
intensive, knowledge-pooling activities. It turns out that:

� the specification of the output to be reached and the activities to be
performed is low, but property rights over any output may be reached
are highly specified into enforceable contracts;

� formal contracts extensively specify the resources to be provided, and
the property rights over those inputs;

� formal contracts typically mention general principles and codes of
conduct that should inspire behaviors (good faith, due diligence,
noncompetition); procedures for conflict resolution (negotiation pro-
cedures, type of mediation, and arbitration admitted); and procedures
for decision-making (joint steering committees, specialized areas in
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which different partners may decide autonomously, information
rights, and obligations); and

� property rights over assets and outputs, residual rewards and decision,
and control rights are typically shared among alliance partners.

Similar results are obtained by analyzing large databases. Thus, in a sys-
tematic documental analysis of about a hundred R&D biotech alliance,
Furlotti (2007) found that:

� In over 80 percent of cases, a permanent structure or a permanent role
(distinct from the contractual parties) is assigned decision-making
rights over important activities of the alliance.

� Such structure is always (98.5%) a joint-steering committee; the rep-
resentation in such committee is always egalitarian; there is moderate
use of even arbitration authority to solve matters where the Commit-
tee cannot reach a majority decision (in 32% of cases).

� Residual reward rights allocations are more proportional to the rela-
tive value of parties’ contributions.

� The identity of the parties matters. The agreements often contain
restrictions to transfer rights to third parties (also in case of takeovers
of one of the parties). The restrictions to the transfer of rights are usu-
ally more severe for the party that contributes the core technological
expertise.

� In over 70 percent of cases alliance agreement explicitly grants the
right to terminate without cause, but also put heavy taxes on that.
In most cases the terminating party loses rights over the intellectual
property developed by the alliance.

� Non-negligible contingent task specifications are included in less
than 50 percent of the cases.

This evidence is consistent with what the few other detailed empirical
studies available on the content of contract clauses in interfirm alliances.
For example, Lerner and Merges (1998) conducted a detailed content-
analysis of a sample of joint venture contracts in the US biotechnology
industry. In a footnote, the authors make an observation on their finding
that is peripheral to their argument but is central to our own:

The detailed control rights assigned in alliance contracts are aspects of ownership
that must be distinguished from mere contractual contingencies. They do not spell
out a myriad of possible world-states, dictating outcomes under each of many
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scenarios. Instead, they are discrete aspects of the fundamental ownership right
over the research results (p. 134).

Other surveys on interfirm knowledge-intensive collaborations further
qualify the mix of governance mechanisms that are used and the extent
to which they are formalized into contracts or kept extra-contractual. An
interesting regularity is that two classes of governance mechanisms seem
to be most intensively formalized in interfirm contracts for innovation:
shared property right allocations among partners; and prices, fees, mile-
stone payments, warranties, and indemnities (Grandori and Furlotti 2007,
Hagedoorn and Hesen 2007). In other terms, those contracts include and
formalize both the core ‘firm-like’ attribute of unified property rights (in
a shared rather than unilateral form) and the core ‘market-like’ attribute
of prices.

In sum, the governance arrangements of interfirm alliances oriented
to knowledge generation is predominantly poliarchic, and combine ele-
ments of connected poliarchy with elements of disconnected poliarchy.
We could say that, if those governance solutions qualify as ‘hybrid,’ they
are hybrids between market and democracy, more than hybrids between
market and hierarchy.3

4.4. Conclusions

In conclusion, governance for the growth of knowledge is a combination
of mechanisms in which selected mechanisms of different kind play a
central role, in particular high and free mobility of resources (arguably
a ‘market-like’ attribute); diffused and shared property rights (arguably a
‘firm-like’ attribute, but of a democratic and entrepreneurial sort); and
team knowledge production (arguably a ‘communitarian’ attribute). This
seems to hold for both intra-firm and interfirm innovative organization,
confirming the conjecture that what matters most for innovation is a
poliarchic and networked governance architecture rather than the inter-
nal/external divide (Grandori 1999).

This way of reading governance models for innovation has a bearing
for some contemporary debates on knowledge governance. Puzzles like
‘is an incentive-driven or a communitarian solution’ better for innova-
tion; or ‘is selective intervention possible,’ derive from anchoring the

3 The underlying problem is the popular but incorrect identification between the institu-
tion of the firm and the coordination mechanism of hierarchy.

101



Poliarchic governance and the growth of knowledge

analysis to ‘discrete structural alternatives’ as packages of attributes that
are thought to be consistent either because they are ‘similar in kind,’ or
just because they have been frequently occurring together in practice in
the past. Neither of these assumptions, however, is a particularly strong
basis for a ‘theory of complementarity’ among governance mechanisms
(Grandori and Furnari 2008). If the crafting of governance and organi-
zational solutions is framed in a ‘zero-based design’ approach (Grandori
1999), whereby single mechanisms are evaluated both in a stand-alone
mode and in combination with others in relation to the production of
specified outcomes, then a wider variety of effective combinations might
be predicted; and mechanisms that are ‘underused’ but possibly very
effective may be detected. In the specific case of innovation outcomes,
the ‘discrete,’ if not ‘adversarial’ view of governance and organizational
arrangements, as well as the attraction toward solutions that are just
frequently applied in practice (a case of the naturalistic fallacy?), have
apparently produced an overstatement of the virtues of hierarchy in the
governance of uncertainty, an overstatement of the role of communi-
tarian and market-like governance in the promotion of innovation, and
an understatement of the role of democratic governance for knowledge
growth.
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5

Managerial authority when knowledge
is distributed: a knowledge governance
perspective

Kirsten Foss and Nicolai J. Foss

5.1. Introduction

Much existing thinking on management and authority in organizations
implicitly or explicitly makes strong assumptions about the knowledge
held by managers. Thus, it is often assumed that managers are at least as
knowledgeable about relevant tasks as employees; that they can instruct
the latter to carry out the tasks, and that they can somehow ascertain
whether employees are sufficiently skilled to adequately carry out specific
tasks (Grandori 1997; Sharma 1997). It is, however, not clear what are
the consequences for our understanding of management and authority
if the knowledge that is essential in a work setting is partially unknown
to the manager, distributed across several employees, and perhaps even—
because of its tacit nature—must remain unknown? In particular, how can
the manager rationally direct work under such conditions, that is, when
he would seem to lack the knowledge required to instruct and monitor
employees? Can the use of managerial authority give rise to an effective
utilization of the knowledge held individually by employees?

These issues may have become increasingly important because of the
knowledge conditions that accompany the emergence of the knowledge
economy, specifically an increased need to source outside knowledge, rely
on knowledge workers, and engage in distributed innovation processes.
However, the issue of whether or to what extent authority can be
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deployed to efficiently govern activities in systems with distributed
knowledge is a very general knowledge governance problem. It is hinted
at, but not analyzed, by writers such as Cyert and March (1963) and
Lawrence and Lorsch (1967) in the organization field, and Hayek (1973)
in political economy. In spite of its apparent relevance (cf. Lessard and
Zaheer 1996), the issue of the knowledge-based limits to management has
attracted rather little interest from management theorists (for exceptions,
see Mintzberg 1990; Sharma 1997; Brusoni 2005; Grandori 1997), emerg-
ing more indirectly under the guise of the knowledge-based boundaries
to the firm (e.g., Kogut and Zander 1992). Indeed, as Lessard and Zaheer
(1996: 513) indicate, the issue is usually sidetracked or at least black-
boxed.1

The purpose of this chapter is to address a subset of the overall issue,
namely, the implications of ‘distributed knowledge’ for the use in firms
of the authority relation. The notion of distributed knowledge, coined
in computer science about two decades ago (Halpern and Moses 1990),
has fast become a household concept in various branches of management
and organization studies (e.g., Cohen and Robert 1996; Coombs and
Metcalfe 2000; Gherardi 1999; Larsen 2001; Lessard and Zaheer 1996;
Marengo 1995; Potts 2001; Spangler and Peters 2001; Tsoukas 1996). For
the moment, think of ‘distributed knowledge’ as knowledge that is not
possessed by any single mind, but ‘belongs to’ a group of interacting
agents, somehow emerges from the aggregation of the (possibly tacit)
knowledge elements of the individual agents, and can be mobilized for
productive purposes.

Many writers have argued that such distributed knowledge is becoming
increasingly important in an innovation-rich, knowledge-based economy.
This is because firms increasingly need to rely on a growing number of
knowledge specialists, be they employees or outside knowledge agents,
such as supplier firms or universities (e.g., Brusoni, Prencipe, and Pavitt
2001; Coombs and Metcalfe 2000; Granstrand, Patel, and Pavitt 1997;
Hodgson 1998; Husted and Michailova this volume; Orlikowski 2002;
Smith 2000; Wang and von Tunzelman 2000). This tendency is seen
as having strong transformative implications for the boundaries of the
firm (Coombs and Metcalfe 2000), as well as for internal organization

1 They provide strategic management as an example: ‘In strategy research, the issue of the
expertise for strategic decision-making being spread across the firm is often assumed away by
focusing exclusively on decision-making by the CEO or the top management team’ (Lessard
and Zaheer 1996: 513).
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(Cowen and Parker 1997; Foss 1999)—including the use of authority as
a mechanism of coordination (Grandori 1997, 2002).2

However, although the concept of distributed knowledge is often
invoked, and rather far-reaching claims are made on its behalf, there is
little systematic analysis of how distributed knowledge and economic
organization relate. Thus, the concept is not clearly defined in the man-
agement literature, the causal links from distributed knowledge to eco-
nomic organization are unclear, and an overall perspective that can frame
the discussion is missing. In contrast, we proffer a definition and exam-
ine links, focusing on the relation between distributed knowledge and
the use of authority in firms. We embed our arguments in the knowledge
governance approach (Foss 2007; Foss, Husted, and Michailova 2008, see
also the Introduction to this volume), that is, we examine the alignment
between (the characteristics of) knowledge (i.e., distributed knowledge)
and governance mechanisms (i.e., authority) in the context of an overall
efficiency perspective.

Here is how we proceed: We begin by taking a closer look at the key
constructs of ‘authority’ and ‘distributed knowledge.’ We then examine
their interplay, focusing particularly on the role of authority as a mecha-
nism of coordination when knowledge is distributed (see also Chapter 4
by Anna Grandori in this volume). An outcome of this discussion is that
how well authority performs under these conditions depends on what we
mean by authority. Thus, while the narrow notions of authority associ-
ated with Coase (1937) and Simon (1951) may indeed in certain cases
(i.e., for certain specifications of distributed knowledge) be compromised
by distributed knowledge, this does not imply that all manifestations
of authority break down as mechanisms of coordination when knowl-
edge is distributed. There is accordingly a need for a more fine-grained
understanding of types of managerial authority, and we take steps in this
direction. We end by exploring the conditions under which authority may
be an efficient mechanism of coordination under distributed knowledge,
relying on ideas on problem solving (Nickerson and Zenger 2004; Simon
1962, 1973 and their chapter in this volume) and on organizational eco-
nomics. Thus, in addition to conceptual analysis, this chapter contributes

2 By ‘coordination,’ we mean consistency of plans. By ‘coordination mechanisms,’ we
refer to those mechanisms that may assure such plan-consistency, such as prices, authority,
norms/rules/routines/standards/focal points (i.e., mechanisms that are based on behavioral
regularities), consultation, and ratiocination (e.g., in games). For an excellent discussion
of coordination mechanisms and their implications for organizational theory, see Grandori
(2001).

110



Managerial authority when knowledge is distributed

the kind of ‘feasibility’ study recommended by Grandori (2002), that
is, a relatively detailed, mainly theoretical, exploration of the working
of a specific governance mechanism in the context of those knowledge
conditions that are often taken to characterize our emerging knowledge
economy.

5.2. Authority and Distribution Knowledge:
Debate and Definitions

5.2.1. Setting the Stage: Distributed Knowledge
and Economic Organization

Return to the question with which we began this chapter: how is it
possible rationally to govern activities, such as work activities carried out
by employees, by means of the authority mechanism when the holder of
authority is partially ignorant about some, and potentially much, of the
knowledge possessed by the employees, knowledge that may be vital for
carrying out the relevant activities?

This question is a subset of a broader question on the role of cen-
tralized resource allocation in social systems where the central author-
ity is, to a certain extent, ignorant of knowledge held by individual
agents. In this broader formulation, the question harks back to debate
on the viability and efficiency of planned resource allocation on the
societal level (i.e., socialism) that raged among academic economists in
(particularly) the interwar period (Lavoie 1985). Hayek (1945) famously
argued that any economy-wide manager—a central planner—would be
inherently constrained by the distributed (or ‘dispersed’) and tacit nature
of knowledge in the economy. Planning confronted inherent knowledge-
based constraints. In fact, Hayek argued, these constraints were binding
at such a small scale of economic activity that comprehensive overall
management/planning of economy-wide resource allocation would be
deeply inefficient. However, he did not provide serious micro-foundations
for this argument.

Though little systematic thinking exists on the issue in management,
we can see the Hayekian idea popping up in many different contexts. For
example, many of Mintzberg’s (e.g., 1990) critiques of ‘design’ and ‘plan-
ning’ in the strategic management process invoked Hayek-like arguments,
such as the notion that emergent strategies would be able to mobilize
much more locally held knowledge than a centralized strategy process.
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In a different context, Langlois (1995) explicitly links thinking on firm
capabilities to Hayekian arguments: Since firms as planned entities are
inherently limited in the extent to which they can absorb, process, and
utilize knowledge—an idea that is reflected in the notion of ‘capability’—
there are knowledge-based limits to the size and scope of firms. Related
reasoning can be found in Kogut and Zander (1992), Grant (1996), and
other knowledge-based papers that link firm-level knowledge and eco-
nomic organization. Again, this literature may be criticized for lacking
micro-foundations: Because the argument is not systematically rooted in
a theory of (individual-level) cognition, it remains unclear why exactly
the size and scope of firms are constrained by capabilities.

As a final example consider the increasingly prevalent argument, force-
fully put forward by Grandori (2002: 257), that ‘[d]istributed knowledge
causes authority (as a centralized decision-making system) to fail in all its
forms.’ Similar statements can be found in, for example, Minkler (1993),
Cowen and Parker (1997), Hodgson (1998), and Radner (2000). The rea-
soning behind the arguments seems to be as follows. First, it is argued that
authority—that is, the right to make decisions which guide the decisions
of another person (Coase 1937; Simon 1951, 1991)—presupposes con-
siderable knowledge about the knowledge (and perhaps also the action
set) that is available to those that are being directed. Second, the pres-
ence of distributed knowledge means that this condition cannot be ful-
filled. Therefore, authority is an inefficient coordination mechanism, and
alternative coordination mechanisms (Grandori 2001) emerge to handle
the coordination task implied by distributed knowledge, such as prices
(Cowen and Parker 1997; Hayek 1945), communication (Garicano 2000),
and norms (Grandori 1997, 2002). These examples hopefully suffice
to indicate what follows. First, scholars from different disciplines and
fields put forward arguments that the distributed nature of knowledge
in social systems is an independent constraint on the efficiency of plan-
ning/central management/authority. In particular, authority is argued to
be an inefficient means of coordination under conditions of distributed
knowledge. Second, the specific mechanisms through which the distribut-
edness of knowledge constrains planning/central management/authority
are not identified (the exception is Grandori, see Grandori 1997). Third,
the arguments are implicitly critiques of those organizational theories that
place emphasis on the authority relation as the mechanism of coordina-
tion that primarily characterizes firms, notably transaction cost theories
(Coase 1937; Williamson 1985) and property rights theory (Hart 1995,
1996). Finally, it is fair to say that most of those writers who have argued
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that distributed knowledge is a force that impacts economic organiza-
tion have generally failed to precisely define what is meant by knowl-
edge being ‘distributed.’ Similarly, other key constructs, notably that of
‘authority,’ are seldom defined and implicitly taken to be unproblematic.
They are not, as we shall see. Thus, in order to assess arguments relating
distributed knowledge to authority, we therefore need to look at these two
key constructs in some detail.

5.2.2. Authority

Organizational theories, drawing on sociology, economics, and psychol-
ogy, present a huge number of interpretations of authority (e.g., Grandori
2001; Thompson 1956; Weber 1947). This is not the place to present a full
review and critical evaluation of the multitude of definitions and ideas
regarding the notion of authority. Rather, for the purpose of this chapter,
the concepts of authority offered by Herbert Simon (1951, 1991) in two
papers, separated by four decades, serve as useful starting points, because
they are well known, precise, do not invite confusions with neighbor
concepts (e.g., leadership), and are different. In fact, we shall them as
springboards for developing notions of ‘Type I’ and ‘Type II Authority.’

5.2.2.1. TYPE I AUTHORITY

Simon (1951) defines authority as obtaining when a ‘boss’ is permitted
by a ‘worker’ to select actions, A0 ⊂ A, where A is the set of the worker’s
possible behaviors. More or less authority is then defined as making the
set A0 larger or smaller. Simon develops a multi-period, incomplete con-
tracts model with ex post governance. In the first period, the prospective
worker decides whether to accept employment or not. Both parties know
the possible set of actions and their associated expected and real costs
and benefits, but none of the parties know which actions will be optimal,
given circumstances. In the next period, the relevant circumstances are
revealed to the boss. The boss then picks the action that he prefers and
directs the worker to that action which—for the latter to accept the
assignment—must lie within his or her ‘zone of acceptance.’

A worker’s zone of acceptance is defined in Simon as that set of actions
where the worker’s expected costs of carrying out these actions do not
exceed the agreed upon on wage. An important feature of authority is that
the authority of a superior is constrained by the acceptance of the subor-
dinate of the authority. ‘A subordinate may be said to accept authority,’
Simon (1951: 22) explains, ‘. . . whenever he permits his behavior to be
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guided by a decision reached by another, irrespective of his own judgment
as to the merits of that decision.’3 That is, for some of the actions the
costs to the worker may exceed the agreed on wage, but acceptance of
authority implies that the worker carries out those actions irrespectively
of his own cost of doing so.4 The boss cannot commit to choose actions
that maximize total surplus, and even if the worker is able to identify
actions that yield a higher total surplus, he must carry out the action that
is preferred by the boss. However, the boss never includes in the zone
of acceptance those actions where the expected increase in wage to the
worker exceeds his expected increase in benefits.

Simon’s explanation of authority and the employment relation is quite
akin to Coase’s (1937). In the presence of uncertainty, Coase argues,
contingencies are costly to anticipate and describe in advance, and rather
than negotiating on a spot market basis over each contingency as they
arise, an employment contract is concluded. The latter is defined as
‘. . . one whereby the factor, for a certain remuneration (which may be
fixed or fluctuating) agrees to obey the directions of an entrepreneur
within certain limits. The essence of the contract is that it should only
state the limits to the powers of the entrepreneur. Within these limits, he
can therefore direct the other factors of production’ (idem. 242). Simon
and Coase’s understanding of authority is summarized in the following
definition:

Definition (Type I Authority): Authority is a decision right that an employer
acquires, because he expects to obtain only ex post contracting the relevant
information that will make it possible for him to pick his preferred actions within
a specified subset of actions, which he will then direct the employee to carry out.

In the Simon notion of authority symmetric knowledge/information is
consistent with the authority relation. It is sufficient that one contracting
party stands to gain more than the other from picking the actions once
contingencies materialize, and that the contractors cannot make side-
payments that enable them to agree on what is the best choice when
contingencies arise. In the Coase notion of authority the employer picks
well-defined actions from a set of discrete actions (about which the
employer has perfect information). He does this on the basis of knowledge

3 In contrast, in a market contract, the parties negotiate ex ante about the actions that
the agent can take in response to various contingencies so as to fulfill the contract. Thus, the
principal’s flexibility under market contracting is limited compared to what it would be under
authority.

4 This is what makes the authority different from an agency relation. In the latter, the
agent’s participation constraint is never violated.
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about contingencies that is superior to that of the employee. However, it
is key that in either case the employer formally grants no discretion with
respect to the choice of actions.

5.2.2.2. TYPE II AUTHORITY

In actuality it is hard to imagine an authority relation where absolutely
no discretion is granted to the employee. Even for the most closely moni-
tored and repetitive work, some employee discretion will remain (Knight
1921). Specifically, in the presence of costs of monitoring, the employer
will grant de facto discretion to the employee. This already indicates
that authority and employee discretion are not mutually exclusive. This
was clearly recognized by Simon (1991), four decades after his paper
on authority. Simon (1991: 31; our emphasis) argues that ‘[a]uthority in
organizations is not used exclusively, or even mainly, to command specific
actions.’ Instead, he explains, it is a command that takes the form of a
result to be produced, a principle to be applied, or goal constraints, so
that ‘[o]nly the end goal has been supplied by the command, and not the
method of reaching it.’5

5.2.2.3. DELEGATION AND AUTHORITY

Two crucial aspects of this understanding of authority should be noted.
First, relative to Simon’s earlier definition this notion of authority allows
for the delegation of discretion. In a sense, this extension brings agency
relations in hierarchies inside the orbit of authority relations, because it
allows for the possibility that authority may (also) have the function of
unilaterally changing the degree of delegation post contract agreement
(see also Aghion and Tirole 1997, Baker, Gibbons, and Murphy 1999).
Second, this second, more expansive notion of authority does not pre-
suppose that the employer is at least as knowledgeable as the employee
about how to best carry out a task. That is, an employer is able to direct or
constrain employee actions in ways that benefit him, while allowing the
existence of and possible use of knowledge held only by the employee. To
see how delegation and authority connect, consider the benefits and costs
of delegation.

5 In fairness to Simon, it should be noted that the more expansive notion of authority
in the 1991 paper can be found already in Simon (1947). Thus, Simon’s views of authority
did not change between 1951 and 1991. What arguably happened was that Simon in the
1951 paper developed a formal model of authority and that tractability of the formal analysis
required that a relatively simple concept of authority be employed.
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Employers grant discretion to employees for a number of reasons,
including economizing with principals’ opportunity costs (Salanié 1997),
improving motivation through ‘empowerment’ (Conger and Kanungo
1988), fostering learning by providing more room for local explorative
efforts, and improving collective decision-making by letting more em-
ployees have an influence on decisions (Miller 1992). Importantly, delega-
tion is also granted in order to make efficient use of distributed knowledge
in firms (Jensen and Meckling 1992).

There is also a cost side to delegation. In Simon (1951), the only restric-
tions in employment contracts are those that are defined by the agreed
upon ‘zone of acceptance’ since actions are all well defined. . . . However,
once delegation enters the employment relation the decision rights that
are granted to employees are constrained in various ways. This brings
a further function of authority into focus, namely, to constrain ‘the
method[s] of reaching’ an end goal, in Simon’s (1991) terminology. Also,
top management keeps ultimate decision rights, so that it, if deemed
necessary, can overrule decisions made on the basis of delegated decision
rights (Baker, Gibbons, and Murphy 1999).

There are several reasons why an employer may want to constrain the
discretion they delegate to employees. Employees are not full owners
or residual claimants on the results of their decisions or do not share
all relevant knowledge. Thus, delegation produces spillover effects (i.e.,
‘externalities’) that may be harmful to the employer and to overall firm
performance. The relevant externalities include, but are by no means
limited to, morally hazardous behavior (Holmström 1979; Holmström
and Milgrom 1991). They also include coordination failures, such as
scheduling problems, duplicative efforts (e.g., of information gathering
and R&D), cannibalization of product markets, and other instances of
decentralized actions being inconsistent with the firm’s overall aims. One
way to reduce such harmful externalities is to constrain decision rights
and monitor their use (Fama and Jensen 1983; Holmström and Milgrom
1991). Such monitoring may lead to overruling of decisions made on the
basis of delegated rights.

This suggests a rationale for authority that is rather different from the
one associated with Type I Authority but consistent with Simon (1991)—
namely, to delegate and constrain discretion.6 For example, the right to use

6 The rather considerable literature on delegation in organizations (e.g., Fama and Jensen
1983; Galbraith 1974; Jensen and Meckling 1992) does not explain why delegation should
be associated with the exercise of authority. Part of the reason may lie in the static nature of
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an asset in certain ways may be delegated; however, it is understood that
this right does not entail the right to use the asset in the service of a
competitor firm, nor may the asset be used in a way that management per-
ceives as being damaging to the firm. It is also understood that breaking
this understanding will be sanctioned.7 Defining constraints also implies
the rights to veto decisions made on the basis of delegated rights, and
to withdraw delegated decision rights (this may be seen as a special case
of constraining rights). Employees may have different benefits and costs
depending on the particular delegation and constraining of discretion.
As in Type I Authority an agreed upon ‘zone of acceptable delegation and
constraining’ limits the way in which authority can be exercised. As under
Type I Authority the employer only includes actions where his expected
benefits exceed his expected costs in terms of increased compensation to
the employee. Given the above, we may put forward a second definition
of authority:

Definition (Type II Authority): Authority is a decision right that an
employer acquires, because he expects to obtain only ex post contracting the
relevant information that enables him to delegate discretion to employees and
constraining such discretion in ways preferred by him and within a specified
subset of actions.

In this definition, the holder of authority makes choices from a set of
alternative possibilities of delegation. He does not necessarily have com-
plete information about the actions available to the employee given the
level of delegation and constraints he chooses. As we shall argue, this
directly means that Type II Authority can make efficient use of distributed
knowledge. However, clarifying the latter notion still remains.

5.2.3. Defining Distributed Knowledge

During the last decade or so, the notion of distributed knowledge has been
used with increasing frequency as a catchy description of the knowledge

the analysis: All costs and benefits associated with delegation are given (hence, optimum
delegation is known immediately to decision-makers), and there is no role for authority,
except than perhaps monitoring the use of delegated decision rights.

7 Multitasking considerations (Holmström and Milgrom 1991) also suggest a basic reason
why decision rights may be constrained; thus, agents’ attempts to carry out activities that
are easily measured and therefore directly rewarded at the expense of harder to measure, but
necessary activities may lead to the former ones being curtailed.
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conditions in which modern firms increasingly find themselves.8 Thus,
in the strategy field, Tsoukas (1996) conceptualized the firm as a dis-
tributed knowledge system; Granstrand, Patel, and Pavitt (1997) docu-
mented the increasing extent to which the knowledge bases controlled
by major technology-intensive corporations are distributed; and Lessard
and Zaheer (1996) discussed the implications of distributed knowledge
for the strategy-making process. Hutchins (1995) and Gherardi (1999)
discussed implications for organizational learning, Cohen and Robert
(1996) applied the notion to technology management, Foss (1999) dis-
cussed implications for the modern economics of organization, and
Larsen (2001) discussed the context in the context of knowledge-intensive
service firms.

This scholarly activity may reflect reality. Thus, many writers argue that
distributed knowledge conditions have become increasingly important in
modern competitive conditions, as firms to a larger extent need to access
an expanding set of external knowledge sources (Arora and Gambardella
1994; Coombs and Metcalfe 2000; Smith 2000), and increasingly need
to rely on specialist knowledge controlled and accumulated by specialist
employees (Miles et al. 1997). Of course, there is nothing new per se in
the notion that knowledge for productive purposes may be distributed;
indeed, it is a necessary consequence of the combination of the division
of labor and bounded rationality (Arora and Gambardella 1994; Hayek
1945, 1973; March and Simon 1958). Rather, what is being asserted by
a number of authors seems to be that there are significant discontinu-
ities in the evolution of distributed knowledge, so that the distributed
character of knowledge has strongly increased during the last decades.
Thus, Granstrand, Patel, and Pavitt (1997) document the significantly
increasing extent to which firms organize in-house distributed tech-
nological knowledge, drawn from a growing number of underlying
technological disciplines. Wang and von Tunzelman (2000) emphasize
that not only are the number of disciplines that firms draw on expanding,
it is also the case that these disciplines themselves evolve in terms of
their depth and specialization; firms’ sourcing of technological knowledge
reflects this. Although the construct thus seems to ring a bell in a number
of contexts, the above contributions are not entirely forthcoming with
respect to precise definitions.

8 To our knowledge, the term originates with Halpern and Moses (1990). However, the basic
idea has a much longer prehistory, not only in the logic of knowledge but also in economics
and political philosophy (e.g., Hayek 1945, 1973).

118



Managerial authority when knowledge is distributed

Distributed knowledge is a member of a set of concepts that relate to
the different ways in which knowledge may ‘belong’ to a group of agents.
Two other examples of this kind of concepts are the game theory notion
of ‘common knowledge’ and ‘shared knowledge.’ An event is common
knowledge among a group of players if each player knows it, each one
knows that the other players know it, each player knows that other
players know that the other players know it, and so on (Aumann 1976).9

Shared knowledge differs from common knowledge by not requiring that
each agent knows that the other agents know, etc. Thus, there is shared
knowledge of a fact if each agent knows this fact, but does not know that
the other agents know it.

If common knowledge lies at one end of the spectrum, distributed
knowledge lies at the other end. Loosely, knowledge is distributed when a
set of agents knows something no single agent (completely) knows. Thus,
the notions that firms (Tsoukas 1996) or whole economies (Hayek 1945,
1973) are distributed knowledge systems mean that the set of agents com-
prising these entities somehow can be said to collectively possess knowl-
edge that no single agent possesses. Note that this does not amount to
asserting the existence of mysterious supra-individual ‘collective minds.’
Knowledge still ultimately resides in the heads of individuals; however,
when this knowledge is combined and ‘aggregated’ in certain ways, it
means that considered as a system, a set of agents possesses knowledge
that they do not possess if separated.

To add a slightly formal touch to this, consider the following definition
based on epistemic logic (Hintikka 1962):

Definition (Distributed Knowledge): If Ki p i means that agent i knows
proposition i, a set of n agents has distributed knowledge of a proposition q
(i.e., Dq) when: K1 p1 ∧ K2 p2 ∧ . . . ∧ Kn pn ⇒ Dq, q =/ pi ,∀i.10

For example, Jack knows that p is the case and Jill knows that p implies y,
but neither know that y is the case. However, if Jack and Jill’s knowledge
states are ‘added’ there is a sense, which is more than metaphorical, in
which they may know that y is the case (Gerbrandy 1998: 53). The infor-
mation that y is the case is present in the system comprising Jack and Jill,
but in a distributed form. The definition is clearly open to some interpreta-
tion. At one extreme, Jack and Jill may both be completely ignorant about

9 Common knowledge is a core assumption in contract theory, including agency theory
(Salanié 1997).

10 pi could be interpreted as a vector of propositions. Thus, we are not asserting that each
agent only knows one thing.
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the knowledge controlled by the other party.11 At the other extreme,
there is considerable, but not complete,12 knowledge overlap (pi may be
close in some sense to pj ), but it is still the case that no single agent
knows q. (An implication is that distributed knowledge is consistent with
asymmetric information.) Between the extremes are different degrees of
overlap between individual knowledge elements. Note that as a special,
but very important, case, it is not inconsistent with the definition to have
agent i knowing that if the various knowledge of all the other agents are
‘added’ in some activity, this will result in a beneficial outcome, even
though he does not know any of these knowledge states, and may not
even know the precise nature of the beneficial outcome.

5.2.4. Distributed Knowledge as a Challenge to Authority?

In a paper that is quite forthcoming about the relation between authority
and distributed knowledge, Grandori (1997: 35) argued that

. . . whatever its basis, authority is a feasible governance mechanism only if infor-
mation and competence relevant to solving economic action problems can be
transferred to and handled by a single actor, a positive ‘zone of acceptance’ exists,
the actions of other supervised actors are observable, and if the system is not as
large as to incur an overwhelming communication channel overload and control
losses.

Thus, Grandori nicely outlines the reasons why distributed knowledge
may challenge authority. Specifically, authority is challenged as a ‘feasible
governance mechanism’ for three reasons: Under distributed knowledge:

� the employer does not possess full knowledge of the employee’s
action set (i.e., the actions that he can take when uncertainty is
resolved), so that the employee can take actions about which the
manager has no knowledge;

� the employee is better informed than the employer with respect to
how certain actions should (optimally) be carried out; and

11 Sometimes such an interpretation is made of the ‘competitive equilibrium’ model in
economics: although knowledge of technologies and preferences is private, all this knowledge
is utilized in the best possible way, so that the knowledge of how to bring about an allocation
of resources with superior welfare properties is distributed in the economy (Makowski and
Ostroy 2001).

12 If knowledge overlap is complete, the agents will also know or be able to infer q (if they
have perfect rationality/perfect reasoning assumptions and/or the knowledge elements and
how they connect is easy to comprehend).
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� the employer does not know which actions should optimally be
chosen from the action set in response to contingencies (because he
lacks information on contingencies).

The ignorance on the part of the employer that is implied by (1) to (3)
implies that authority cannot be employed as an efficient mechanism of
coordination.

While intuitively appealing, this argument is problematic, and may be
a non sequitur. The reasons are these: first, the scope conditions of the
argument seem unclear clear. We have argued that there are (at least) two
meaningful notions of managerial authority (Type I and Type II). Does the
argument apply to both notions of authority, or only to one of them (and
then which one?)? Second, the argument is based on an inference that
seems flawed, namely, that because the holder of authority is ignorant
about some of the knowledge held by employees, he just cannot rationally
direct them. But in actuality managers are constantly engaged in directing
employees whose knowledge in a number of dimensions is superior to
theirs. Managers are often quite successful in this. The reason is that
one can very well possess the knowledge that somebody else’s knowledge
may be productively used in a certain activity, even though one does not
possess that knowledge oneself. Knight (1921) called this faculty ‘judge-
ment’ and argued that management is first and foremost about exercising
judgment over worker capabilities.

As we shall argue, the problem is therefore not that matching authority
and distributed knowledge is always and inherently inefficient. It is not.
Rather, what needs to be examined is how distributed knowledge con-
strains the efficient exercise of authority. The issue is, in other words, not
one of whether a governance mechanism is inherently inefficient, but
about choices between governance mechanisms.

5.3. Aligning Distributed Knowledge and Type I Authority

5.3.1. An Example

To focus things, consider a contract situation between Jack and Jill.
Knowledge in this situation is distributed, because while Jill has know-
ledge of some of elements and Jack has knowledge of other elements that
are relevant to their contractual relation, their respective knowledge is not
overlapping.
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Table 5.1. Contracting between Jack and Jill

Actions Contingencies and their probabilities

Contingency p Contingency b Contingency q
(p = .2) (p = .6) (p = .2)

y Expected benefit: 6 Expected benefit: 60 Expected benefit: 32
Expected cost: 6 Expected cost: 12 Expected cost: 10

z Expected benefit: 20 Expected benefit: 48 Expected benefit : 20
Expected cost: 10 Expected cost: 7 Expected cost: 2.2

Specifically, Jack can execute two different actions, y and z. Because of
specialization only Jack is capable of carrying out the actions. The two
actions can solve coordination problems in the contract situations. The
costs and benefit of these actions depend on the contingencies (p, b, q)
that arise with certain probabilities during the contractual relationship.
See Table 5.1. The numbers in the cells show the expected benefit to
the employer (Jill) from an action given a particular contingency and the
expected costs to Jack of carrying out the actions under the three different
contingencies.

The things that Jack and Jill can know and which are of relevance
to their contractual relation (i.e., the ‘knowledge elements’) are (a) the
actions available to Jack; (b) the costs and benefits of carrying out these
actions (i.e., the implications of (p, b, q) on the choice between y and z);
(c) the different ways in which the actions can be carried out; (d) their
associated costs and benefits; (e) the type of contingencies that can arise
(p, b, q); ( f ) the probability that these contingencies arise; and (g) the
actual contingencies that have emerged. The coordination problem then
consists of combining these knowledge elements in such a way that Jack
chooses those actions that match the relevant contingencies in a value-
maximizing manner (given the various constraints that may exist).

In a perfect world with symmetric information, complete contingent
contracts and/or with costless renegotiation and contract enforcement,
the problem would be easily solved, and all the value-maximizing actions
would be chosen to match whatever contingency emerges. Recall that
in Simon (1951), the assumption in a contracting situation as the one
sketched above is that of symmetric information between the contracting
parties on all relevant elements; however, the execution of the contract
is characterized by uncertainty with respect to which one of the already
identified contingencies arise during the contract execution phase. High
contracting costs make it too costly to renegotiate as the contingencies
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emerge, and a third party cannot enforce a promise by the employer
to choose only actions that maximize total surplus. Thus, the choice
according to Simon is therefore between a market contract in which
Jill and Jack contract on one of the known actions to be carried out
independently of what contingency emerges, or an employment contract
where the employer (Jill) choose actions as contingencies emerge, that is,
exercise Type I Authority.

Given the specifications in Table 5.1, Jill will pick action y if contin-
gency b emerges and action z if contingency p or q emerges. Given the
assumed probabilities, the expected benefit to Jill of having authority is
112 and the expected cost to Jack 32, which is also the minimum flat
wage he accepts for actions within this zone of acceptance (given that
his opportunity costs are zero). The expected surplus from the authority
relation is 80. In a market contract, Jack and Jill would contract on y and
the surplus would be 70. Thus, in a situation of symmetric information
Jack and Jill strike an employment contract in which Jack executes y or
z depending on the benefit of these actions to Jill given the observed
contingencies.

5.3.2. Contracting Under Distributed Knowledge

In the present context, knowledge is distributed when Jack and Jill have
different sets of information on any of the above factors of importance to
the contract. Will authority in the Type I sense be efficient under these
conditions?

Consider first distributed knowledge about the actual or expected cost
to the employee of the different actions under different contingencies
(i.e., factor 2 above). If Jack is informed about his own cost of actions,
but Jill is not, Jack can misrepresent the real costs in order to influence
the sharing of the surplus. Such strategic misrepresenting can, of course,
also happen in market contracts and there are no systematic differences in
incentives to do so depending on the type of contract. Jack’s misrepresen-
tation of costs may influence what actions Jill wants to include in the zone
of acceptance, if she is to assume the role of employer. For this reason, Jill
may prefer a market contract rather than the employment contract she
would have preferred in a setting of symmetric information.13

13 The same conclusion can be drawn if employees (agents) can act in a morally hazardous
manner and choose to exert less effort in the actions they choose or that are chosen by the
employer. The employment law often grants employers more rights to monitor the employee
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If there is distributed knowledge concerning the probability of a contin-
gency, and Jill is the informed party, she can use this information strategi-
cally in both market and employment contract to extract a greater share
of the surplus. Thus, Jill can misrepresent the probability of a contingency
that makes her choose actions that are costly to Jack. However, she does
not stand to gain from misrepresenting beyond what makes Jack accept
the same zone of acceptance as he would have accepted in a setting of
symmetric information.

The consequences of distributed knowledge for the choice between
employment and market contracts are more difficult to track if there
is asymmetric information about the actions (y and z) available to Jack
and if this information is obtained by Jack post contracting. Consider the
situation in which Jill does not know that y is a solution to the coordina-
tion problem when contingency b arises. If she enters an employment
contract, she picks y if contingency q arises and z in all other cases.
Her surplus from entering that contract compared to the market contract
(i.e., choosing z in all cases) is the difference between the wage and the
created value from choosing y if contingency q arises—which may not
be sufficient to make her choose the employment contract. Jack may not
have incentives to inform Jill of these actions post contracting, since he
is not interested in revealing actions where his costs are higher than the
agreed upon fixed wage. Jack will not inform Jill about y as a contract
solution should contingency q arise, but would do so should contingency
p arise. However, neither the ‘employee’ in a market contract has incen-
tives to inform the ‘employer’ on actions that imply large costs relative
to the payment for the job. Thus, if the employee obtains information
about actions post contracting (and this is expected by the employer), it
can positively influence the use of employment contracts and authority
only if the employer is able to take advantage of emergent actions where
the costs to the employee are less than the agreed upon wage without
renegotiations.

Finally, the employment contract is always efficient compared to the
market contract if there is symmetric information on the actions and
factors that effect costs and benefits to the parties of entering the contract,
but Jill is in a better position to observe what contingency materialize. A
different situation obtains if Jill can observe the contingencies (p, b, q),
but only Jack has the information on the actions available and on the

than is the case with a market contract. For that reason moral hazard may influence the choice
of contract.
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costs and benefits of these actions. In that case, Jack must be given
discretion to make efficient use of the information.

From the above discussion, it may seem that the efficiency gain from
using an employment contract compared to a market contract can be
ascribed to the employer being more sensitive to the choice of actions
compared to the employee when it is too costly for an employer to cred-
ibly enforce a promise to select only actions that maximize joint output.
The latter situation arises in one-period games when some information
about the actual contingencies and/or the actions and their associated
costs and benefits are not available to third parties (e.g., courts) allowing
them to enforce the promise. However, for the employment contract to be
efficient, the employee must be able to commit to carry out actions that
are not in his interest. How can that happen? For an employee to credibly
commit to authority, a third party must refuse to interfere with the con-
tract execution during execution stages. This noninterference from a third
party supports the use of authority in contracting relations (Williamson
1996), and is efficient when contractual incompleteness arises because of
asymmetrical information between an enforcing third party and the con-
tracting parties. Moreover, courts allow employers to sanction employees
who do not obey the authority of the employer. Courts can observe if
an employee refuses to carry out any actions. In that case courts enforce
authority by allowing the employer to cancel the contract and they
may also sanction the breach of the promised acceptance of authority.
Thus, accepting authority implies that the employee must carry out those
actions that are preferred by the employer even when the costs exceed his
payment for the particular action.

5.4. Aligning Distributed Knowledge and Type II Authority

5.4.1. Delegation and Type II Authority

Recall that Type II Authority implies that the employee has been del-
egated rights to make decisions that influence the contracting parties’
welfare. Employees to whom such discretion has been granted may be
remunerated by fixed wages or by some kind of incentive arrangement.
However, as the vast body of agency theory shows, a well-designed incen-
tive contract makes the agent act in the interest of the principal, even in
the presence of asymmetric information concerning the agent’s actions
(Holmström 1979). In fact, incentive contracts can be used to allow the
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agent to choose actions including actions that may be unknown to the
principal and based on knowledge that is not possessed by the agent.14

Supplier contracts may exemplify this. For that reason we compare two
incentive contracts, a market contract and an employment contract.

Continuing with the example, assume that post contracting, Jack
becomes informed about high-yielding, low-cost actions that are available
to him. Jill knows that such actions may emerge. In such a setting,
consider a market contract in which a bonus payment is agreed upon,
such that Jack signs the contract. Jack can now freely interpret what
contingencies have emerged and choose actions in order to maximize
his benefit from the contract. However, he has incentives to interpret
contingencies in a manner that allow him to choose the least costly
actions, and do so at the expense of Jill. For example, if (in Table 5.1)
contingency q emerges, Jack can claim that it is really contingency p,
and choose action z instead of Jill’s preferred action y. The observed
result will be 100. If there is asymmetric information between courts and
the contracting parties regarding what contingencies have emerged, the
promise may appear to be fulfilled according to legal standard, and Jack
can get away with his cheating.

If instead Jill has the authority to interpret the contingencies, Jack
has incentives to choose those actions that create the greatest surplus,
given the contingency (and provided that the incentive compatibility
constraint is met). The consequence of the asymmetric information
between courts and contracting parties is that in the market contract
setting there are more instances where incentive compatibility cannot be
reached compared to an employment contract. For that reason the use of
authority interpreted as the right to define the contingency may be more
widespread with the use of incentive schemes.

5.4.2. Type II Authority When Knowledge Becomes More Distributed

As many writers have pointed out the distributed nature of knowledge in
social systems (from economies to firms) is closely related to, and partly
prompted by, specialization (Arora and Gambardella 1994; Hayek 1945).
Specialization allows us to effectively handle more and more complex
productive tasks of any kind, provided that individual actions are some-
how aggregated to a coordinated set of actions. This coordination can
take place through markets (negotiations among independent agents) or

14 However, current formal models of agency do not allow for this.
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through the use of Type I and Type II Authority. However, as economists
have rediscovered (e.g., Romer 1986), specialization is an ongoing process.
So far, we have argued that authority may be efficient in handling a
certain level of specialization and distribution of knowledge within a well-
defined problem; will it also be efficient if specialization and the attendant
distribution of knowledge are increased (e.g., Arora and Gambardella
1994; Coombs and Metcalfe 2000; Smith 2000)?

Increasing specialization is likely to result in more interdependencies
among the actions of different agents (Thompson 1967), and to some
agents specializing in problem solving. For example, Jill knows that con-
tingency b implies that Jack should carry out y and Will should carry
out v, whereas contingency q implies that Will must never carry out
v. Jane knows what contingencies emerge, but not the implications of
these contingencies, and Jack and Will know the actions available to
them. In such a setting, Jill acts as a problem solver or ‘coordinator,’
possessing the knowledge that if Jack, Will’s and Jane’s knowledge sets
are somehow aggregated, this will result in their having, as a ‘system,’ a
knowledge that none of them possess individually and that this system
of knowledge is needed in order to make efficient choices. Thus, although
Jill-the-coordinator may still be ignorant in an important sense about the
knowledge controlled by Jack, Will, and Jane, she does not suffer from
complete ignorance; there is some, possibly very modest, knowledge over-
lap. Jill may therefore be able to pass judgement on the overall abilities
of Jack, Will, and Jane, and, in particular, about how actions based on
their knowledge may be coordinated. In other words, it is quite possible
to have knowledge of types of interdependencies between actions based
on different knowledge elements without possessing much knowledge of
the actual interdependencies or the actions themselves (see also Spangler
and Peters 2001).15

15 An illustration of the notion that ‘systemic’ knowledge can be had without necessarily
having (much) knowledge of individual knowledge elements may be found in the theory and
practice of software development. Thus, Parnas (1972) develops the notion of ‘information
hiding,’ that is, the desirability in software development (particularly in big projects) of
literally hiding information in decomposed modules and so bring interdependencies down
to the absolute minimum. Individual programmers ideally (!) should have very little idea
about what is going on in the other modules. The development effort is thus of a distributed
nature. However, in order to coordinate the actions of individual programmers a system has
to be designed. In the case of software development someone must create an architecture,
interfaces, and standards that define the limits within which software programmers are
allowed to choose among actions (i.e., types of code). An expert may possess knowledge of the
structure of the software-programming problem that enables him to define a decomposition
of the overall development problem without being cognizant about much of what goes on in
individual modules.
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5.4.3. Problem Definitions and the Continuing Need for Authority

The question then is whether there is a link between authority and such
expert ‘coordination knowledge.’ If the expert has all the knowledge
needed to create a perfect decomposition and there is no need to adapt
his decision on how to decompose the problem, there is no need for the
expert to hold authority. The expert may simply sell his knowledge on
how problems should be decomposed or on what actions to choose given
different types of contingencies (cf. Coase 1937).16 However, in actual
practice, the design of a problem architecture (Simon 1962), including
interfaces and standards, is very much a trial-and-error learning process
(e.g., Staudenmeyer and Cusumano 1998), a process of what Egidi (1992)
aptly calls ‘conjectural decomposition’: A decomposition is tried out,
whether ‘online’ or ‘offline,’ a response is received, feeding back into a
new conjecture, etc. Major product development projects that involve the
problem-solving efforts of highly interdependent teams with distributed
knowledge are usually based on such recurrent conjectural decomposi-
tion. Recent examples include the Boeing 777 development effort as well
as Microsoft Windows (Cusumano 1997).

Such recurrent conjectural decomposition appears to be an activity that
predominantly takes place within firms rather than within market rela-
tions: firms formulate and change business plans and strategies; markets
do not. Innovation, an iterative process if there is one, tends to take place
in firms as interdependencies between the various resources and assets
increase. The reason, we argue is that firm organization enables the use of
the authority mechanism which is a low-cost way of governing recurrent
conjectural decomposition.17

5.4.4. Governing the Definition of Problems

A first step in the creation of problem architectures is the decomposition
of the problem (see Heimann, Nickerson, and Zenger this volume). This
requires that the problem has been made well defined. For example, a

16 Market exists for expert advice, although such advice as an economic good suffers from
the well-known problems in connection with markets for information.

17 For the expert on system creation to acquire authority in a setting of recurrent adapta-
tion, the expert must be the part who is most sensitive to decisions such as choices among
different way of decomposing the problem, identification of what contingencies (unexpected
interdependencies between modules) has emerged and what action (new decompositions)
to take. Moreover, the system creator must have more information on important aspects of
these decisions compared to a third party (courts), such that authority of Type II becomes the
efficient way of organizing the system designing (cf. Simon 1951).
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strategic opportunity must be defined and made concrete by refining
the business proposition and delineating its application. Authority is an
efficient governance mechanism for promoting these processes (see also
Nickerson and Zenger 2004). Moreover, the way in which problems gets
defined and the kind of constraints that are chosen will to some extent
influence whether problems can be fully decomposed, nearly decom-
posed, or not decomposed at all (Foss and Foss 2006). This has implica-
tions for the need for authority in managing residual interdependencies,
specifically for the understanding of Type II Authority.

Simon (1973: 186) forcefully argues that virtually all problems pre-
sented to problem solvers are, from the outset, ‘. . . best regarded as ill
structured problems. They become well structured problems only in the
process of being prepared for the problem solvers. It is not exaggerat-
ing much to say that there are no well structured problems, only ill-
structured problems that have been formalized for problem solvers.’ Thus,
well-structured problems are outcomes of deliberate problem-defining
processes. Defining a problem requires that constraints are imposed on
it. Simon (1973) provides several examples of problems (relating to ship-
building and building a house) that are initially extremely ill structured,
but which through the imposition of constraints become well structured.
A key point in his discussion is that initial choices of constraints define
the major interdependencies in the problem-solving effort; in the sense
that these constraints define what are the (first levels of) subproblems and
the relations between these. Not all constraints can be defined initially,
and new constraints (around new subproblems) arise endogenously in the
process. The necessity of iteration between subproblems and succeeding
design changes, follow from the impossibility of getting the decompo-
sition right initially (cf. Simon 1973: 191).18 This provides a continued
role for deliberate problem solving, and the use of authority in defining
problem and creating architectures (Nickerson and Zenger 2004).19

18 The following quotation from a software developer is illustrative: ‘A lot of time people
don’t realize that they are dependent on something. It’s just not obvious. For example,
you don’t realize that you have a dependency because you are not familiar with that part
of the code. Or a dependency just sort of materializes out of thin air because of a need and
is tracked informally. Or instances where the solution to one dependency creates problems
for a third party. The real problems arise with the hidden interdependencies—the ones that
no one thought about pop up at the last minute’ (quoted by Staudenmeyer and Cusumano
1998: 18–19). The developer goes on to stress the need for carefully managing the process of
iteration.

19 Given the uncertain nature of the process, the process of decomposition will almost
certainly be one of trial and error (Egidi 2002). Grandori (1997: 37) notes that it has been
‘well-documented’ in organization studies that ‘. . . authority is not very effective in managing
uncertainty.’ The arguments developed here imply rather the opposite.
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5.4.5. Governing Interdependencies by Means of Authority

However, there may also be an ongoing role of authority once the problem
is well defined and the corresponding architecture has emerged. Nicker-
son and Zenger (2004) assume that problems are given, and that the main
problem is to organize the search for solutions. That is, a problem architec-
ture has been identified which defines the patterns of interaction that are
needed to resolve the remaining interdependencies between subproblems
in order for the system to adapt to changes.

Consider the instance where the identification and gradual definition
of a business opportunity has resulted in the creation of an organization
that is designed to produce and sell various goods. Adaptations within
the organization require that agents adapt their actions to newly discov-
ered contingencies (Williamson 1996), implement actions not previously
recognized as solutions to problems, or restructure the system as they
learn more about the interdependencies involved in the ongoing problem
solving. These are settings in which according to our previous discussion
Type I or II Authority may be efficient, and the exercise of authority may
take the form of orders, the creation of job descriptions (subdivisions of
tasks), delegating and constraining rights to further subdivide subprob-
lems, and establish information linkages and/or incentives that will allow
actions taken on the bases of distributed knowledge to be aggregated in
way that minimize negative externalities.

The constraining, planning, and direction that is needed—and there-
fore the need for authority—depend on how the business opportunity has
been defined and decomposed, in particular what is the nature of the
relevant interdependencies. If the problem has been defined and decom-
posed in a way such that only sequential interdependencies (Thompson
1967) remain between subproblems, adaptation to unexpected contingen-
cies requires information to travel in one direction to ensure adaptation
and agreements on adaptation only needs to be reached between agents
engaged in adjacent activities, because that is where externalities emerge.
Modular production systems exemplify this (Langlois 2002). The coordi-
nation may take place through, for example, prices, routines, standards,
the use of kanban methods, or through the use of authority of Type I or II.
What choice of governance mechanism (and structure) is made depends
on the determinants that are highlighted in organizational economics,
notably whether the parties have made complementary investments and
the degree of enforceability of the incomplete contract governing the
relationship.
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If problem identification and decomposition create a system where the
remaining interdependencies are reciprocal (Thompson 1967), these can
be handled by means of communication between members of teams
dealing with the relevant subproblems. Possible disagreements may be
handled by outside arbitration or by the use of authority. However, when
nearly decomposable problems contain very different kinds of reciprocal
interdependencies between subproblems, the costs of mutual adaptation
through consultation (i.e., lateral communication) and/or negotiations
among agents may be very high. Increased specialization and the result-
ing distributed knowledge may lead to the choice of an authority-based
governance of the adaptation process. A central agent who specializes in
recognizing contingencies and in knowing the consequences can reduce
renegotiation costs and will acquire authority depending on the specifics
of the contracting situation (contractual incompleteness and enforceabil-
ity, cf. Hart 1995 and Williamson 1996). As more interdependencies arise
between knowledge elements of different kinds, the margin at which
authority become costly in terms of increased mistakes may soon be
reached. However, due to the nature of the numerous interdependencies
market contracting may not be the efficient solution. In such instances,
it may instead be efficient to redefine the problem and create an architec-
ture, in which many of the complex interdependencies are transformed
to sequential interdependencies and where market contracting becomes
efficient. However, such a redefinition of the problem may require the use
of authority. In product development, the redefinition of product devel-
opment problems and the creation of modular or nearly modular systems
exemplify the way in which system designers can reduce costs of market
contracting for some transactions, thus reducing the scope of transactions
for which authority must be applied. Thus, an important function of
Type II Authority is to define problems and to redefine subproblems, such
that at the margin the costs of making use of market contracts relative to
authority is reduced (Langlois 2002).

5.5. Conclusions

Knowledge governance concerns the deployment of administrative
machinery and other designable features of organization in order to steer
processes of knowledge utilization, sharing, integration, and building
in desired directions, that is, toward their efficient levels (Foss 2007;
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Chapter 1 in this volume). This chapter has focused on the utilization
of knowledge (Garicano 2000; Hayek 1945). Specifically, we have raised
the issue of whether knowledge that is distributed is misaligned with the
governance mechanism of authority in terms of efficiently utilizing that
knowledge (this is how we interpret those management writers who claim
that authority relations become strained under the impact of knowledge
for productive purposes becoming increasingly distributed).

Overall, the conclusion of this chapter is that there is no apparent
contradiction between the use of authority and the existence of dis-
tributed knowledge. This conclusion seems to be at odds with Hayek’s
famous claim that distributed knowledge puts binding constraints on
the size of an economic system for which central planning is feasible
(Hayek 1935, 1945). However, two observations seem important to the
argument. First, the introduction of Type II Authority allows for some
degree of decentralization in the use of distributed knowledge and thus
expands the binding constraints on ‘central planning’ as a feasible mode.
Second, Hayek’s argument refers to the decline in the quality of planning
and direction as more economic activities are subsumed under a central
planner. Thus, it is not a matter of whether authority can be used at all,
but at what scale it becomes inefficient relative to market contracting; that
is, the issue is comparative-institutional (Williamson 1985). The strong
emphasis on the marginal limitation to the use of authority is also present
in Coase’s (1937) analysis of the boundaries of the firm. At some point, he
argues, the costs of managerial mistakes offset the costs of using markets
as means of coordinating. Accordingly, we should also examine the influ-
ence of increasingly distributed knowledge on the effective scale at which
authority of Type I and II can be applied. However, this goes beyond the
present work, the aim of which has been to contribute conceptually to the
discussion of important notions that characterize much contemporary
discussion of governance in the emerging knowledge economy, and to
specifically argue that authority may very well be consistent with efficient
governance under distributed knowledge conditions.
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6

The governance of explorative
knowledge production

Margit Osterloh and Antoinette Weibel

6.1. Introduction

Firms’ competitive advantage is increasingly seen to accrue from the
particular capabilities organizations have for creating and sharing know-
ledge (e.g., Kogut and Zander 1996; Nahapiet and Ghoshal 1998). How
organizational knowledge is handled, however, is dependent on the type
of knowledge production focused on (Grant and Baden-Fuller 2004). The
knowledge management literature distinguishes two types of knowledge
production: knowledge exploration and knowledge exploitation (March
1991). Knowledge exploration refers to activities that lead to new know-
ledge, for example activities such as knowledge search, experimentation,
and discovery (Holmqvist 2004; Spender 1992). Knowledge exploitation
refers to activities that deploy existing knowledge to create value, for
example activities such as routinization and implementation of know-
ledge (Holmqvist 2004).

Explorative and exploitative knowledge production differ in both their
cognitive and their motivational underpinnings. In a recent article, Grant
and Baden-Fuller (2004) have carefully explained the differing cognitive
underpinnings and the consequences of these different underpinnings
for knowledge management: during the exploration phase, knowledge
bases should differ sufficiently, that is, the actors should have some
degree of cognitive distance (Nooteboom 2000b). This is the case for
two reasons. First, the variety of cognition is a prerequisite to create
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novelty and to explore the potential of a new technology. Second, creative
approaches often lie dispersed across distinct technological trajectories
(Spencer 2003). Careful observation of other approaches reduces the
risk of getting stuck on a trajectory that ends up not being selected as
the dominant design. As a consequence to be efficient in knowledge
generation participants of a knowledge-creating team have to be spe-
cialized to a high degree. In contrast, during the exploitation phase a
certain overlap of knowledge is crucial (McEvily, Eisenhardt, and Prescott
2004). It increases efficiency of cooperation, because a greater align-
ment of mental categories facilitates communication and understand-
ing. The whole knowledge production process of a firm is composed
of both types of knowledge production—exploration and exploitation—
and in each type there exists an optimal trade-off between special-
ization and overlap of knowledge (Postrel 2002). However, specializa-
tion and differentiation of knowledge is more efficient for exploration
and a high degree of knowledge overlap facilitates exploitation (Postrel
2002: 307).

What is lacking so far, however, is an elaboration on how the moti-
vational underpinnings of both types of knowledge production differ and
what the consequences of these different underpinnings are for knowl-
edge management. Vining (2003) characterizes knowledge production—
exploration or exploitation—as an internal public good: Employees have
strong incentives to withhold their knowledge or to underinvest in col-
lective knowledge sharing. Similarly, according to Cabrera and Cabrera
(2002) knowledge production can be conceptualized as a particular case
of a social dilemma in which individual rationality—trying to maximize
individual payoff—leads to collective irrationality. However, as we will
argue in this chapter, the solutions offered by Vining (2003) and by
Cabrera and Cabrera (2002) are better suited to handle social dilemmas in
the exploitation phase. During exploitation, transactional solutions, that
is, solutions which change the rules of the game to make cooperation
more attractive even for selfish actors, are sufficient. During exploration,
transactional solutions will not suffice. Exploration is better handled
through transformational solutions, which focus on the change of prefer-
ences of economic actors. More precisely we will argue that organizational
measures to foster intrinsic motivation are best equipped to overcome
social dilemmas in explorative knowledge work. Thus we review evidence
from psychological economics and organizational behavior to redress this
apparent imbalance in the knowledge management literature and discuss
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the transformational solutions for social dilemmas in the exploration
phase.

6.2. Cooperation as a Social Dilemma

Cooperation in organization is often characterized by social dilemmas
(Miller 1992). Cooperation takes place when the economic actors together
can produce a higher output than the sum of the separate outputs of
each economic actor working independently. Cooperation thus creates
what is commonly known as synergy (Foss and Iversen 1997). The more
effort exerted by one economic actor, the more productive other eco-
nomic actors become. As a result, activities are characterized in firms and
networks by a high degree of complex interdependencies. Simon (1991:
33) makes this point clear in his important paper on organizations and
markets:

In general, the greater the interdependence among various members of the orga-
nization, the more difficult it is to measure their separate contributions to the
achievement of organizational goals. But of course, intense interdependence is
precisely what makes it advantageous to organize people instead of depending
wholly on market transactions.

However, interdependencies also make team members more vulnerable to
each other. By exploiting interdependencies a collective good is generated.
A collective good (in contrast to a private good) is a good that can be
used by people who have not contributed their share to its production.
This is the case in interdependent cooperation. It is hard to determine
exactly what input each of the economic actors has contributed to the
joint output. Some actors could free ride at the cost of others. This was
found to be true in a great number of situations: when people realize that
their contribution cannot be measured, individual effort declines (Messick
and Brewer 1983). More generally, this situation is referred to as a ‘social
dilemma.’ It characterizes situations in which the actions of self-interested
and rational individuals lead to situations of collective irrationality in
which everyone is worse off (Dawes 1980). A ‘tragedy of the commons’
(Hardin 1968) may arise, which exemplifies the true meaning of a tragedy:
each team member is fully aware of the situation and realizes that their
action leads to a negative outcome and ‘every team member would prefer
a team in which no one, not even himself, shirked’ (Alchian and Demsetz
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1972: 790). However, rational selfish single actors are unable to solve such
dilemmas on their own. If all or most of the team members’ free ride, the
collective good will not be achieved, or will at least be undersupplied.
As a consequence, all cooperation is undertaken to raise productivity by
leading to a joint output that exceeds the sum of the individual outputs.
At the same time, all cooperation is faced with the problem of social
dilemmas.

The traditional solution to social dilemmas is giving a central agency
(principal) the right to supervise the other actors (agents) and to reward
effort or punish shirking (Alchian and Demsetz 1972). The principal is
assigned the role of supervisor. Her main job is to monitor the agents and
to make sure that nobody shirks. This task includes selection, instruction,
observation of individual effort, sanctioning, and rewarding, as well as
(re)negotiation of the contracts. As an incentive to doing her job well, the
principal gets the net earnings of the joint production. Such supervision,
or the ‘visible hand’ of the owner, is characteristic of firms, in contrast
to the ‘invisible hand’ of markets (Chandler 1977). With rational selfish
actors, markets will not provide collective goods. This is the reason why
social dilemmas are at the heart of management in firms and other forms
of cooperation (Miller 1992; Vining 2003).

6.2.1. Cooperation in Knowledge Teams as a Special
Kind of Social Dilemma

The convincing explanation by Alchian and Demsetz (1972) of how coop-
eration can be managed is flawed if we take into account knowledge work.
This solution does not work if there are information asymmetries between
the principal and the agents. While this is a problem in all knowledge
work (Cabrera and Cabrera 2002), in the exploitation phase to overcome
this problem is mainly a question of transaction costs, concerning the
costs of collecting, evaluating, and applying existent knowledge. Social
dilemmas during this phase can be solved—as we will show—mainly
with transactional solutions based on monetary incentives. This is not
the case in the exploration phase, because the arising problems of free
riding, spillover, and holdup (Nooteboom 2000a) have different origins
and cannot be solved in the same way.

The problem of free riding in (explorative and exploitative) knowledge
work arises, because knowledge work in contrast to manual teamwork
enhances productivity of joint production only if different knowledge
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is dispersed among different people (Foss and Foss 2000; Grant 1996).
If all knowledge workers in a group have the same knowledge, one
person could do the whole job almost entirely alone. If the principal
knows what the agents know, then she also could do the knowledge
work for herself. However, if she does not know what the agents know,
then she can monitor neither whether the agents have chosen the most
productive activities nor whether they shirk. The only thing she can do
is (a) to evaluate whether certain professional standards are met and (b)
to benchmark the output without understanding exactly how the output
was obtained, just as you can benchmark certain machines or software
programs without knowing exactly how they work. But this does not
help to prevent shirking by individual agents producing a team output.
As a result, self-interested knowledge workers in teams are in a good
position to hide their expertise vis-à-vis their superiors (Davenport and
Prusak 1998).

The problem of spillover consists in the danger that sharing of knowledge
can lead to a competitive disadvantage (Bogenrieder and Nooteboom
2004). Sharing or publishing new individual knowledge means changing a
private good into a public good. Once published, nobody can be excluded
from this good. The access to this knowledge—for example knowledge
that is collected in an electronic database—is unrestricted to members of
the firm or a network which have access to this database. Why should
an agent do that? By sharing his knowledge, he enables the principal to
monitor him. He may gain some reputation, but at the same time lose his
competitive edge. Sharing knowledge with others may negatively affect
an economic actor’s ability to outperform them. As a result, self-interested
knowledge workers in teams are not only in a better position but also have
an incentive to hide their expertise vis-à-vis their principals as well as vis-
à-vis their coworkers.

The problem of holdup consists in the necessity to make firm- or network-
specific investments in order to raise the joint productivity. Such invest-
ments may not be recoverable for the individual economic actor, except
by successfully carrying out the project and sharing the joint output. Thus
the members of a knowledge team make themselves vulnerable to the
principal and to each other. In such cases, the danger of underinvestment
in such resources arises among self-interested team members without
the principal being able to control this underinvestment efficiently. As
a consequence, the competitive advantage of the firm or the network will
suffer. Again, a social dilemma arises.
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6.3. Can Social Dilemmas in Explorative Knowledge Work be
Solved by Transactional or Transformational Solutions?

The suggestions discussed for solving social dilemmas can be divided into
transactional and transformational solutions (Kollock 1998).1 Transac-
tional solutions change the rules of the game to make cooperation more
attractive for selfish employees. Transformational solutions focus mainly
on the change of preferences of the economic actors.

6.3.1. Transactional Solutions

6.3.1.1. ACTIVATING THE ‘SHADOW OF THE FUTURE’

The most influential proposal for solving social dilemmas is to
extend the shadow of the future by long-term, reciprocal relationships
(Axelrod 1984). There are two conditions for a shadow of the future to
promote cooperation: the relationship must have a long-term outlook
and the partners employ a ‘tit for tat’ strategy. Organizational careers
with a high longevity which cover a wide range of employees may create
such a long-term outlook (e.g., Whitley 2003). Under such circumstances,
employees are more willing to share their knowledge. Such a ‘tit for tat’
strategy is easier adopted in the exploitation phase. However, it is often
disregarded that, among self-interested economic actors, this strategy only
works on condition that individuals have perfect information as to how
the other persons behaved in the past (Kollock 1998). In the exploitation
phase this condition is better fulfilled than in the exploration phase.
Although also in the exploitation case there is room for misperceptions
and mistakes, due to the greater knowledge overlap between partners it
is easier to evaluate past cooperative behavior. In contrast, in the explo-
ration case one can simply not evaluate how much cooperative behavior
in sharing knowledge was exerted in the past, irrespective of transaction
costs.

6.3.1.2. SELECTIVE INCENTIVES

A selective incentive is a private good (e.g., a bonus) given to indi-
viduals as an inducement to contribute to a public or common good

1 Kollock (1998) differentiates between strategic (in our terminology transactional) solu-
tions and motivational (in our terminology transformational) solutions. We have chosen a
different terminology because strategic solutions include (extrinsic) motivation.
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(Olson 1965). All firm or network members may have access to the
electronic database, but only contributors receive a reward. If selective
incentives exist, a social dilemma can be transformed into a coordina-
tion game where several equilibria exist (Sen 1974). However, selective
incentives raise two problems. First, they increase costs, and second, some
kind of performance-contingent measure must be applied, which raises
the so-called multitask problem (Holmström and Milgrom 1991). Take
the case of a reward for contributions made to an electronic database.
As a result, you might get a high number of contributions with little
value. If you do not count the contributions as such, but the actual
downloads, the incentive to enhance the value of the contribution might
work. However, it might also happen that the contributors induce their
colleagues to download their contributions. As a result, you have become
the victim of ‘the folly of rewarding A while hoping for B’ (Kerr 1975).
This multitask problem is the consequence of a pay for performance
system that calls for a clear link between actions and results that can
be easily measured. Thus, high-powered selective incentives in firms
undermine the provision of firm-specific common goods (Vining 2003).
This is the reason why even orthodox economists reach the conclusion:
‘The use of low-powered incentives within the firm, although sometimes
lamented as one of the major disadvantages of internal organization, is
also an important vehicle for inspiring cooperation and coordination’
(Frey and Osterloh 2005; Holmström and Milgrom 1994: 989). This is
true in particular for knowledge work. This work contains some easy
to measure components (e.g., pages of written text) and some hard to
measure components (e.g., the importance of a text). Selective incentives
have to concentrate on few criteria that are clear-cut. As a consequence,
rational economic actors will focus on the easily measurable components
and leave aside the components that are not so easy to measure. While
this problem in the exploitation phase can be mitigated by evaluation by
expert peer groups, this solution often fails in the exploration phase (Frey
and Osterloh 2006). Even peers mostly do not know what might be the
characteristics of a future dominant trajectory design or dominant design.
Peers often disregard that path-breaking explorative innovations demand
for new criteria of evaluation. There exists for example empirical evidence
that in academic research expert peer groups often reject creative and
unorthodox contributions and reward the mainstream (Frey 2003). Many
rejections in highly ranked journals are documented regarding papers that
later were awarded high prizes, even the Nobel Prize (Campanario 1996;
Gans and Shepherd 1994; Weingart 2005). Many path-breaking radical
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innovations could only be appreciated after decades (Gillies 2006). As
a consequence explorative knowledge work often cannot be evaluated
adequately even by expert peers.

6.3.1.3. PROFIT CENTERS AND MODULARIZATION

One frequently discussed suggestion is to decentralize decision authority
into profit centers or modules or outsource activities so that market forces
can do their work via (transfer-) prices. This suggestion refers to the
traditional solutions of common good problems by internalization of
external effects through privatization of gains and losses. The leader of
the profit centers or modularized groups could be remunerated according
to measurable criteria.

However, there are some problems with knowledge work organized
as profit centers. First, the leader of the profit centers has no incen-
tive to share knowledge voluntarily with other profit centers, because
then she would be giving away transactional opportunities for free. This
is especially true for tacit knowledge. The transfer of tacit knowledge
cannot be monitored or contracted as long as it is not embodied in a
tradable product (Osterloh and Frey 2000). Second, the sources of hard
to imitate competitive advantages will be undermined. In order to be
able to bargain over (transfer-) prices and service-level agreements across
the boundaries of profit centers, some tacit knowledge must be made
explicit. As a consequence, the knowledge incorporated in the profit
centers may become more tradable and imitable (Chesbrough and Teece
1996). As a consequence, there are no incentives to produce synergies
or common knowledge goods across the boundaries of profit centers.
During the exploitation phase this problem is less relevant than during
the exploration phase. In the exploitation phase when a dominant design
or a dominant trajectory exists, most relevant knowledge is made explicit,
while in the exploration case this is not the case.

During exploration, another problem arises. A precondition for profit
centers is modularization. However, little attention has been paid to the
problem of identifying what constitutes an appropriate modularization
and what risks are involved with incorrect partitioning. Inappropriate
modularization can take two forms: (a) undermodularization and (b)
overmodularization, in particular modularization cutting through strong
interdependencies. An example for overmodularization is Intel’s Itanium
chip design process (Hamilton 2001). In a well-designed chip, signals flit
from module to module, with the speed of the chip determined by the
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slowest signals. The engineers found ways to speed up the slowpokes via
slight changes within single modules. However, it became clear that many
of these changes disrupted the whole choreography, forcing engineers
of other modules to rework their designs. As a result, several hundred
engineers found themselves in a nightmare situation, because a change in
one module ripples through the whole design process. As a consequence,
inappropriate modularization carries the risk of destroying possible syn-
ergies. Whenever knowledge integration with complex tasks is crucial,
it is better to ‘undermodularize’ than to ‘overmodularize’ (Ethiraj and
Levinthal 2004). A low degree of modularizing increases the amount of
information exchanged between all relevant actors, which is important
in situations of high uncertainty as it is the case during the exploration
phase.

To summarize, transactional solutions might mitigate the social
dilemma, but have serious flaws in the case of explorative knowledge
work. First, the transactional solutions do not work if there are few
overlaps of knowledge between the knowledge workers. Second, splitting
knowledge work into modules to make it easier for supervisors to monitor
the quality often carries with it the risk of inappropriate modularization.
Third, transactional solutions only work if the criteria for monetary incen-
tives are clear-cut. With complex tasks, as it is the case with explorative
knowledge work, the risk of multitasking and of rewarding according to
conventional criteria arises. As a consequence, social dilemmas in explo-
rative knowledge teamwork cannot sufficiently be solved by transactional
solutions.

6.3.2. Transformational Solutions

As Simon (1991: 31–2) stated, ‘in most organizations, employees con-
tribute much more to goal achievement than the minimum that could
be extracted from them by supervisory enforcement.’ The incomplete
contract literature emphasizes that in complex environments complete
contracts cannot be written or enforced (Milgrom and Roberts 1992).
Therefore honesty and intrinsic job satisfaction lead to better results
for contracting parties than reliance on monetary incentives (Gintis and
Khurana 2006; Jensen 2006). This makes clear that motivation is a main
factor in cooperations. As far as explorative knowledge work is concerned,
‘management by motivation’ (Frey and Osterloh 2002; Osterloh et al.
2002) might even become the most important factor in sustaining a
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competitive advantage. As the capability to produce new knowledge is
the main source of inimitability, and its creation and transfer cannot be
monitored and remunerated accordingly, motivation and, in particular,
intrinsic motivation are the keys to dynamic capabilities as a foundation
of long-term strategy. By introducing transformational solutions to social
dilemmas, we contradict traditional economics which assume that moti-
vations or preferences should be treated as given. In contrast, we consider
preferences as plastic and changeable by institutional measures such as
job design, feedback mechanisms, procedural fairness, and communica-
tion opportunities.

6.4. Extrinsic and Intrinsic Motivation

Two kinds of motivation can be distinguished: extrinsic and intrinsic
motivation. In reality, pure extrinsic motivation and pure intrinsic moti-
vation are extremes on a continuum (Deci and Ryan 2000).

Extrinsic motivation serves to satisfy indirect or instrumental needs,
for example money or reputation. As such, money is almost always the
means to an end—for example, paying for a vacation or buying a car—and
not an end in itself. Extrinsic motivation stems from the desire to satisfy
one’s nonwork-related needs. In this instance, a job is simply a tool with
which to satisfy one’s needs by means of the salary it pays. Transactional
solutions focus mainly on extrinsic motivation.

Intrinsic motivation works through immediate need satisfaction. An
activity is valued for its own sake and is undertaken without any reward
except the activity itself (Deci 1985). Intrinsic motivation is fostered by
commitment to the work, which is satisfactory in an immediate way for
the individuals. If one is motivated intrinsically, then shirking is not
a preferable action, because the activity causes a benefit instead of a
cost. The social dilemma disappears and cooperation becomes a possible
solution. There are two kinds of intrinsic motivation: enjoyment-based
motivation and obligation-based or pro-social motivation (Lindenberg
2001).

Enjoyment-based intrinsic motivation refers to a satisfying flow of activity
without an external reward. Examples are skiing, reading a good novel,
or solving an interesting puzzle. In each case, pleasure is derived from
the activity itself and not just by arriving at the destination, that is, with
reading, reaching the last page of the novel would be the goal. During
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whatever activity, people often report a ‘flow experience’ (Csikzentmiha-
lyi 1975) that makes them lose track of time. During explorative work
it is often reported that people feel this kind of motivation, for example
in research (Amabile 1996) or during innovative software programming
(Torvalds and Diamond 2001).

Pro-social motivation takes the well-being of others into account with-
out expecting a reward. The good of the community enters into the
preferences of the individuals. These may be ethical standards, profes-
sional codes of practice, norms of fairness, or reciprocity, group iden-
tity, or team spirit. A wealth of empirical evidence demonstrates that
many people are indeed prepared to contribute to the common good of
their company or community (Frey 1997). Empirical work shows that
substantial differences exist in shirking between branches of a com-
pany, despite identical monetary incentives due to different group norms
(Ichino and Maggi 2000). Two major instances have been discussed,
which both include sacrificing individual interests for the sake of the
community:

� Voluntary rule following. People are prepared to follow rules and regu-
lations that limit their self-interests without sanctions, as long as they
accept their legitimacy (Tyler and Blader 2000).

� Extra-role behavior. Individuals do not only observe rules voluntarily,
but also exert ‘organizational citizenship behavior’ (Organ and Ryan
1995). They provide voluntary inputs, going far beyond the duties
stipulated in their contracts. ‘Extra-role behavior’ is thought of as a
‘willingness to cooperate.’

Laboratory experiments also reveal that a large number of people volun-
tarily contribute to common goods (see the survey by Rabin 1998). The
most extensively discussed experiments are the public good game and the
ultimatum game:

� Public good game. According to standard economics, people do not
contribute to public goods; rational actors free ride on the contri-
butions of others (Fehr and Gächter 2000). However, when people
trust others to contribute to a common good, they are also prepared
to do the same. Suppose that subjects A and B are endowed with a
certain amount of money, for example $10. They have to decide how
much they want to donate to a common pool. They are also told that
any money donated will be doubled and then redistributed equally

148



The governance of explorative knowledge production

among the subjects. If both keep what they got, each earns $10. If
both transfer their whole endowment, each earns $20. This setting
resembles team production, where cooperation leads to a surplus. If
both actors are selfish, they donate nothing, regardless of how much
they expect the other subject to give. Despite the incentive to cheat
in experiments, people typically contribute about 50 percent of their
initial stake (Sally 1995).

� Ultimatum game. This game reveals that a sizeable number of peo-
ple are willing to punish unfair behavior at a cost to them (Güth,
Schmittberger, and Schwarze 1982). Two persons have to agree on
the division of a fixed sum of money. The proposer can make a
proposal how to divide the money. If the responder rejects, both
receive nothing. In the case of the responder accepting, the proposal
is implemented. Rejection can be viewed as punishment for the vio-
lation of a social norm of fairness, which comes at a price for the
responder. In experiments, responders typically reject amounts below
40 percent (Fehr, Falk, and Fischbacher 2003; Fehr and Fischbacher
2003).

With both games, considerable variation across different cultures has
been found (Henrich et al. 2001). This indicates that pro-social
preferences are not ‘hardwired.’ They can be changed by institu-
tional measures. As argued, transactional solutions which concentrate
on extrinsic motivation fail in the case of explorative knowledge
work; however, social psychology and psychological economics indi-
cate that intrinsic motivation can be fostered by adequate institutional
arrangements.

6.4.1. How to Foster Intrinsic Motivation

It is more difficult to guide intrinsically motivated persons to work accord-
ing to the particular goals than to guide persons who work mainly for
monetary compensation. First, intrinsic motivation cannot be enforced.
It can only be enabled. Second, it is difficult to govern intrinsic motiva-
tion precisely. Firms are not interested to enhance intrinsic motivation
per se, for example to further employee’s pleasure of reading a novel
during business hours. Rather firms aim to influence intrinsic motivation
for work and contextual performance. As transactional measures fail to
work with explorative knowledge work the question arises how the kind
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of intrinsic motivation can be induced that is required for this kind
of activity. In the remainder of this chapter we will review empirical
evidence from psychological economics and organizational behavior on
conditions which facilitate intrinsic motivation. Where applicable we will
also cite evidence, which investigates the interplay of intrinsic incentives
and knowledge work. However, empirical evidence which reviews this
interplay is still rather rare as the knowledge management literature in
general has only recently turned to study the motivational underpin-
nings of knowledge work and to intrinsic motivation as a facilitator in
particular (Argote and Ophir 2002; Kelloway and Barling 2000). Even
less research exists on motivation and exploration due to the inher-
ent measurement problems when it comes to explorative knowledge
production.

Crowding theory (Frey 1997) and self-determination theory (Deci 1980;
Deci and Ryan 2000) demonstrate how specific intrinsic motivation
can be enabled. More precisely both theories analyze the effect of
external interventions—such as rewards, organizational processes, and
communication—on intrinsic motivation. The so-called crowding-out
effect states that external interventions which are primarily perceived
as controlling undermine intrinsic motivation for an activity. Exter-
nal interventions which are perceived as supportive and competence-
enhancing enhance intrinsic motivation, and lead to the crowding-in
effect.

6.4.2. Crowding-Out of Intrinsic Motivation

Under certain conditions external interventions can reduce intrinsic
motivation for an activity. A first condition for crowding-out to occur
is that the individuals concerned have intrinsic motivation in the first
place, which can then be undermined. In contrast, in situations where no
intrinsic motivation exists, monetary rewards can increase performance,
like simple manual work on an assembly line.2 Second, the crowding-out
of intrinsic motivation occurs if people perceive an external intervention
as reducing their self-determination, when doing an intrinsically inter-
esting activity. In this case people feel that they are not the origins of
their behavior. Their attention shifts from the activity itself to the external
circumstances. The content of the activity loses its importance.

2 Lazear (1999) provides an empirical example. He found that, in a large auto glass com-
pany, productivity increased from 20% to 36% when the firm switched from paying hourly
wages to piece rates.
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The crowding-out effect has been observed for two types of external
interventions: incentives and managerial controls. It has shown to be
relevant for both types of intrinsic motivation, that is, for enjoyment-
based intrinsic motivation as well as for pro-social motivation.

6.4.3. Crowding-out by Setting Incentives

Several meta-analyses of (field) experiments in both psychology and eco-
nomics have shown that task-contingent rewards undermine intrinsic
motivation. Examples are paying someone for volunteering, or paying
performance-contingent rewards for innovative ideas (for an overview
compare Deci, Koestner, and Ryan 1999; Frey and Jegen 2001). In a
recent meta-study of experiments, Weibel, Rost, and Osterloh (2007) have
shown that performance-contingent rewards also hurt work performance
in the case of complex and/or interesting tasks. In the field of knowledge
management, Bock and Kim (2002) as well as Bock et al. (2005) show
that expected rewards for sharing one’s knowledge impact negatively on
intentions to share knowledge.

The effects of performance-contingent rewards can best be illustrated
by an field experiment of Gneezy and Rustichini (2000b). It analyzes the
behavior of school children collecting money voluntarily, that is, without
monetary compensation (e.g., for cancer research or disabled children).
The children reduced their efforts by about 36 percent when they were
promised a bonus of 1 percent of the money collected. Their effort to
collect for a good cause could be raised when the bonus was increased
from 1 to 10 percent of the money collected. But they did not reach
the initial collection level again. This field experiment shows clearly that
there are two countervailing forces affecting behavior: a crowding-out
effect of rewards and an effect of motivating the children extrinsically
after the intrinsic motivation has been decreased. It also shows that a
‘hidden cost of rewards’ (Lepper and Greene 1978) exists: the money
collected after having been given a bonus comes at a high price compared
to strengthening intrinsic motivation. On average, monetary incentives
explain only 10 percent of the variance in performance, compared to
30 percent, which are explained by obligation-based intrinsic norms
(Tyler and Blader 2000).

Burks and coauthors (Burks, Carpenter, and Goette 2006) demon-
strate another aspect of the crowding-out effect caused by performance-
contingent rewards: among bicycle messengers, they find that employees
in firms that pay for performance are significantly less cooperative than
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those who are paid hourly or are members of cooperatives. Performance
pay appears to make messengers between 12 and 15 percent more likely to
behave egoistically toward their coworkers (Burks, Carpenter, and Goette
2006: 9). These bicycle messengers when asked to play a sequential pris-
oners dilemma were more likely to defect than those bicycle messengers
paid by the hour or working in a cooperative. The authors suggest that in
practice this could mean that performance-contingently rewarded mes-
sengers are more likely to ‘cherry pick’ the best appointments, regardless
of whether they are the best suited from the firm’s perspective to make
the delivery.

6.4.4. Crowding-out by Managerial Control

Managerial control too can undermine intrinsic motivation and perfor-
mance. Managerial control, that is, the process of standard setting, mon-
itoring, evaluation, and providing feedback undermines intrinsic motiva-
tion if employees perceive control predominantly as a signal of distrust
and autonomy thwarting (Weibel 2007). Intrinsic motivation is strength-
ened, however, if the informative content of managerial control such as
the feedback component and/or the supportive content of managerial
control such as employee development perspective prevail (see Section
6.5).

Falk and Kosfeld (2006) test the negative effect of managerial control in
a two-stage principal–agent game. The principal can choose whether he
wants to control the effort of his agent lightly, moderately, severely, or not
at all. Those principals who choose to trust, that is not to monitor their
agents at all, fare best. For example agents who are trusted show twice the
effort of agents who are lightly controlled. In an effort to understand the
underlying reason for the performance reduction the authors design two
games with different types of control: in the first case control is chosen
by the principal, in the second case control is exogenously given. As a
result agents reduce their efforts only in the first case, that is, they react
negatively to the controlling intention of the principal and not to control
per se.

The downside of the emphasis of a distrust-signaling managerial control
system is also vividly illustrated by Gittell’s research on American Airlines
(Gittell 2000a, 2000b). American Airlines’ then-CEO Robert Crandall
insisted that delays come to his attention and get assigned to individuals
and departments, so they would be accountable for their results and,
moreover, would compete with each other to avoid creating problems.
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One field manager told Gittell that when a plane making a connection
was late, ‘Crandall wants to see the corpse.’ Thus the characteristics
of American Airlines control system were extensive monitoring, brief
feedback, and a focus on the ‘bad apples.’ The post-monitoring phase
consisted almost exclusively of sanctioning ‘the culprit.’ The result of
this approach was to create a culture of fear and infighting as people and
units tried to pin the blame for problems on others. As a consequence
performance faltered and pro-social motivation was greatly reduced.

6.5. Crowding-In of Intrinsic Motivation

Under certain conditions external interventions can enlarge intrinsic
motivation for an activity. External interventions have a positive impact
on intrinsic motivation if they are (a) targeted to create an intrinsically
rewarding job environment and/or (b) support employees’ feelings of
competence and relatedness.

6.5.1. Crowding-In by Job Design

Research in job characteristics theory shows that intrinsic motivation can
be enhanced through altering job characteristics along five dimensions
(Hackman and Oldham 1974, 1980). These are:

� variety (the degree to which a job requires the use of a number of
different skills and talents);

� identity (the degree to which the job requires completion of a ‘whole’
piece of work, or doing a task from beginning to end with a visible
outcome);

� significance (the degree to which the job has a substantial impact on
the lives of other people);

� autonomy (the degree to which the job provides substantial freedom);
and

� feedback (the degree to which the job provides clear information
about performance levels).

Such an intrinsically involving job is shown to augment intrinsic moti-
vation (Gagne, Senecal, and Koestner 1997), contextual performance
(Podsakoff et al. 2000), and cooperative learning (Janz and Prasarn-
phanich 2003).
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Finally Brickner, Harkins, and Ostrom (1986) show that an intrinsically
motivating job reduces free riding and thus is instrumental in helping to
overcome the social dilemma of knowledge management.

6.5.2. Crowding-In by Setting Incentives

Frey and Osterloh (2002) propose that incentives can crowd-in intrinsic
motivation either (a) in a situation where incentives induce individuals
to try new tasks whereby they might develop a taste for these tasks and/or
(b) if these incentives signal support, generosity, and high esteem for the
individual. Evidence for both types of crowding-in situation is rare.

Charness and Gneezy (2006) conducted a field experiment on the effect
of incentives on physical exercise and thereby provide evidence on how
incentives can help do develop a new taste. One group of participants is
offered $125 under the condition that they would visit the gym once a
week for five weeks. This intervention leads to an attendance level that is
twice as high as the level when people have not been paid. In addition
attendance level remains high even after the end of the intervention.
However, the effect only holds for those participants who had not been
regular attendees to the gym. These are presumably those individuals who
did not enjoy exercising before the intervention but developed a taste for
it while being paid to do it for some time.

Two studies show that non-controlling generosity-signaling incentives
can foster intrinsic motivation. Experiments show that if labor contracts
are regarded primarily as a ‘gift exchange’ (Akerlof 1982) rather than
as a disciplining tool, then employees exert more effort. In a telling
experiment, two different settings were compared (Irlenbusch and Sliwka
2003). In the first setting, the ‘principals’ offered a fixed amount of money
and the ‘agents’ chose an effort level. In the second setting, the principals
had to make a choice between a fixed wage and an incentive scheme and
then the agents chose their effort level. Efforts were higher in the first
setting than in the case when piece rates were paid. Also, in the first
setting, agents mentioned the well-being of the principal significantly
more often than in the second setting. Autonomy, which was higher in
the first setting, was reduced in the second setting (Irlenbusch and Sliwka
2003). This provides a strong argument for fixed wages whenever intrinsic
motivation is crucial. Bard Kuvaas (2006) demonstrates in a field setting, a
knowledge-intensive industry, the positive effect of a generous fixed wage.
He shows a strong and positive effect of a generous fixed wage on work
performance. Furthermore this effect can be partially explained by the fact
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that a generous fixed wage has a positive effect on intrinsic motivation
and on affective commitment. Interestingly, bonus schemes (a mixture of
group and individual performance contingent pay) had no effects on the
work performance of the knowledge workers studied.

6.5.3. Crowding-In by Feedback

Managerial feedback supports intrinsic motivation if the informational
and supportive component of feedback is strengthened. Empirical support
to this proposition is, however, mixed.

In a meta-analysis, Kluger and DeNisi (1996) conclude that feedback
has on average a moderately positive effect on job outcomes. However,
more than 38 percent of the effects found in the literature were negative.
The authors conclude that only constructive feedback can have posi-
tive effects. Baron (1993) characterizes constructive feedback as feedback
that is specific in content, timely, delivered in an appropriate setting,
and not containing threats and attributions concerning causes of poor
performance. Oldham and Cummings (1996) find constructive feedback
particularly relevant for creativity: manufacturing employees produced
the most creative outcomes when they worked on complex, challenging
jobs and were provided positive and mainly informational feedback.

6.5.4. Crowding-In by Fair Processes

Fair processes are proposed to raise perceived social relatedness and
thereby to strengthen pro-social motivation (Tyler and Blader 2000,
2001). Empirical evidence shows that procedural fairness impacts the will-
ingness to contribute to common goods and to follow rules. This is true
even in situations that are not favorable to one’s own self-interest (Tyler
and Blader 2003). A first indication that procedural fairness also helps to
overcome social dilemmas in knowledge production is the study of Lin
(2007) who shows that procedural and distributive justice perceptions are
positively related to tacit knowledge-sharing behavior. The characteristics
that lead to perceived procedural fairness can be summarized as participa-
tion, neutrality, and being treated with dignity and respect.

Participation gives individuals a process control or the use of voice. It
has been found that the use of voice is not just dependent on controlling
outcomes; people value the mere opportunity of expressing their views
(Folger 1977). A precondition of neutrality is the belief of individuals that
decisions are made in an objective way and that rules forestall favoritism.
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In laboratory experiments, it was shown that sanctions that served the
punisher’s self-interests crowded out cooperative behavior, whereas sanc-
tions perceived as pro-socially motivated enhanced self-interests (Fehr
and Rockenbach 2003). It follows that persons, who lay down the rules
and regulations, should not be given an incentive to manipulate the
corresponding criteria in their own favor. Being treated with dignity and
respect has proved to be of high importance for organizational citizenship
behavior, including helping behavior, altruism, and extra role behavior
(Niehoff and Moorman 1993). Note that all three characteristics of pro-
cedural fairness (participation, neutrality, and being treated with dignity
and respect) are essentially unrelated to outcomes. Therefore, procedural
fairness is crucial in situations which might lead to unfortunate results
for the employees, for example, in conflict resolution or making decisions
concerning promotions.

6.5.5. Crowding-In by Communication

Communication, or other conditions reducing social distance between
persons, increases contribution in public good games (Dawes, van de
Kragt, and Orbell 1988). Communication has two important effects.

First, experiments show that most people, after some minutes of talk-
ing to each other, have higher expectations of the other’s cooperative
behavior. If they believe that others do not free ride, their willingness
to contribute increases (Fischbacher, Fehr, and Gächter 2001). This effect
is even stronger when communicating face to face than when commu-
nicating via the computer. Second, communication provides an oppor-
tunity to invite other individuals to cooperate. It has been shown that
being personally asked enhances contributions to collective goods greatly
(Meier 2006: 65).

The growing role that ‘communities of practice’ and ‘epistemic com-
munities’ play in knowledge-based industries underpins the significance
of personal contacts and communication (Lave and Wenger 1991). These
communities that are based on communication and personal contacts fos-
ter not only creativity but also social relatedness and identification within
the group. Also the literature on psychological contracts emphasizes that
relational contracts (including the necessity for interaction), long-time
frames, and many socio-emotional elements elicit greater commitment to
the firm than transactional contracts, short-time frames, and no socio-
emotional elements (Rousseau 1995).
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6.5.6. Crowding-In by Instructions

People seem to be inclined to do what they are asked to do, especially
when the request comes from someone who is perceived as a legitimate
authority. Instructions to cooperate in public good games raise the coop-
eration rate as much as 40 percent (Sally 1995). In real-life settings, it is
shown that people adhere to rules and accept the decisions of authorities
they believe to be legitimate, even if it is not in their own self-interest to
do so (Tyler 1990; Tyler and Huo 2002).

Unfortunately in the last decade, standard economics instructs people
to act otherwise (Osterloh and Frost 2007). As standard economics had
become dominant in social science, people overestimate the power of self-
interest to affect the behavior of others, even when their own behavior
was not primarily self-interested (Miller and Ratner 1998). As a result,
more people behave in a selfish way: economics have to some extent
become a self-fulfilling prophecy (Ferraro, Pfeffer, and Sutton 2005).
Management can stop this self-fulfilling prophecy by providing employ-
ees with information about existing social norms and social behavior in
their company and in their community.

6.5.7. Crowding-In by Framing

People are highly sensitive to signals about socially appropriate behavior.
This became evident in a public good game. Players were divided into
two groups. Each group played exactly the same game. The first group
was told they were going to play ‘the Wall Street Game.’ One third of
the group cooperated. The second group was told that they were playing
‘the Community Game.’ More than two thirds cooperated (Liberman,
Samuels, and Ross 2003).

A strong framing effect was also shown in a field study, with parents
being fined for picking up their children late from a childcare center.
The fine had an adverse effect: it led to a significantly lower level of
punctuality. When the fine was discontinued, punctuality remained at
the lower level (Gneezy and Rustichini 2000a). Fining switched the frame
from a ‘normative frame’ to a ‘gain frame’ (Lindenberg 2003). The fine
indicated that in the gain frame, it was socially acceptable that parents
arrive too late. A similar affect can be assumed with pay for performance.
It signals that doing one’s duty without extra pay is not socially appropri-
ate. This signal could become a self-fulfilling prophecy. Fixed pay, based
on fair overall procedural evaluations, avoids framing the teamwork into
the ‘Wall Street Game.’
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These results might be summarized in such a way that the less the situa-
tion approximates to a competitive market or to an iron cage bureaucracy,
the more enjoyment-based and pro-social intrinsic motivated behavior is
likely to be observed. Anthropological field studies also provide examples
for such changing behavior (Bowles 1998: 899). Although the empirical
evidence cited mostly shows this effect with physical work (because it is
easier to measure), there is no reason to suspect that with knowledge work
there would be different evidence. As a consequence, the conditions for
solving social dilemmas in explorative knowledge work are the better the
less transactional solutions to solve it are applied.

6.6. Conclusions

The ideas presented in this chapter are based on five ideas. First, coop-
eration in firms or in networks is undertaken to create synergies. All
such cooperation causes interdependencies between the contributing eco-
nomic actors. We, second, analyzed these interdependencies with the
theoretical framework provided by the social dilemma literature. We com-
pared the solutions to social dilemmas for exploitative and for explo-
rative knowledge work. Third, we introduced the idea that explorative
knowledge work differs from exploitative knowledge work mainly with
respect to cognitive distance or cognitive overlap. This difference is cru-
cial for the solutions that can be applied to overcome social dilemmas.
We showed that transactional solutions, based on extrinsic incentives,
cannot solve the social dilemma arising in explorative knowledge work
entirely. Fourth, we applied empirical evidence of social psychology and
psychological economics to show how this special kind of social dilemma
is to be solved by raising intrinsic motivation. Fifth, we showed that
there exist convincing proposals for organizational design to strengthen
intrinsic motivation. These proposals clash with conventional wisdom of
standard economics while they confer with the insights of psychological
economics.

As a next step the proposals to strengthen intrinsic motivation should
be tested empirically. The effect of intrinsic motivation and intrin-
sic incentives could be tested in the fields of the academic commons
(Hellstrom 2003), epistemic communities (Cowan, David, and Foray
2000), knowledge alliances (Weibel 2002), or the open source software
community (Osterloh and Rota 2007). Because of the inherent measure-
ment difficulties pertaining to explorative knowledge production a new
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research agenda is needed. We propose a triangulation of different meth-
ods, for example a combination of qualitative studies and quantitative
vignette surveys or field experiments combined with longitudinal survey
data.

To enhance productivity of knowledge work, in particular productiv-
ity of explorative knowledge, is the biggest challenge of the twenty-
first century. Peter Drucker (1999: 83) states that less than one fifth
of the workforce nowadays are blue-collar workers doing manual work,
while white-collar workers doing knowledge work make up two fifths of
the workforce. Yet, when it comes to our understanding of a knowledge
worker’s productivity, we are in the year 2000 roughly where we were in
the year 1900 in terms of productivity of the manual worker. If companies
could enhance productivity of knowledge workers in the twenty-first
century as much as they did of manual workers in the twentieth century,
the payoffs would be astronomical.
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7

Superordinate identity and knowledge
creation and transfer in organizations

Linda Argote and Aimée A. Kane

7.1. Introduction

Knowledge management has become increasingly important to organi-
zations. Advances in transportation, communication, and information
technologies have contributed to the rise of geographically distributed,
multiunit organizations. The creation and transfer of knowledge is crit-
ical to survival in competitive business environments (McGregor 2006;
Nussbaum 2006). Both knowledge creation and transfer bolster innova-
tion, which occurs when a firm or its units develop, implement, and
commercialize beneficial new ideas, processes, or products (Van De Ven
et al., 1999).

Although sparks may ignite into a luminescent innovation within
the confines of an organizational unit, they tend to smoulder without
the oxygenating force of diverse ideas and perspectives. Indeed scholars
have recognized that knowledge creation increases with the number of
possible ways of recombining and building on existing knowledge (Kogut
and Zander 1992; Nickerson and Zenger 2004; Schumpeter 1934). Knowl-
edge transfer across diverse units bolsters these recombinative possibil-
ities. Although units that learn from the experience of others (Huber
1991; Levitt and March 1988) are more likely to survive and are more
productive than their counterparts (Argote and Ingram 2000), knowledge
often remains obfuscated in its unit of origin and fails to transfer to other
units (Katz and Allen 1982; Rogers 2003).

There are memorable industrial examples of innovations that have
spent time in obscurity. Engineers in Sony’s tape recorder unit worked
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to develop a smaller version of a recorder sold in the late 1970s. Diffi-
culties in minimizing the Pressman, while preserving its recording func-
tion, halted the project at the prototype stage. Although the engineers
had created new knowledge in the form of a small, high-quality pro-
totype, it remained a silhouette of what it was to become until the
company’s cofounder and honorary chairman, Masara Ibuka, suggested
combining the prototype with the portable headphones under devel-
opment in another unit of Sony. Accounts suggest that psychological
barriers inhibited the transfer and recombination of the knowledge across
units that were ultimately responsible for creating the company’s flagship
product, the Walkman. According to chroniclers of the development of
the Walkman, a member of the tape recorder unit explained, ‘We’re not
very interested in what they do in the Headphone Division’ (Nayak and
Ketteringham 1986: 135).

In another example, salient national identities were blamed for hin-
dering the transfer and recombination of knowledge across globally dis-
tributed units of Airbus working in parallel on the development of the
A380, superjumbo jet (Clark 2007). When sections of the A380 built
in Germany arrived in France without the appropriate electrical wiring,
it became painfully apparent that the software used by the company’s
German site was incompatible with that used at the French location. This
major mistake delayed the A380 two years and cost about 5 billion euros
of profit. Louis Gallois, the chief executive of Airbus, was quoted in the
New York Times: ‘It is because of national pride that we have the problem
of the A380. . . . I don’t want to see any flags on slides, because when you
have a flag you have always an issue of national identity.’ Thus, Mr. Gallois
banned the use of national symbols on PowerPoint presentations because
they reinforced identity at the level of the country (France, Germany,
Great Britain, and Spain) rather than at the level of the overall firm
(Airbus).

In contrast to these examples, there are also cases when innovations
diffuse, knowledge transfers from innovators to recipients, and organi-
zations learn from the experience of others (Argote 1999; Rogers 2003;
Szulanski 2000). Several empirical field studies have shown that orga-
nizations can learn from the experience of other organizations (Argote,
Beckman, and Epple 1990). Organizational units have been found to
be affected by the experience of other units in the same franchise
(Darr, Argote, and Epple 1995), chain (Baum and Ingram 1998), or
federation (Ingram and Simons 2002). For example, Darr, Argote, and
Epple (1995) showed that knowledge of innovative processes was more
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likely to transfer across units owned by the same franchisee than across
units owned by different franchisees. Knott (2001) also demonstrated
the benefits of being part of a franchise for knowledge transfer and
innovation.

We contend that a certain type of relationship between units con-
tributes to the transfer of knowledge and innovations across them. This
relationship exists when the employees in the units share a sense of
belonging to a higher-order unit—a superordinate social identity. Con-
sistent with work in the social identity tradition (e.g., Brewer 2000, Gaert-
ner and Dovidio 2000), this collective identity derives from employees’
awareness that they belong to a superordinate group from which they
derive a portion of their own identity. This conceptualization differs
from research in the organizational identity tradition that conceptual-
ized organizational identity as those features of the organization that
are central, distinctive, and enduring (Albert and Whetten 1985). Thus,
while Albert and Whetten (1985) took a content-based approach to
defining identity, we take a relational approach. A superordinate social
identity is a psychological state that derives from members of multiple
units feeling a sense of belonging to or identification with a higher-
order organizational aggregate. When shared by organizational members,
a superordinate social identity provides a metaphorical kindling that
facilitates knowledge transfer and enables innovations to reach their
full potential. Thus, we see a superordinate identity as a governance
and coordination mechanism that influences the processes of knowledge
transfer and creation in organizations (Foss 2007; Foss and Michailova in
preparation).

The chapter is organized as follows. First, we discuss the concept of a
superordinate social identity and argue that it facilitates knowledge trans-
fer. Second, we present evidence from both the field and the laboratory
that a superordinate identity facilitates receptivity to innovations. Third,
we discuss how a superordinate social identity has the potential to lead
to the creation of new knowledge, in addition to facilitating knowledge
transfer. Fourth, we describe the conditions under which a superordinate
social identity is most likely to enhance knowledge transfer. Fifth, we
argue that promoting a superordinate identity across the units of an
organization is an effective strategy for increasing competitive advan-
tage. Sixth, we discuss how to build a superordinate identity in orga-
nizations. The chapter concludes with a discussion of promising future
research directions on superordinate identity and knowledge creation and
transfer.
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7.1.1. A Theory of Superordinate Social Identity
and Knowledge Transfer

Social identity can be defined as a sense of belonging to a social aggre-
gate, such as a group, organization, or association (Ashforth and Mael
1989; Tajfel and Turner 1979). Social identity consists of an individual’s
‘knowledge that he or she belongs to certain groups together with some
emotional and value significance to him [or her] of that group member-
ship’ (Tajfel 1972: 31). Researchers agree social identity has significant and
consistent effects on opinions, attitudes, and behaviors toward members
of one’s own group compared to other group members. For example, a
review of nearly one hundred empirical studies (Dasgupta 2004) confirms
earlier findings (Brewer 1979) that individuals view those with whom they
share a social identity more positively than those with whom they do not
share such an identity—as more valuable, trustworthy, honest, loyal, and
cooperative. There is considerable evidence of this ‘own-group’ favoritism
in behaviors ranging from the allocation of rewards (Brewer 1979) to
cooperation (Bartel 2001; Tyler and Blader 2000) from studies in both
laboratory and field settings (for a review, see Hewstone, Rubin, and Willis
2002).

Individuals have also been found to be more influenced by the opinions
of those with whom they share a social identity compared to those with
whom they do not share such an identity (for a review, see Wood 2000).
The consistent differences in evaluations of those with whom one shares
or does not share a social identity contribute to significant differences
in recipients’ willingness to consider knowledge, ideas, and innovations
from other sources. For example, the positive evaluation of those with
whom one shares a social identity is likely to increase receptivity to their
ideas.

Evidence from the attitude change literatures suggests that the social
identity of a source of a persuasive message affects the extent to which a
recipient thoroughly considers the source’s ideas (for related discussions,
see Fleming and Petty 2000; Van Knippenberg 1999). Individuals who
shared a social identity with the source of a message concerning an issue
relevant to them were more likely to be affected by the persuasiveness of
the argument and to adopt attitudes consistent with high- but not low-
quality messages (Mackie, Worth, and Asuncion 1990; Mackie, Gastardo-
Conaco, and Skelly 1992: study 1; Van Knippenberg and Wilke 1991). This
pattern of adoption provides evidence of thorough consideration of the
source’s ideas. In contrast, individuals who did not share a social identity
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with the source of a message were not affected by the persuasiveness
of the source’s arguments, which suggests a lack of consideration of the
source’s ideas. Additional evidence was found in arguments that recipients
generated in response to messages. Individuals generated more arguments
about a source’s persuasive message when they shared compared to when
they did not share a social identity with the source (Van Knippenberg and
Wilke 1991).

When the source and recipient do not share an identity, the recipient is
more likely to be threatened by new ideas or approaches proposed by the
source. This experience of threat can lead to a reduction in information
processing or a lack of thoughtful consideration of the sources’ ideas and
arguments (Staw, Sandelands, and Dutton 1981). Further, because indi-
viduals view others with whom they do not share an identity negatively,
individuals are likely to reject ideas proposed by a source with whom they
do not share an identity.

A common social identity could be created by dismantling subgroups
and merging them into a new group that performs a collective task
(Gaertner and Dovidio 2000; Sherif et al. 1961). For example, two product
development groups could be merged into one. This approach, how-
ever, may not be feasible in many organizational contexts where there
are geographic, strategic, or expertise-based reasons for keeping groups
separate. Firms operate establishments in different countries in order to
access markets, raw materials, and expertise around the world (‘A Survey
of Manufacturing: Meet the Global Factory’ 1998). It is not feasible to
dismantle these groups and merge them into one group. Furthermore,
doing so would reduce diversity of experience, perspectives, and ideas
that is valuable for innovation. In addition, the increased size of merged
groups would engender greater agency costs to monitor the performance
of group members (Alchian and Demsetz 1972; Holmstrom 1982).

Instead of merging groups, researchers have posited and shown that one
can create an overarching superordinate identity that encompasses exist-
ing groups and includes them in a higher-level categorization (Dovidio et
al. 2006; Gaertner et al. 2000; Gonzalez and Brown 2003). Separate groups
or units share a common social identity when their members derive
a sense of belonging or social identity from a common, superordinate
entity. Field research indicates that employees can develop a psychologi-
cal sense of belonging to a superordinate entity (the organization), even
though they are distributed across different groups because of geographic
distance (Hinds and Mortensen 2005), disciplinary expertise (Van der
Vegt and Bunderson 2005), or organizational functions (Sethi 2000). The
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Airbus mandate to purge national symbols from presentations represents
an effort by management to increase the psychological salience of mem-
ber’s sense of superordinate social identity with Airbus, while maintaining
the firm’s multiunit structure that is distributed across countries.

The strength of a superordinate identity describes the extent to which
employees in different subunits derive a psychological sense of belonging
to a superordinate group. The strength of superordinate identity is not
a discrete (yes, no) variable but rather a continuous variable that can
range from zero to very high. Because identity is something individuals
experience, it is generally measured through questionnaires (e.g., Doosje,
Ellemers, and Spears 1995; Gaertner et al. 1989; Mael and Ashforth
1992). A low level of social identity reflects members’ weak identification
with a superordinate entity, while a high level of superordinate iden-
tity reflects members’ strong identification. Identification with a super-
ordinate entity might also be measured by observing interactions and
counting the number of collective references to the superordinate identity
(we, us) relative to references to subunits (e.g., see Liang, Moreland, and
Argote 1995).

A strong superordinate identity is distinct from a strong, cohesive social
network. Whereas the former refers to employees’ psychological attach-
ment to a social aggregate, the latter refers to their sociological embed-
dedness in a web of interpersonal relationships. People psychologically
identify themselves and others as members of social aggregates, such
as departments, organizations, cities, and nations, based on a sense of
attachment rather than as a result of interpersonal relationships. Simon
(1991) highlights the many levels at which this psychological mechanism
operates.

Although a strong superordinate identity may predispose members
to form interpersonal relationships on the basis of positive regard and
mutual trust, neither the formation nor the continuation of a superordi-
nate social identity depends on interpersonal relationships. For example,
members of geographically distributed groups with few or no ties linking
them can develop a strong superordinate identity with the organization
(e.g., Hinds and Mortensen 2005). Moreover, because the likelihood that
a set of employees forms a cohesive social network characterized by many
third party ties decreases as a function of the size of the set (Reagans
and McEvily 2003), superordinate identities that span work groups, units,
and divisions are not likely to be characterized by cohesive social net-
works. Thus, our theory complements previous theories highlighting the
importance of social network connections and social network structures
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to knowledge sharing (e.g., Hansen 1999; Reagans and McEvily 2003) by
offering a distinct social facilitator—superordinate social identity—that
impacts knowledge transfer.

We predict that a superordinate social identity renders organizational
units more receptive to knowledge generated by other units with whom
they share the identity. Thus, we argue that knowledge transfer is likely
to be greater across units that share a superordinate identity than across
units not part of such a superordinate relationship. We are not predict-
ing that recipients blindly adopt knowledge from sources with whom
they share a superordinate identity but rather predicting that recipients
thoughtfully consider knowledge from sources with whom they share an
identity. If recipients perceive the knowledge as likely to improve their
outcomes, they will adopt it. Conversely, if recipients do not perceive the
knowledge as beneficial, they will not adopt it. By contrast, recipients are
more likely to reject knowledge from sources with whom they do not
share a superordinate identity, without full consideration of the sources’
knowledge. Thus, recipients are likely to reject knowledge, even knowl-
edge that would have improved their performance, if the knowledge were
contributed by a source with whom they did not share an identity. We
now turn to a discussion of evidence from the field and the labora-
tory on the contribution of a superordinate social identity to knowledge
transfer.

7.2. Evidence from the Field and Laboratory

Evidence from the field suggests that a superordinate social identity
increases receptivity to innovations. The innovation that we study is a
fuel, cellulosic ethanol, that is produced biologically from sugars found
in the earth’s most abundant carbohydrate—biomass (i.e., switch grass,
hybrid trees, and agricultural wastes). Although the fuel is still in devel-
opment, cellulosic ethanol is fairly well understood because it is similar
to the more expensive ethanol, currently produced in the United States
from corn and in Brazil from sugarcane. Cellulosic ethanol is known
to be superior to gasoline in terms of carbon emissions, sustainability,
life-cycle environmental impact, and energy security (MacLean et al.
2000) and is functionally comparable to gasoline in terms of energy
density, octane value, and compatibility with vehicle engines (Bailey
1996). With increasing concerns about carbon emissions, environmental
sustainability, energy security, fuel costs, and the supply of petroleum,
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cellulosic ethanol seems to warrant greater consideration as an alternative
fuel.

Consideration of cellulosic ethanol by firms in the fuel and automobile
industries appears related to the extent to which the firms see themselves
as belonging to a superordinate category. For example, employees of oil
companies could see their firms as producing oil or they could see them-
selves as producing fuel. The former firm would not share a superordinate
identity with producers of other types of fuel, while the latter would.
Similarly, employees of automotive firms could see themselves primarily
as producers of gasoline-powered cars and trucks or as producers of cars
and trucks powered by any fuel. Again the former firm would not share a
superordinate identity with producers of cars and trucks powered by fuels
other than gasoline, while the latter firm would.

We explored the relationship between superordinate social identity and
the anticipated adoption of ethanol in interviews with 10 employees who
were based at 3 fuel and 2 automobile firms. The interviews were part of
a larger study investigating facilitators and obstacles to the introduction
of cellulosic ethanol as an alternative fuel for the motor vehicle fleet of
automobiles and light trucks in the United States. To assess the strength
of superordinate social identity, we asked informants from fuel firms to
assess on a five-point scale the extent to which they saw themselves as
belonging to either a subgroup of producers of petroleum or a superor-
dinate group of producers of fuel. Similarly, we asked informants from
automotive firms to report the extent to which they belonged to either a
subgroup that produced gasoline-powered cars and trucks or a superordi-
nate group that produced cars and trucks regardless of fuel. We examined
how responses to this question related to responses to another question,
also measured on a five-point scale, about the likelihood that their firm
would produce ethanol (or cars and trucks that run on ethanol) in three
years.

We found an association between the strength of respondent’s superor-
dinate identities and the likelihood they reported that their firms would
introduce ethanol within a three-year period. More specifically, we exam-
ined participants’ responses about whether their organization was likely
to start producing ethanol (or cars and trucks that run on ethanol) as a
function of their company type (fuel vs. automotive) and the extent to
which they saw themselves as belonging to a superordinate group. The
relationship between the strength of superordinate identification and the
expectation of adopting ethanol was positive and significant (B = .86),
(SE = .20), and (p < .05). Company type was not significant. Automotive
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manufacturers who saw themselves as belonging to a superordinate group
that produced cars and trucks regardless of fuel were more likely to report
that they would produce cars and trucks that run on ethanol in the next
three years than manufacturers reporting that they saw themselves as
belonging to a group that produced gasoline-powered cars and trucks.
Similarly, energy firms whose members reported that they belonged to a
superordinate group of firms that produced fuel were more likely to report
that they would produce cellulosic ethanol in the future than firms that
saw themselves as belonging to a group that produced petroleum.

Although these data suggest an association between a superordinate
identity and receptivity to new ideas and innovations, the data are
exploratory. They do not permit us to establish causality or to examine
whether superordinate identity affects the actual adoption of innovation.
To overcome these limitations and to examine whether a superordinate
social identity improves receptivity to innovations from other groups,
we brought the phenomenon of knowledge transfer into the controlled
setting of the laboratory (Kane, Argote, and Levine 2005). We created
an opportunity for the transfer of task-relevant knowledge from a source
to a recipient group via personnel rotation and varied whether the work
groups shared a superordinate social identity. Participants were randomly
assigned to condition, which removed the possibility that they selected
into the condition they preferred.

Using perceptual, linguistic, and common fate manipulations from
previous research (Gaertner and Dovidio 2000), we induced participants
to think of themselves as belonging to either a larger group composed
of two work groups (superordinate identity) or one of two work groups
(no superordinate identity). We separated the work groups and trained
them to assemble products using slightly different production routines.
Midway through production, one member from each work group rotated
into the other group for the remainder of the study. Work groups were
not aware that they possessed knowledge of different production routines
until the rotating member began working in their group’s assembly line.
The group’s production output and conversations during the subsequent
production trials provided objective, behavioral measures of the extent to
which recipient groups considered and adopted the rotator’s production
routine.

In the Kane, Argote, and Levine (2005) study, we systematically varied
the quality of a rotating member’s knowledge to be either superior or infe-
rior to that of the recipient group so that we could differentiate between
blind acceptance/rejection of the rotator’s knowledge and thorough
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consideration of his or her knowledge. Adoption patterns characterized by
greater adoption of higher compared to lower quality knowledge would
indicate consideration of the innovation. By contrast, adoption patterns
not affected by the quality of the innovation would indicate a lack of
consideration.

As we predicted, recipient groups were more likely to adopt the rotator’s
production routine when both groups shared a superordinate identity
compared to when they did not. Recipient groups were also more likely
to adopt a rotator’s routine when it was superior rather than inferior to
their own. The interaction we predicted between superordinate identity
and knowledge quality was also significant. Groups that shared a superor-
dinate identity with the rotating member were more likely to adopt the
rotator’s routine when it was superior rather than inferior to their own.
By contrast, groups that did not share a superordinate identity with the
rotating member were not likely to adopt the rotator’s routine, regardless
of its quality. Results from mediation analyses also indicated that the
reported strength of superordinate identity accounted for the effect of the
manipulations on knowledge transfer.

Building on this work, Kane (2005) proposed that superordinate social
identity impacts transfer through the extent that recipients consider a
source’s knowledge. To test this proposition and further investigate the
effect of superordinate social identity on receptivity and adoption of
knowledge, the study examined whether knowledge demonstrability, or
the extent that the merits of knowledge are recognizable, affects its adop-
tion. Social psychological research on task and solution demonstrability
(Laughlin 1980; Laughlin and Ellis 1986) suggests that distinct forms
of knowledge can be similar in their positive effect on performance;
yet, they can be quite different in terms of how much consideration
is needed to recognize those merits. Because demonstrability affects the
degree to which thorough consideration is needed to recognize the merits
of knowledge and superordinate social identity is expected to increase
knowledge consideration, a superordinate social identity was expected to
be a more important predictor of knowledge adoption when knowledge
was less rather than more demonstrable.

The data from this study provide additional support for our the-
ory of superordinate social identity and knowledge transfer. Process
data obtained from coding recipient groups’ conversations support the
superordinate social identity increases knowledge consideration hypoth-
esis. Moreover, behavioral evidence confirms the predicted interaction
between superordinate social identity and knowledge demonstrability:
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superordinate identity was a more important predictor of knowledge
adoption when knowledge was less rather than more demonstrable.
When knowledge demonstrability was low, recipient groups that shared
a superordinate identity with the rotating member were more likely
to adopt the rotator’s routine than were recipient groups that did not
share such an identity with the rotator. By contrast, when knowledge
demonstrability was high, recipient groups that shared a superordinate
identity with the rotator were as likely to adopt the rotator’s routine as
were recipient groups that did not share such an identity with the
rotator.

Data from these studies indicate that superordinate social identity
promotes consideration of knowledge, ideas, and innovations from oth-
ers within the superordinate boundary. A superordinate identity does
not lead group members to blindly adopt knowledge from groups with
whom they share an identity. Rather it leads to thoughtful consid-
eration of knowledge and adoption of performance-enhancing ideas.
This consideration is especially valuable when knowledge is not easily
demonstrable.

7.3. A Superordinate Identity and Knowledge Creation

The process of transferring knowledge across organizational units can lead
to knowledge being transformed (Carlile 2004; Leonard-Barton 1995).
Thus, new knowledge can be created through attempts to transfer knowl-
edge across units. Because units that are embedded in a superordinate
relationship are exposed to more knowledge, they have more oppor-
tunities to combine knowledge in new ways than their independent
counterparts. Further, because units that are involved in a superordi-
nate relationship consider knowledge thoroughly, they are more adept
at developing new knowledge than units lacking such a relationship.
Thus, we argue that a superordinate social identity leads to more knowl-
edge creation among units sharing the relationship. The diversity of
groups within the superordinate category affects the range of knowledge
that members are exposed to and the likelihood of knowledge transfer
(Reagans and McEvily 2003). Increases in the diversity and inclusive-
ness of the set of subgroups constituting the superordinate group are
likely to be associated with exposure to a larger and more diverse set
of innovations. Knott’s results (2001) are consistent with our theory:
units that departed from a franchise were less innovative than those that

176



Superordinate identity and knowledge creation

remained and therefore had access to larger and more diverse pools of
knowledge.

Could a shared superordinate identity among subgroups combined with
subgroup diversity facilitate the generation of new innovations? There
is some evidence suggestive of the effects of shared relationships on
creativity. Pairs of individuals who shared a more inclusive relational
category were more likely to build on and refine one another’s ideas
in Hollywood pitch meetings than were pairs who were separated by
differentiating relational categories (Elsbach and Kramer 2003). A survey
of managers of cross-functional product development teams revealed a
positive association between team-level identity and the performance
of the team’s new products, suggesting that superordinate social iden-
tity facilitates the creation of knowledge across members with different
functional expertise (Sethi 2000). Research on minority dissent in groups
indicates that exposure to diverse ideas also stimulates more divergent and
creative thinking in groups (Nemeth 1992). A similar process may occur in
subgroups that share a superordinate relationship with other subgroups.
Along related lines, field research indicates that a team-level superordinate
social identity is associated with spontaneous communication (Hinds
and Mortensen 2005) and team learning behaviors, such as challenging
members’ ideas and perspectives (Van der Vegt and Bunderson 2005).
Thus, the theory and evidence suggest that superordinate social iden-
tity may spark behavioral, as well as cognitive, facilitators of knowledge
creation.

7.4. Conditions under which a Superordinate Identity
Enhances Knowledge Creation and Transfer

When is a superordinate identity most likely to increase knowledge cre-
ation and transfer? We use the Argote, McEvily, and Reagans (2003)
framework to illustrate how characteristics of knowledge, characteristics
of the context, and characteristics of units in a superordinate relationship
can affect the extent to which a shared superordinate identity promotes
knowledge creation and transfer in firms. As noted previously, Kane
(2005) demonstrated that a superordinate social identity was more ben-
eficial for transferring knowledge that is low in demonstrability than for
transferring knowledge that is high in demonstrability. Knowledge that is
low in demonstrability requires more consideration to recognize its merits
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than easier-to-recognize, more demonstrable knowledge. For similar rea-
sons, the transfer of knowledge that is tacit (Nonaka 1991; Polyani 1966),
complex (Galbraith 1990), or causally ambiguous (Szulanski 1996) is more
likely to benefit from a shared superordinate relationship than knowledge
that is explicit, simple, or easily understood.

Characteristics of the context in which groups are embedded are also
likely to moderate the relationship between a superordinate identity and
knowledge transfer. One important contextual characteristic is the extent
to which groups are geographically distributed. A superordinate identity
may be especially valuable when groups are geographically dispersed.
For example, Hinds and Mortensen (2005) compared geographically col-
located and distributed groups in a multinational firm. The researchers
found that conflict was greater in distributed than in collocated groups
and further that a shared identity moderated the effect of location on
interpersonal conflict. The relationship between geographical distance
and conflict was weaker when group members shared an identity. Building
on this work, we predict an interaction between geographic distance and
superordinate identity in promoting knowledge transfer: a strong super-
ordinate identity will mitigate the negative effect of geographic distance
on knowledge transfer. A superordinate identity is likely to be especially
important in multinational firms where units are geographically distrib-
uted around the globe.

Characteristics of the units involved in the superordinate relation-
ship may also moderate the relationship between superordinate iden-
tity and knowledge transfer. For example, the diversity of participants
in the relationship is likely to be an important predictor of its value.
Although diverse groups benefit from more information and a greater
number of perspectives than their more homogeneous counterparts,
diverse groups also generally have more conflict and more trouble com-
municating than groups composed of similar members (Williams and
O’Reilly 1998). A superordinate identity can help groups overcome the
costs of diversity while realizing its benefits. Van der Vegt and Bunderson
(2005) found that when collective team identification was stronger, exper-
tise diversity contributed positively to team learning and performance
while when collective identification was weaker, diversity was negatively
related to learning and performance. The greater consideration afforded
members in the superordinate category may help groups realize the
informational benefits of diversity while overcoming the communica-
tion difficulties associated with it. Thus, we expect that diversity and
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superordinate identity will interact to predict knowledge creation and
transfer. Diversity will be more positively related to knowledge creation
and transfer when superordinate identity is stronger than when it is
weaker.

7.5. Superordinate Identity and Competitive Advantage

Researchers have argued that the ability to create and transfer knowledge
is a source of competitive advance for firms (Spender and Grant 1996;
Teece, Pisano, and Shuen 1997). In this chapter, we have shown that a
shared superordinate identity promotes knowledge creation and transfer.
In this section, we argue that a superordinate identity can contribute to
competitive advantage in firms. Our arguments, which are based on a
relational view of identity, complement Fiol’s focus on the content of
identity as a source of competitive advantage (e.g., see Fiol 2001).

Promoting the internal transfer of knowledge while minimizing its
external transfer, or spillover, to competitors is central to competitive
advantage. Strategies that promote the transfer of knowledge within the
firm can also make it easier for knowledge to transfer or spillover to com-
petitors. For example, embedding knowledge in technology is effective
for increasing internal knowledge transfer (Zander and Kogut 1995). Yet
knowledge embedded in technology leaks out very quickly to other firms
(Mansfield 1985).

Argote and Ingram (2000) developed a theory that predicts how organi-
zations can manage this tension of promoting internal knowledge transfer
while minimizing external knowledge spillover. Their theory builds on a
theoretical framework of knowledge reservoirs or repositories developed
in McGrath and Argote (2001). According to the framework, knowledge
is embedded in an organization’s members, tools, and tasks and the
networks formed by crossing members, tools, and tasks. For example,
knowledge can be embedded in the organization’s social or member–
member network. Knowledge can also be embedded in the member–task
(who performs which task) or the member–tool (who uses which tool)
network. These latter networks comprise the organization’s transactive
memory network (Brandon and Hollingshead 1999; Lewis et al. 2007;
Liang, Moreland, and Argote 1995; Wegner 1986). Finally knowledge can
also be embedded in the task–tool (which tasks are performed with which
tools), and the member–task–tool networks (who performs which tasks
with which tools).
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Knowledge transfer occurs through modifying or moving the basic
organizational components of members, tasks, and tools and the networks
formed by crossing them. For example, knowledge transfer can occur by
moving members from one group to another (Almeida and Kogut 1999;
Kane, Argote, and Levine 2005). Knowledge transfer can also occur by
embedding knowledge in task sequences or routines (Argote and Darr
2000; Winter and Szulanski 2001) or tools and technology (Zander and
Kogut 1995) and making the routines or tools available to other units.
Similarly, knowledge can be embedded in transactive memory networks
(Lewis, Lange, and Gillis 2005) and transferred to other contexts.

Argote and Ingram (2000) argued that it is more difficult to transfer
the networks to new contexts than to transfer the basic elements of
members, tools, and tasks. The networks have more components that
must fit the new context or be adapted to it in order for transfer to be
successful. For example, a division of labor developed in one context may
not fit another where members have different capabilities (Rao and Argote
2006). By contrast, knowledge embedded in tools transfers quickly to
other contexts (Mansfield 1985). Further, because of selection and training
processes within firms that increase member homogeneity (Jackson et al.
1991), it is easier to transfer the networks involving people successfully
within than between organizations. In addition, the common language
and communication codes that develop within organizations (Weber and
Camerer 2003) make it easier to share knowledge within their bound-
aries rather than across organizations in market transactions (Monteverde
1995). Embedding knowledge in the networks involving people is an
effective strategy for promoting its internal transfer while minimizing its
external spillover.

A strong superordinate identity in organizations amplifies the speed and
success of transfer of knowledge through networks involving people. As
noted previously, when members share a superordinate social identity,
they are more receptive to knowledge contributed by a member of the
superordinate group. Thus, in organizations where a strong superordinate
identity exists, knowledge transfer through moving the networks involv-
ing people is likely to be more effective than in organizations that lack
a strong superordinate social identity. Further, the benefits of a strong
superordinate social identity are present only within the boundaries of
the superordinate category, which in this case is the organization. Thus, a
strong superordinate identity improves the speed and success of internal
knowledge transfer while having a negligible effect on or even decreasing
external knowledge spillover.
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7.6. Building a Superordinate Identity

Researchers debate individuals’ motivations for social identification
(Hewstone et al. 2002) and the conditions needed to create the experi-
ence of a shared superordinate identity. The debate hinges on whether
perceptual and linguistic cues are sufficient to create the perception of
shared identity or whether common fate or reward interdependence is
also needed (Gaertner and Insko 2000). Perceptual and linguistic cues
include whether units are given common (superordinate) or different
(subordinate) names, symbols, and artifacts. For example, in the Air-
bus example, Louis Gallois banned the use of national flags on Power-
Point presentations because they reinforced identity at the level of the
subgroup rather than the superordinate entity (Airbus). The experience
of common fate occurs when individuals feel that their outcomes are
related. The experience of common fate can be created by offering a
reward for performance that is distributed at the level of the superordinate
entity.

In the laboratory studies we reported here, we varied both percep-
tual/linguistic cues and common fate to create the experience of identity.
Participants in the superordinate identity condition were given a common
name, had nametags with the same color and symbol, and were seated
in an integrated fashion around the table for the introduction to the
experiment. In addition, the six participants in the superordinate identity
condition were informed that the best-performing group would win a
$60 prize. By contrast, participants in the subordinate identity condition
were given two different names and received nametags with two different
colors and symbols corresponding to their particular subgroup. The three
members of each subgroup sat on the same side of the table, opposite the
members of the other subgroup. Further, the prize was offered at the level
of the subgroup: Participants were told that the best-performing three-
member subgroup would win a $30 prize.

Choosing which of various governance mechanisms, such as identity to
build and to use involves assessing their relative costs and benefits. The
financial costs of creating an identity, through perceptual and linguistic
cues, such as names and symbols, are not great. The prize or reward given
to reinforce the identity through the experience of a common fate could
be modest. For example, an organization could give a bonus based on
how well the superordinate entity performed. There are also the costs
of managerial attention to use the names and symbols and disburse the
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rewards. On balance though, the direct costs of a creating a superordinate
identity are not great.

As reported here, the benefits of developing a superordinate identity for
promoting knowledge creation and transfer can be large. These benefits
accrue to units within the superordinate boundary. These benefits must be
weighed against a decrease in knowledge creation and transfer with units
not included within the superordinate boundary. Creating a superordi-
nate identity that includes one set of subunits may decrease knowledge
creation and transfer outside the superordinate boundary. Thus, it is
important to include the most critical knowledge transactions within the
superordinate boundary.

7.7. Future Directions

We have argued and presented evidence that sharing a superordinate
social identity leads to more thorough consideration of ideas. We have
also argued and shown in the laboratory that the benefits of sharing a
superordinate social identity are more pronounced when knowledge is
not demonstrable or easily recognized. A similar effect seems to occur
in the field. It was not easy to demonstrate the superiority of the alter-
native fuel, cellulosic ethanol, because its merits can be measured on
multiple dimensions whose value depends on a range of factors, including
market demand, governmental regulations, and international relations.
Organizations that saw themselves as belonging to a superordinate group
were more likely to consider adopting ethanol, an innovation low in
demonstrability.

Future work should consider how characteristics of knowledge, units
in the superordinate relationship, and their contexts either increase or
decrease the strength of the effects of sharing a superordinate social iden-
tity on the creation and transfer of knowledge. For example, characteris-
tics that might limit the importance of greater consideration afforded by
a strong superordinate identity on transfer of knowledge include inertia
and commitment to accepted and legitimate courses of action (Choi and
Levine 2004; DiMaggio and Powell 1983). Groups might reject promis-
ing innovations that have been afforded through consideration when
adopting them is outside of the group’s set of appropriate or legitimate
behaviors (Akerlof and Kranton 2000; Dutton and Dukerich 1991; Kogut
and Zander 1996). For example, Dutton and Dukerich (1991) documented
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that the New York Port Authority initially rejected potentially innovative
actions, such as providing social services, for dealing with the home-
less in their terminals because doing so was not considered appropriate
behavior.

Future work should also explore what leads to the experience of a strong
superordinate social identity and what determines the optimal size of a
superordinate entity. As noted previously, researchers debate the minimal
conditions necessary to create a sense of belonging to or identification
with a social entity (Gaertner and Insko 2000). Much of the current debate
centers around whether a sense of common fate, such as what is derived
from reward interdependence, is necessary to create a superordinate social
identity. As Brewer’s (1991) optimal distinctiveness theory illustrates, a
group’s viability as a source of social identity depends on it providing both
inclusiveness and exclusiveness. Thus, a superordinate group can become
too large and inclusive for it to be a viable source of social identity. Because
the optimal size and level of inclusiveness depends on the context and
group, future research is needed to understand the determinants of when
organizational groups of different sizes (e.g., business units, divisions,
organizations, and industry groups) provide a source of superordinate
social identity to their members.

An important issue for future research centers on whether superordi-
nate identity is a complement or substitute for other knowledge gover-
nance mechanisms such as organizational structures, reward systems, and
accounting systems. That is, does a superordinate identity amplify the
effect of other knowledge governance mechanisms or does it substitute for
those mechanisms? The question is complicated because identity can be
shaped by these other governance mechanisms. For example, rewarding
employees at the level of the overall organization increases the likelihood
that they identify with a superordinate entity—the organization.

We build on work by Gulati and Nickerson (in press) that differen-
tiates between the choice and effectiveness of governance mechanisms
in predicting whether they will be complements or substitutes. Con-
cerning choice of knowledge governance mechanisms, we predict that
a strong superordinate identity would serve as a substitute for mech-
anisms whose main function is monitoring (e.g., close supervision). A
strong superordinate identity motivates members to act in the interest of
the superordinate entity (Tyler and Blader 2000). Therefore, less moni-
toring is required in systems where superordinate identity is strong than
when it is weak.
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Concerning the effectiveness of knowledge governance mechanisms,
we predict that superordinate identity will generally function as a com-
plement. Because superordinate identity leads to greater consideration of
knowledge, it reinforces or complements governance mechanisms that
surface knowledge. For example, information brought to light through
an information or accounting system would get greater consideration
when superordinate identity was strong than when it was weak Fur-
ther research is needed to determine when a superordinate identity
is a complement or a substitute for various knowledge governance
mechanisms.

In sum, we have shown that a superordinate identity can increase
consideration of and receptivity to knowledge. We have argued that a
superordinate identity is likely to be a powerful mechanism for increas-
ing consideration of ideas from other groups within the superordinate
boundary. Thus, knowledge is more likely to transfer across groups that
share than across those that lack a superordinate identity. We have
highlighted how superordinate social identity, through promoting the
consideration of knowledge from others within the superordinate bound-
ary, can increase a firm’s recombinative and generative capabilities. Fur-
ther research on factors promoting the development of superordinate
identities in organizations as well as on the conditions under which
superordinate identities promote knowledge creation and transfer seems
worthwhile.
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Socialization tactics as a governance
mechanism in R&D collaborations

Kenneth Husted and Snejina Michailova

8.1. Introduction

Firms increasingly rely on knowledge acquired from other firms to
facilitate the development of their own knowledge and capabilities.
Engaging in interorganizational research and development (R&D) collab-
orations could be an efficient way for firms to get access to, and appro-
priate, knowledge that otherwise appears remote and arcane, and (Carson
et al. 2003; Cowan et al. 2006; Feller et al. 2006; Hagedoorn 2002; Oxley
and Sampson 2004) to build innovativeness from the absorption and
utilization of such external knowledge (Chesbrough 2003a, 2003b).

Employees in R&D collaborations are under pressure to be loyal and
committed simultaneously to their own organization and to the collabo-
ration. In other words, they experience dual allegiance which puts them
in a situation of constantly making decisions about what knowledge to
share, how much, with whom, and when, so that they are allegiant to
their own organization while, at the same time, playing a meaningful
role in, and adding value to, the collaboration.

In this chapter, we examine how managers in collaborating companies
can govern the individual employees’ knowledge-sharing decisions and
behavior in the collaborations in an efficient and cost-effective way.
Managers face a serious challenge: they want their companies to achieve
the intended benefits from the R&D collaboration without risking unin-
tended knowledge sharing that can potentially damage their companies’
competitive advantages and distinctive (or unique) knowledge stocks. We
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argue that socialization tactics are a highly efficient and relatively low-
cost mechanism for governing individual knowledge-sharing behavior.
In our framework socialization tactics are an informal intrafirm gov-
ernance mechanism that can be utilized to influence employees’ dual
allegiance, and, in this way, shape knowledge-sharing behaviors and firm-
level outcomes from interorganizational relationships. While this gover-
nance mechanism deserves attention in general, it is particularly relevant
to complex settings where it is very difficult and often impossible to codify
all important issues in formal contracts. As such, socialization tactics are
an attractive alternative to more resource-demanding governance mecha-
nisms.

Although knowledge sharing appears to receive an important empha-
sis in the literature dealing with R&D alliances, the microlevel/
behavioral foundation of knowledge sharing has not received much
detailed attention in the context of R&D collaborations. Since most
of the valuable knowledge resides with individuals, the actual individ-
ual knowledge-sharing behavior deserves in-depth understanding and
competent governance. While this is true in general, it holds even
more for knowledge-intensive settings and contexts like R&D collab-
orations: first, R&D-intensive environments are inherently uncertain
and complex (Fleming and Sorenson 2004), and second, much of the
value in R&D projects is not realized until the collaborative effort is
finalized.

We borrow insights from the socialization literature and apply them
to knowledge-sharing processes in R&D collaborations. R&D projects are
complex, dynamic, and often temporary. This implies that R&D collabora-
tors are constantly in the role of newcomers, that is, they are in the state
of being socialized into new assumptions, values, norms, and practices.
We assert, and argue more carefully below, that there are some conditions
in terms of socialization context, socialization content, and social aspects
of socialization that are more fertile than others for managing employees’
dual allegiance.

The reminder of this chapter is organized as follows: first we introduce
some of the core literature on R&D collaboration and knowledge sharing
in R&D alliances. We then develop a typology of R&D employees’ dual
allegiance along two dimensions—their loyalty to their own organization
and to the collaboration. This is followed by our theoretical proposition
development centered on the link between socialization tactics (context,
content, and social aspects), dual allegiance, knowledge-sharing behavior,
and firm-level outcomes from R&D collaboration. We conclude with
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a discussion of potential extensions of our research, implications, and
limitations.

8.2. R&D Collaborations and Why Firms Engage in Them

R&D collaborations1 are ‘specific sets of different modes of inter-firm col-
laboration where two or more firms, that remain independent economic
agents and organizations, share some of their R&D activities’ (Hagedoorn
2002: 478). The use of R&D collaboration has changed from being of
peripheral relevance to being fundamental to many firms’ R&D strat-
egy (Duysters, Kok, and Vaandrager 1999). Firms frequently collaborate
on R&D to create advantages that can help them outperform others
through risk and resource sharing, spreading development costs, learning
from partners (Huber 1991; Khanna, Gulati, and Nohria 1998; Lane and
Lubatkin 1998), shortening development times, and innovating (Powell,
Koput, and Smith-Doerr 1996). Other important factors are innovation-
based competition and the speed of technological change, combined with
increased globalization (Miotti and Sachwald 2003), larger than before
dependence on diversified knowledge bases (Granstrand et al. 1997),
multidisciplinarity in research (Nowotny, Gibbons, and Scott 2001), inno-
vation ability of networks (Powell, Koput, and Smith-Doerr 1996), and
open innovation (Chesbrough 2003a, 2003b). This has led to a significant
increase in the use of both formal (Hagedoorn 2002) and informal R&D
collaboration (Bouty 2000) by R&D-active firms of all sizes (Hagedoorn
2002).

The various motives for collaborating on R&D tend to be intertwined
(Hagedoorn 2002) and may change over time due to changes in the firm
itself, the environment, and/or the collaboration (Harrigan 1988). Part of
the economics literature, for instance, suggests that corporate motives for
participating in R&D collaboration are sharing of costs, seeking economy
of scale, and avoiding wasting resources on duplicating already achieved
results (Sakakibara 1997, 2003). Transaction cost influences the mode
of cooperation in terms of resource allocation to transaction-specific or
relation-specific assets, uncertainties about the character of the outcome,
and cost related to execution of the contractual agreement (Pisano 1991).
Transaction cost also includes the cost of monitoring and keeping parties
to the agreement. Collaborative research is also considered to be a useful

1 For the rest of the chapter, we use R&D ‘collaboration,’ ‘partnership,’ ‘alliance,’ ‘network,’
and ‘project’ interchangeably.
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cost-sharing strategy to deal with spillover from research (Stolpe 2002;
von Hippel 1987). R&D consortia with complementary knowledge bases
result in higher spillover rates among participants and more dedicated
resources allocation to learn from other members in the consortia (Sakak-
ibara 2003).

The cost rationale seems to be especially relevant in capital- and R&D-
intensive industries, where the cost from initiation until successful com-
mercialization of a single R&D project often is beyond the reach of a single
firm (Hagedoorn 2002). Clear definitions of responsibilities, objectives
and tasks of the participating partners, individually and for the collab-
oration as a whole, contribute to the success of the R&D partnership
(Davenport, Davies, and Grimes 1999; Mora-Valentin, Motoro-Sanchez,
and Guerras-Martin 2004). Firms try to assess the cost and benefits by
sharing knowledge in various ways. For instance, they may consider
whether the receiver can use the shared knowledge in an unrestricted
manner or the receiver will be restricted through agreements or simi-
lar instruments. Another consideration could be whether access to new
knowledge are public (e.g., through journals, patents, conference pre-
sentations) or private (e.g., through e-mail, telephone, or face-to-face
meetings) (Appleyard 1996).

From a resource-based point of view, access to external knowledge
is a central motive for participation in R&D consortia: particularly
risky and/or complex research will be conducted in collaboration, and
preferably among partners holding complementary (knowledge) resources
(Miotti and Sachwald 2003). Appropriability conditions in the specific
industry may influence firms’ general willingness to enter R&D collab-
orative projects and how these are governed. Firms in industries with
high spillover may see an opportunity for internalizing R&D externalities
by taking part in R&D collaborations (Sakakibara 2003). The heterogene-
ity in the participating firms’ capabilities fits well with the increasing
need in many industries for a multidisciplinary approach which spans
the boundaries between various distinctive scientific and technological
disciplines.

Yet another motive for participating in R&D partnerships is access to
markets and to public research funds (Davenport, Davies, and Grimes
1999). From a strategy perspective, collaborative research is used to deal
with high uncertainty about the relevance of the output for the participat-
ing firms (Hagedoorn 2002). Companies seeking knowledge advantages
rather than cost advantages from their participation in R&D collaboration
tend to invest dedicated resources (additionally to the resources allocated
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to activities in the R&D consortia) for accessing and capturing knowledge
from other consortia members (Sakakibara 1997). Knowledge advantage
seeking firms tend to find it easier to start R&D partnerships without
predefined and clearly specified goals than firms with dominant cost
motives (Sakakibara 1997).

8.3. Knowledge Sharing in R&D Alliances

The transformation of potential benefits into real ones relies on the ability
to share knowledge across organizational boundaries2 as well as internally
in the organization.3 In other words, knowledge sharing is an imperative
for gaining advantages from R&D collaborations (Bouty 2000). While
knowledge sharing is challenging to manage within a single firm, its
management across firm boundaries poses even bigger challenges. We
discuss these challenges at an organizational and individual level.

8.3.1. Organizational Issues

The nature of collaborative work is complex: two or more separate
organizations, with different, often competing expectations, objectives,
interests, and with their own way of doing things, face the challenge
of coordination across their own boundaries. When making strategic-
level decisions about collaborations, the collaborating firms not only need
to build consensus internally but also with their partners’ organizations
(Sampson 2005). These two types of consensus are not necessarily aligned
and this poses multiple challenges to the R&D alliance partners.

To start with, partner companies need to balance their desire to protect
the outcome of their internal knowledge production with the ambition to
access external knowledge through the collaboration (Oxley and Sampson
2004; Rappa and Debackere 1992). They also need to balance knowledge
sharing and knowledge expropriation (Heiman and Nickerson 2004).
Some studies emphasize the choice of appropriate governance structures
and organizational forms as a mechanism to promote knowledge shar-
ing while at the same time protecting against unintended knowledge

2 We do not engage in a discussion of types of boundaries. For such a discussion, please
refer to, amongst others, the Long Range Planning 2004 special issue (37) on boundaries and
innovation.

3 Cohen and Levinthal (1990: 131) observed that ‘(. . . ) an organization’s absorptive capac-
ity does not simply depend on the organization’s direct interface with the external environ-
ment. It also depends on transfers of knowledge across and within subunits.’
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spillover in alliances (e.g., Kale, Singh, and Perlmutter 2000; Mowery,
Oxley, and Silverman 1996; Pisano 1989; Sampson 2004). Other stud-
ies propose co-location of partners as a mean to facilitate knowledge
sharing (von Hippel 1994), and reducing the alliance scope as a way
to control the threat of knowledge leakage while engaging in knowl-
edge sharing in R&D cooperation (Oxley and Sampson 2004). Yet other
authors point out the role of trust as an effective means for coordinating
economic exchange, especially in asymmetric R&D collaborative projects
(e.g., Blomqvist et al. 2005; Carson et al. 2003; Duysters, Kok, and Vaan-
drager 1999; Forrest and Martin 1992; Jeffries and Reed 2000; Littler and
Leverick 1995; Whipple and Frankel 2000). Recently, the use of legal
clauses has been suggested as a governance mechanism in the initiation
of knowledge sharing in R&D relationships (Faems, Janssenns, and van
Looy 2007).

Since individuals on each side of the exchange are unlikely to possess
highly overlapping knowledge, the likelihood of spanning different bod-
ies of knowledge is high (Reagans and McEvily 2003). In this situation
successful knowledge sharing is dependent on individual knowledge-
sharing efforts and behavior (Reagans and McEvily 2003). Efficient knowl-
edge sharing involves complex social processes that demand collaborative
effort (Tsai 2002). Firms can increase their ability to capture knowledge in
return for shared knowledge or in accessing knowledge from their partners
in the R&D consortia by dedicating human resources to the task. By
appointing people to be ‘knowledge trackers’ within specific strategically
important areas, firms enhance their ability to internalize knowledge that
employees acquire intentionally, or stumble across, in their knowledge-
sharing activities (Appleyard 1996).

The difficulties of sharing idiosyncratic, context-bound knowledge
between partners in R&D projects are eased in cases where the partners
have overlapping knowledge bases (Hansen 2003), strong social relations
(Tsai 2002), past collaboration-based relations (Heide and Miner 1992),
information-processing abilities in terms of ‘reading’ their counterparts
(Carson et al. 2003), and trust (Gambetta 1988). The more complex the
knowledge, the more advantageous strong ties are for knowledge sharing
(Hansen 1999). Additionally, the organizational benefits from participat-
ing in R&D alliances tend to be distributed asymmetrically. The partners
may have different levels of absorptive capacity, and hence, different
abilities for assessing, assimilating, and applying knowledge generated
in the R&D network for their own ends. The partners may also differ
in terms of their integrative competences: some firms are better than
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others at combining new knowledge with existing knowledge resources in
a constructive and efficient way (Teece 2000). The firm’s network position
matters as well (Clarysse, Debackere, and Rappa 1996)—in R&D collabo-
rations the more centrally located parties usually get an earlier warning
of upcoming promising new results as compared to the more periphery-
located partners.

There are also flip sides of knowledge sharing in R&D alliances. The
knowledge shared among similarly minded units in well-established net-
works tends to be of narrower scope and variety (Hansen 2003; Uzzi
1997). Another potential negative effect of sharing knowledge across orga-
nizational boundaries is the possibility of increased competition among
participants. Also, cross-organizational knowledge sharing is marked by
different interpretations of the same idea, false starts, and disruptions
(Zellmer-Bruhn 2003). As a consequence, sharing across boundaries is
often resource demanding and dependent on iterations and patience. The
cost of establishing and maintaining a network needs to be considered
along with the positive effects of networks on knowledge sharing (Hansen
2003). Approximately 50 percent of all R&D alliances fail (Narula 2004)
as they are marked by difficulties in exercising control, by complexity of
joint activities, and by different preconditions and abilities to benefit from
the interaction. All these (and other) potentially negative consequences of
knowledge sharing increase the importance of examining specific mech-
anisms that can efficiently govern R&D workers’ individual behavior, so
that their firms can achieve the intended benefits from the collaboration
activities.

8.3.2. Individual Issues

At a fundamental level collaboration takes place through people, not
through institutions (Katz and Martin 1997). Much of the exchange of
resources across organizational boundaries is based on decisions by indi-
viduals (Bouty 2000). Some authors suggest that the individual decision
is based on a judgment of the value of the shared knowledge to the
organization (von Hippel 1987). Basing the decision about sharing knowl-
edge with an external person on a judgment of the economic interest
of the company does, however, not account for the inherent difficul-
ties of assessing the economic interest from using particular knowledge
(Rosenberg 1990). Additionally, it does not consider the possibility of
goal tensions/conflict between the company and the individual. Finally,
the exchange often takes place in informal networks (Kreiner and Schultz
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1993) where social norms and social relations play a major role in guid-
ing the individual decision about whether to share knowledge or not
(Bouty 2000).

Research analyzing knowledge sharing at the individual level has
mostly concentrated on the antecedents of individual knowledge-sharing
behavior (e.g., Ardichvili et al. 2003; Bartol and Srivastava 2002; Bock
et al. 2005, 2006; Burgess 2005; Cabrera et al. 2006; Chiu et al. 2006; Hsu
2006; Husted and Michailova 2002; Kankanhalli et al. 2005; King and
Marks, Jr, 2008; Ko et al. 2005; Kwok and Gao 2004, 2005–6; Lin 2007;
Osterloh and Frey 2000; Quigley et al. 2007; Wasko and Faraj 2005). Most
of these studies focus predominantly on what motivates people to share
knowledge and what are the outcomes of knowledge sharing. At the same
time, there is less of a nuanced examination of the mechanisms that gov-
ern individual knowledge-sharing behavior and how these mechanisms
interact with one another.

In general, individuals tend to be aware that the decisions they make
about sharing knowledge should not clash with the interests of their
company. In many settings, confidentiality agreements are used in con-
nection with the employment of individuals, and these agreements, nat-
urally, intensify the individuals’ attention to the issue. At the same time,
the agreements are often too general to be able to address all types of
confidentiality-related problems. The decision about sharing knowledge
with members of other organizations relies on multiple criteria (Bouty
2000). The first one is the individual’s judgment of the confidentiality of
the knowledge: if he or she believes it will harm the interest of the firm,
the knowledge will not be shared. The second criterion is the level of
acquaintance and direct competition with the partner who requests the
sharing of the knowledge. The third important consideration is that where
an individual is ready to exchange certain knowledge with a partner,
this does not necessarily mean he or she will do it. The final decision
usually depends on whether the interaction is perceived as fair and/or
profitable.

8.4. R&D Employees’ Dual Allegiance and Its Governance

Employees’ dual loyalty toward the company that employs them, on the
one hand, and to the partner organization(s), on the other hand, has
been studied in various contexts, for example union association (Gordon
and Ladd 1990), expatriation (Black and Gregersen 1992; Gregersen and
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Figure 8.1. Types of R&D employee allegiance

Black 1992), and profession (Husted 1998, 2002). A core common issue is
how employees deal with the objectives, norms, values, and regulations
of both the focal organization and another organization, such as union,
subsidiary, or, as in our case, an R&D collaboration.

The question of allegiance in our context is, in essence, to whom is
the R&D employee most committed—the company or the R&D collabora-
tion. Facing the challenge of ‘serving two masters,’ some R&D employees
may deliberately or unconsciously end up directing an asymmetrically
large level or their allegiance toward either the R&D collaboration or
their company. Both types of imbalance might have significant negative
impact on the company’s ability to manage strategically its participa-
tion in the R&D partnership. If R&D employees feel more loyal toward
the collaboration, they would be inclined to share more (intensively)
knowledge than would probably be in the company’s best interest. In
contrast, if R&D employees fail to engage in the R&D collaboration in a
constructive manner, their company will be prevented from accessing the
benefits the collaboration was intended to create access to. In Figure 8.1,
we present a matrix positioning R&D employees along two dimensions:
their allegiance to their own firm and to the R&D collaboration. Along
these dimensions we identify four types of R&D employees which we
label respectively ‘lone wolves,’ ‘company soldiers,’ ‘gone native,’ and
‘gatekeepers.’

8.4.1. Lone Wolves

Especially in knowledge-intensive professions one finds a relatively large
number of individuals who have a low level of genuine commitment to
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both the company employing them and the R&D project they take part in.
They perceive both their company employment and their participation in
R&D collaborations as enablers of their own individual career and their
performance in the wider professional community to which they belong.
Their personal objectives might be different from those of their firm and
the collaboration and in such cases they are focused on their own interests
and reputation in the broader professional circles.

As compared to the other three types of R&D individual collaborators,
Lone Wolves are more likely to reject requests for knowledge sharing.
Rejected requests for knowledge sharing are rather common in some
disciplines. A large survey among geneticists showed that in a period of
three years 47 percent of geneticists who made a request for additional
knowledge and input regarding a published research result were rejected
(Campbell et al. 2002). The withheld information concerned additional
information about laboratory techniques, findings not included, and
biomaterial mentioned in the publication (Campbell et al. 2002). It is
not surprising that especially very productive and more senior people
report that they have hidden knowledge from their colleagues. They
do so for several reasons. Their higher performance level means they
are more exposed to frequent requests which can really pose a burden.
Another reason is the effort involved in producing the requested knowl-
edge (Husted and Michailova 2002), and resistance toward providing this
in an easily-used form to others. In order to protect commercial interests
it is a rather widespread phenomenon to delay academic publication
until the relevant property rights are secured. Around one out of five
scientists in life science delay publication of research results for more than
six months primarily to protect commercial interests (Blumenthal et al.
1997).

Campbell et al. (2002) found that as a consequence of not receiving the
knowledge then requested, 28 percent of the rejected scientists reported
that they had failed to replicate the published result. This also had a
significant impact on the research agendas of the scientist making the
request, since approximately 20 percent of the rejected scientists reported
they were forced to change, or even abandon, an otherwise promising
line of research as a result of the unwillingness of another researcher
to share additional knowledge about published research results. In more
than 1/4 of the incidents studied, the refusal to respond to a request to
share information, research material, or data resulted in the termination
of the ongoing collaboration, and a refusal to share knowledge in the
future (Campbell et al. 2002).
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8.4.2. Company Soldiers

R&D workers with a strong sense of loyalty primarily to their own firm
often find it difficult, and even disturbing, to engage in external R&D col-
laborations. Even more so if the collaboration involves cross-institutional
and multidisciplinary work. When these individuals participate in R&D
alliances, they are, more than others, inclined to be particularly careful
not to hurt their company’s interest by sharing too much knowledge with
external participants. Also, being strongly attached to their own organiza-
tion, Company Soldiers might not be able to see exciting new opportunities
in the collaboration, many of which tend to emerge by chance rather
than by design. Their careful calculations about how new ideas and their
results can affect their company might prevent them from engaging in
exploration and effective knowledge sharing with the external partners in
the R&D alliance. Ironically, in this way Company Soldiers may act against
their organization’s interest.

8.4.3. Gone Natives

These R&D employees tend to be fully absorbed into the R&D collabora-
tion and tend to prioritize the objectives of the collaboration above the
interests and the objectives of their firm. They engage in too extensive
knowledge sharing, and invest time and effort in activities which might
further the objective of the collaboration at the cost of achieving the
objectives of the firm. Due to their dominant allegiance to the collabora-
tion, Gone Natives are most exposed to the risk of unintended knowledge
sharing with collaboration partners. In other words, their company would
associate them with elevated leakage concerns. These concerns are inten-
sified in the case of the collaborators being direct competitors because the
hazards of knowledge sharing are most salient in such a context (Oxley
and Sampson 2004). Foreign-based researchers are more inclined to ‘go
native’ due to the lack of physical proximity with their own organizations.
Having their company out of sight is also likely to result in having it out
of mind.

8.4.4. Gatekeepers

The behavior of knowledge workers tends to be strategic. They use the
credibility they gain through dissemination of results and other similar
sources to recruit and organize new allies in the pursuit of personal
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scientific objectives (Latour and Woolgar 1988). It is not unusual that
researchers are strategically selective about what data or/and results to
share with other researchers both inside and outside the organization as
well as when to share them (Eisenberg 1987). One aspect of this strategic
behavior is that researchers do not have any incentive to share more
knowledge in one publication than needed in order to get the result
published in the desired journal. Researchers can also hold back results
and information if they believe that this will put them in a better position
for winning the next scientific race they take part in. Finally, access to
resources also plays a role here. By holding back crucial information, for
example, about research methods and results individual researchers and
research groups may believe that they have a competitive advantage in the
competition for research resources. As observed by Stephan (1996: 1208),
in many instances agents can have their cake and eat it too, selectively
publishing research findings while monopolizing other elements with the
hope of realizing future returns.

The four types of allegiance pose different challenges to knowl-
edge governance. Even if Lone Wolves are consistently high performing
and excell in their individual careers, their low level of allegiance to both
the company and the collaboration tends to lessen the potential influ-
ence the firm has on them. Consequently, governance of strategic know-
ledge sharing on behalf of the company will also be limited in terms of
the effects it will have on the individual employee. In this case objec-
tives and priorities are often set by the professional community at large
through the definition of which problems are more important than oth-
ers, which contributions are more valuable than others, etc. Decisions
regarding which knowledge to share with whom and when would be
directed by individual self-interest and/or broader professional norms,
rather than by the firm’s strategic interests.

In the case of Company Soldiers, appropriate governance mechanisms
will be those that provide adequate instruments for protecting the inter-
ests of the firm. Such governance mechanisms may include providing
R&D workers with legal counseling and easy-to-use standardized nondis-
closure agreements or license agreements. Otherwise, Company Soldiers
will tend to choose a low-transaction cost mode of sharing knowledge.

R&D workers who conform with the pattern of Gone Natives invite a dif-
ferent way of governing their knowledge-sharing behavior. Because they
tend to identify strongly with the collaboration at the cost of subscribing
to the norms and values of their own organization, a company mentor
who would act as an anchor to keep the R&D participant attached to
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the company would be one possible efficient mechanism. Other pos-
sible mechanisms would be intensified communication channels with
the company and legal clauses and contracts. Also, it would be worth
considering engaging Gone Natives in alliances of a more narrow scope and
shorter time frame. Finally, since they are, like Lone Wolves, more likely to
leave the company, resocialization after the R&D project is finalized would
be a mechanism to consider.

As compared to the other categories, Gatekeepers’ dual focus makes them
least challenging in terms of governing their knowledge-sharing behavior.
This is because they are, as a rule, more capable of managing efficiently
the role conflicts and role ambiguity inherently associated with dual
allegiance. And yet, there can be challenges posed by this category when
role conflicts and role ambiguity are beyond the usually tolerable level.
Stricter coordination between the firm and the collaboration and more
explicit communication related to this coordination would be appropriate
mechanisms in this context.

Prior research has identified several organizational mechanisms to deal
with the issue of balancing knowledge sharing and knowledge leakage
in collaborations. Among those mechanisms are choosing an appropriate
governance structure (e.g., Kale, Singh, and Perlmutter 2000; Mowery,
Oxley, and Silverman 1996; Oxley 1997; Pisano 1989; Sampson 2004),
nurturing trust between partners (e.g., Bailey et al. 1998; Bruce et al.
1995; Carson et al. 2003; Duysters, Kok, and Vaandrager 1999; Forrest and
Martin 1992; Jeffries and Reed 2000; Littler and Leverick 1995; Whipple-
and Frankel 2000), and applying legal clauses (Faems, Janssenns, and van
Looy 2007). However, none of these studies have examined in detail the
individual knowledge-sharing behavior as being positioned between these
workers’ dual allegiance on the one hand and the firm-level outcomes
from the R&D partnership. We employ socialization theory to investigate
exactly this.

8.5. Governance of Knowledge-Sharing Behavior in R&D
Collaborations: Socialization Tactics

We now unfold our central argument, namely, that socialization tactics
can be employed as an efficient mechanism to govern R&D workers’ dual
allegiance. We start by briefly outlining the key arguments for the value
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of socialization of R&D workers, as they are proposed in the existing
literature.

8.5.1. The Importance of Socialization of R&D Workers

Socialization is a process through which newcomers learn the appropriate
behaviors to become effective members (Louis 1980). It focuses on how
new members learn the values, norms, beliefs, and behaviors of societies,
organizations, or groups (Schein 1988). Consequently, an important com-
ponent of the socialization process is learning what is ‘customary and
desirable’ (Van Maanen and Schein 1979: 212) in the new environment, as
well as what is not. The individual is faced with confusing environmental
cues that must be interpreted in order to make sense of the surroundings,
so he or she must engage in a process of social learning to determine
the expectations of others. In the literature, the six institutionalized
socialization tactics (collective < = > individual, formal < = > nonformal,
sequential < = > random, fixed < = > variable, serial < = > disjunctive,
investiture < = > divestiture) have been examined to study, among others,
information technology professionals’ role adjustment and organizational
attachment variables (King et al. 2005), the success of expatriates (Lueke
and Svyantek 2000), and the effectiveness of organizational socialization
(Anakwe and Greenhaus 1999). The common element in those contexts is
the need for adjustment to a new environment, which requires substantial
social learning.

Most collaborations begin through informal contact and exchange of
information (Kreiner and Schultz 1993), and these are used to identify
the potential of collaboration and to establish trust. Trust is an important
ingredient in interfirm collaboration in general (McEvily et al. 2003),
and in R&D collaborations in particular (Davenport, Davies, and Grimes
1999; Gulati and Singh 1998). An integrative aspect of organizational
trust is benevolence, that is, the extent to which one partner believes
that the other part will not deliberately behave in a way that harms the
interest of or otherwise damage the first part even if conditions change in
unanticipated directions (Zaheer et al. 1998).

Interfirm partnering is to some extent related to the firm’s past expe-
rience in partnering and collaboration. More experienced firms tend to
be better at judging with whom they should collaborate (Dyer and Singh
1998; Powell et al. 1996). They also appear to be more attractive to others,
partly due to the expectation that they are able to shape and design
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the partnership in a way that increases the mutual benefits (Lorenzoni
and Lipparini 1999). Their attractiveness tends to attract more desirable
partners (Powell et al. 1997).

An increasing share of the more critical areas of R&D are performed
outside the focal company’s home country (Birkinshaw 2002). Global-
ization of business requires the management of geographically and cul-
turally dispersed knowledge repositories and processes in an effective
manner (Simonin 1999). By collaborating internationally, firms get access
to country-specific advantages through their foreign partners’ embedded-
ness in their national innovation systems (Miotti and Sachwald 2003). It
seems that technological access counts as much as, or more than, market
access in deciding with whom to collaborate (Miotti and Sachwald 2003).

In strong, well-established networks, organizational as well as indi-
vidual behavior are guided by cooperative norms that define what is
considered appropriate and inappropriate behavior. Individuals are more
willing to put a serious effort into sharing knowledge with persons with
whom they have a close personal relationship (Reagans and McEvily
2003). Individuals share knowledge when this is considered a shared value
in the network, even if it is not in their short-term interest to do so (Uzzi
1997). Socially connected people tend to focus more on maintaining their
social relation by sharing the knowledge they have in common rather
than sharing knowledge they uniquely possess (Thomas-Hunt, Ogden,
and Neale 2003). People surrounded by a diverse network develop a
stronger ability to communicate their knowledge in different ways and
are, as a consequence, better at sharing their knowledge (Reagans and
McEvily 2003).

8.5.2. Socialization Tactics as a Governance Mechanism

The learning processes associated with socialization can be similarly
extended to R&D collaborations to explain the adjustment that occurs
upon entering into R&D collaborative ties (Black, Mendenhall, and
Oddou 1991). Entering an R&D collaboration, formal or informal,
requires individual adjustment to a new organizational context, with new
members coming together and working on a shared project. Immersion in
an unfamiliar environment, for example meeting new people, working on
the same project with members from other organizations or even direct
competitors, involves uncertainty concerning the role the individual is
expected to play (Black, Mendenhall, and Oddou 1991). Hence, the indi-
viduals who are involved must engage in a process of social learning to
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Figure 8.2. Research model

determine the expectations of both their own organization and the R&D
collaboration.

Knowledge-sharing behavior is highly embedded in the socialization
process. The way individuals interact and share knowledge with each
other varies when they engage in different socialization contexts, deal
with different socialization content, and establish a different sense of
identity and belonging in the new setting. We argue that socialization
tactics influences R&D employees’ dual allegiance, which, in turn, has
an impact on their individual knowledge-sharing behavior, and conse-
quently on firm-level outcomes. We develop propositions which focus
on the conditions under which the knowledge-sharing behavior of indi-
viduals will be aligned with their dual allegiance. We are not concerned
with the performance of the R&D collaboration, instead we focus on
what the company can do in order to deal with the dual allegiance of
its employees who participate in the collaboration so that the company
objectives are achieved. We explicate these relationships in the research
model in Figure 8.2.

We have argued that Gatekeepers pose least challenges in terms of
governance of their knowledge-sharing behavior. We therefore focus on
the other three types: Lone Wolves, Company Soldiers, and Gone Natives.
We develop our core ideas in more detail below, and propose how
context, content, and social aspects of socialization will influence R&D
collaborators’ dual allegiance and their individual knowledge-sharing
behavior.

8.6. Context of Knowledge Sharing in R&D Collaborations

The context of the socialization process can affect the learning outcomes
of individuals (Jones 1986; Van Maanen and Schein 1979). Whether
the socialization experience occurs in a collective or individual and in
a formal or nonformal context will influence the role orientation of
organizational entrants. A collective socialization tactic is one in which
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all organizational entrants face common learning experiences designed to
produce standardized responses to situations (Jones 1986). In contrast, an
individual context is one in which each entrant faces unique experiences,
allowing the individual to develop his or her own unique definitions
and responses. A formal context is one in which the individual receives
information and training about his or her role while being kept separate
from other organizational members (Jones 1986; Van Maanen and Schein
1979). A nonformal context, in which the individual enters the new
environment immediately, provides newcomers with great latitude to
make differentiated responses, and innovative responses are a likely result
(Jones 1986).

When considering the collective < = > individual context of knowledge
sharing in R&D collaborations, it is the individuals themselves who could
correctly determine how they are supposed to respond to situations and
exchange knowledge with others, according to their own unique knowl-
edge stock and definitions of what complementary knowledge other
members might possess from personal interaction. An individual context
which offers new entrants opportunities to have unique experiences with
each other, for example through coffee talk or after-hours socialization
events, will certainly provide them sufficient room to personalize the
collaborative ties, which could make the later actual R&D collaboration
on specific projects functional. On the contrary, a collective context,
which makes all new members face common learning experience regard-
less of their personal knowledge stock and learning needs, will be likely to
make the acquaintance of members in terms of personality, technological
background, potential to contribute knowledge etc. stop at the surface
level instead. Without a deep understanding of each other’s knowledge
background and strengths and weaknesses, and in what way the exchange
and initialization of knowledge will work out, the corporate benefits from
the participation in the R&D collaboration will be neutralized despite the
value of shared knowledge.

We relate the formal < = > nonformal context distinction to the issue
of formal contracting and informal cooperation between participating
organizations. However, the context of sharing knowledge does not nec-
essarily correspond to the organizational form of R&D collaborations.
Formal arrangements, such as introducing and transferring new members,
organizing welcome seminars, handing out information packs, explaining
the collaboration objectives, and conducting regular meetings may be all
present in an informal collaboration, while in formal R&D collaborations
new members may be immediately brought onto the functional task and
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left to pick everything up on their own. In relation to the corporate
benefits of the R&D collaboration that result from knowledge-sharing
behavior, a formal context seems to be more fertile than a nonformal
one. Although a nonformal context may stimulate one’s innovative ideas
after personal probing into the problems and situations (Jones 1986), it
may also divert the individual’s attention and focus from the primary
objective of her or his organization’s participation in the collaboration.
For example, knowledge that might be supposed to be shared and utilized
for a particular new product launch might actually not be shared and
utilized during the collaboration, due to which the losses may occur asso-
ciated with efforts of other functional areas like, for instance, marketing
research. By contrast, a formal context of knowledge sharing in R&D
collaborations could clearly bring all relevant people and the knowledge
they possess together to focus on a desirable, achievable, and purposeful
aim and fulfill the primary objective of the collaboration. It is also very
likely that some innovative ideas are generated as by-products during the
process—they are a bonus of R&D collaboration rather than an expense.
On the basis of the above observations we propose the following:

� Proposition 1a: Socialization which takes place in a collective and nonfor-
mal context is optimal for governing Lone Wolves’ dual allegiance and,
consequently, their individual knowledge-sharing behaviors.

� Proposition 1b: Socialization which takes place in an individual and for-
mal context is optimal for governing Gone Natives’ dual allegiance and,
consequently, their individual knowledge-sharing behaviors.

� Proposition 1c: Socialization which takes place in an individual and non-
formal context is optimal for governing Company Soldiers’ dual allegiance
and, consequently, their individual knowledge-sharing behaviors.

8.7. Content of Knowledge Sharing in R&D Collaborations

The socialization content concerns the information given to organi-
zational newcomers and determines the degree of ambiguity and task
conflict they perceive (McMillan and Lopez 2001). At the institutional
end of the continuum are sequential and fixed socialization tactics,
where organizational entrants are provided with information on the order
and timing of the socialization process (Griffin, Colella, and Goparaju
2000) or, more broadly, reward systems and career advancement in the
organization (McMillan and Lopez 2001). Random and variable tactics
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reside at the individualized end of the continuum and involve no pre-
set events or timings (Griffin, Colella, and Goparaju 2000; McMillan
and Lopez 2001). Thus, institutionalized content provides individuals
with greater certainty about the socialization process and the work
setting.

The content of knowledge sharing in R&D collaborations will have
different implications for the organizational benefits of the collaboration.
For example, sequential and fixed tactics give new entrants necessary
information in a systematic manner, which helps them establish a rel-
atively comprehensive overview of what is expected to happen and be
achieved in the collaboration in what period of time. This gives individ-
uals the sense of a high degree of control and they engage in knowledge
sharing in a purposeful way as the socialization process proceeds through
different stages. Having the necessary information on the socialization
process, on the work setting, and on the expected outcome of the col-
laboration, individuals can better gauge what knowledge he or she may
have to share, what knowledge needs to be acquired from others, and
what he or she and her or his organization could benefit from the sharing
process, and so forth. This will help achieve the objective of the focal
organization.

In contrast, if the socialization tactics is random and variable, it would
be difficult for individuals to determine what is going to take place and
what is expected as time goes on. They will also be uncertain about what
knowledge to share with collaborators and what knowledge to seek from
them in the socialization process. This is likely to result in a high level of
ambiguity: it will be hard to predict the expectations of other members
and of the organization if there is no concern with sequence of events
and timing. All in all, there is too much uncertainty associated with
random and variable tactics. Consequently, the R&D collaboration is not
well prepared due to the ambiguous perceptions of the individuals, and
the benefits from it will also be reduced. This logic leads to the following
proposition:

� Proposition 2a: Socialization which involves sequential and fixed content
is optimal for governing Lone Wolves’ and Gone Natives’ dual allegiance
and, consequently, their individual knowledge-sharing behaviors.

� Proposition 2b: Socialization which involves either random and fixed or
sequential and variable content is optimal for governing Company Sol-
diers’ dual allegiance and, consequently, their individual knowledge-sharing
behaviors.
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8.8. Social Aspects of Knowledge Sharing
in R&D Collaborations

The social (interpersonal) aspects are a third major element of the social-
ization environment for learning and comprise serial versus disjunctive
tactics and investiture versus divestiture tactics (Van Maanen and Schein
1979). Serial and investiture tactics have been found to significantly
increase the newcomer’s perception of fit with the organization (Cable
and Parsons 2001). In a serial experience, the individual is helped through
the socialization process by an experienced organizational member act-
ing as a mentor or role model (Griffin, Colella, and Goparaju 2000).
The presence of a supportive mentor will lead to individuals accepting
the definitions offered by the mentor. Observation and interaction with
coworkers and supervisors is a highly important learning source for new-
comers in terms of learning about their new roles, tasks, work groups,
and organizations (Ostroff and Kozlowski 1992). Absorptive capacity at
an organizational unit level has been found to be significantly related to
serial socialization tactics (Jansen et al. 2005). Experienced colleagues play
the most prominent role in predicting effective socialization as they rep-
resent an important source of information regarding job knowledge, the
group norms, the organizational culture, and role expectations (Anakwe
and Greenhaus 1999). Investiture reinforces the identity of the newcomer
(Griffin, Colella, and Goparaju 2000) and focuses on providing social
support (McMillan and Lopez 2001). In contrast, disjunctive tactics means
organizational entrants are left to form their own opinions and views of
the organization in the absence of a mentor or role model (McMillan
and Lopez 2001). Divestiture encourages the individual to adopt the
organizational identity over self-identity (Griffin, Colella, and Goparaju
2000).

The social aspects of socialization can be extended to the context of
R&D collaborations. Serial and investiture tactics in this case will most
likely be associated with the repeated collaborations between partici-
pating organizations. In repeated collaborations there is likely to be an
experienced member, who could guide new members from the same
organization on the subsequent collaboration in terms of getting to
know other new members, adapting to the new environment quickly,
providing existing information about the other party’s background, and
way of doing things, and, most importantly, about knowledge shar-
ing issues in the particular R&D collaboration. Besides, the experienced
coworkers from the other party could also help with general background

210



Socialization tactics as a governance mechanism

information, even if it might not be that specific and in the interest of the
organization which the new member comes from. Having a supportive
mentor who can help with various matters, new members could conve-
niently continue the virtuous cycle of previous collaborations and achieve
desirable performance. Obviously, disjunctive tactics without a role model
would make new members more likely to meet with difficulties, discom-
fort, and uncertainty when entering a new collaboration. This will reduce
the organizational benefits from eventual knowledge sharing.

A similar pattern holds true for the investiture < = > divestiture aspect.
Investiture tactics that reinforce the identity of newcomers over that
of the organization are beneficial for the newcomer establishing a clear
mission for the R&D collaboration. More specifically, emphasizing the
individual’s own identity is about personalizing the collaborative ties,
being clear about in whose interest he or she is working, what knowledge
he or she must (not) share with others, and what knowledge needs to
be acquired, for the good of her or his own knowledge gains, her or his
own organization, and the R&D collaboration. In other words, investiture
tactics provides a good way for individuals to reconcile and mediate the
interest of all parties involved in the collaboration, which would help
achieve optimal knowledge sharing and the organizational benefits from
the R&D collaboration. The divestiture tactics, in contrast, encourages
newcomers to adopt the R&D alliance identity over their self-identity
and their organizational identity, and so, it may reduce the individuals’
intrinsic motivation to perform. This may also produce inconsistency of
making efforts in knowledge sharing as the individuals seem to be tied up
too closely with the R&D collaboration so that they cannot make personal
adaptation when needed for the good of their company. Thus, we propose
the following:

� Proposition 3a: Socialization which involves serial and investiture social
aspects is optimal for governing Lone Wolves’ dual allegiance and, conse-
quently, their individual knowledge-sharing behaviors.

� Proposition 3b: Socialization which involves serial and investiture social
aspects is optimal for governing Gone Natives’ dual allegiance and, conse-
quently, their individual knowledge-sharing behaviors.

� Proposition 3c: Socialization which involves disjunctive and investiture
social aspects is optimal for governing Company Soldiers’ dual allegiance
and, consequently, their individual knowledge-sharing behaviors.

We summarize the theoretical propositions in Table 8.1.
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Table 8.1. Dual allegiance and socialization

Dual allegiance
Type

Socialization tactics
Context Content Social aspects

Lone Wolves Collective and nonformal Sequential and fixed Serial and investiture
Gone Native Individual and formal Serial and divestiture
Company Soldiers Individual and nonformal Random and fixed or Disjunctive and investiture

Sequential and variable

8.9. Conclusion, Implications, and Limitations

In this chapter, we have focused on socialization tactics as a mechanism
that can be used to govern R&D workers’ dual allegiance and, through
this, their knowledge-sharing behavior so that the company can harvest
the benefits from participating in a R&D collaboration. Our focus on
socialization tactics is sensible because R&D workers usually go through
intensive socialization when they engage in interfirm collaborations on
behalf of their organization. We argued that socialization tactics are a
desirable governance mechanism because it is cost-effective, and hence,
an attractive alternative to more resource-demanding governance mecha-
nisms.

We also developed a classification of four distinct types of R&D indi-
vidual collaborators’ dual allegiance. We argued that Lone Wolves, Gone
Natives, Company Soldiers, and Gatekeepers differ on several dimensions,
and hence, require different governance. We proposed that these differ-
ent types of allegiance predispose the employment of different context,
content, and social aspects of socialization.

The actions we suggest are observable and controllable and hence,
relatively easy to implement in order to accomplish the organizational
goals and how these can be achieved through influencing individual
knowledge-sharing behavior. It is not extremely demanding to design
a socialization context which, under particular circumstances, will be
more fertile than others. Socialization contexts can be either individual
or collective and either formal or nonformal and a combination of these
dichotomies. Obviously, different combinations will predispose differ-
ent ways for individuals to share knowledge. Knowing that the content
of socialization tactics stretches on a continuum between random and
sequential and between variable and fixed allows managers to design a
combination which will be more appropriate in relation to achieving the
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desired individual organizational behavior. Finally, there is a variety of
social aspects mangers can choose from, from serial to disjunctive and
from investiture to divestiture. Knowing their specificity is a necessary
condition for executives to make an informed decision about when to
design what social aspects so that the individual shares knowledge in an
aligned way with the organizational goals.

From the standpoint of future research, our study is, to a great extent,
a response to the call to investigate questions of governance choice
(Carson et al. 2003). Our chapter is an important step in this regard
and contributes to the growing literature on knowledge governance. A
promising avenue for future research is to analyze how socialization tac-
tics as a particular knowledge governance mechanism interacts with other
possible mechanisms. For instance, are socialization tactics a substitute
for formalized contracts which attempt to specify in detail issues related
to R&D employees’ participation in collaborations? Or are socialization
tactics a mechanism that is optimally employed along with written con-
tracts? Along the same line, and as outlined by Heiman and Nickerson
(2001), it is important to examine which governance alternatives become
more attractive under what conditions and what efforts are invested in
order to initiate and apply a particular mechanism. For instance, are there
any particular circumstances under which socialization tactics are more
attractive than other governance mechanisms?

The discussion above suggests that further work is necessary to link the
application of socialization tactics with certain organizational features.
For example, do socialization efforts and socialization knowledge benefit
all firms equally, or more so those firms that engage in R&D collaborations
more frequently? Additionally, one might expect that socialization would
play a more important role for firms involved in complex R&D alliances
as compared to more simple ones.

The ramifications of our study for management practice are that exec-
utives should try to eliminate undesirable spillover and/or leakage of
valuable knowledge while at the same time ensuring open knowledge
sharing to achieve the goals of the collaboration. The typology of R&D
collaborators we have developed can be used by managers to decide whom
to employ in what collaboration depending on the desired benefits from
these collaborations. If the nature of a collaboration invites unintended
knowledge sharing, it would be advisable to opt for Company Soldiers. If, in
contrast, the firm can foresee that it will benefit from intensive knowledge
sharing in the alliance, Gone Natives will be more suitable to be employed
to achieve this objective.
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Companies should keep a careful eye on the Gone Natives category.
Besides the specificities of this pattern already discussed, these are the
R&D employees who might have difficulties transferring back to the com-
pany the new knowledge they have acquired in the R&D project, and are
most likely to leave the company once the R&D project with which they
have identified strongly is finalized. From that perspective, the company
loses potentially relevant knowledge in the acquisition of which it has
invested by its very participation in the R&D project. Socialization tactics
can be highly efficient in governing the behavior of these employees.

Often companies participate in R&D alliances through teams of knowl-
edge workers rather than single individuals. Depending on the company
objectives, the company managers are advised to opt for teams that
involve employees belonging to different patterns of dual allegiance. It
would not be advisable, for instance, to have a team consisting of only
Gone Natives or of only Company Soldiers. Instead, a more balanced team
constitution should be considered which does not exclude the option of
a dominant pattern but is not exclusive to that pattern.

Although we have specifically focused on R&D collaborations, our argu-
ments apply to other types of knowledge-intensive interfirm ties between
independent firms. While our propositions apply to ‘pure’ R&D collabora-
tions, they also seem to be important to alliances that encompass broader
activities. This is so because the extent of knowledge sharing rises when
the collaboration scope is broader (Reuer, Zollo, and Singh 2002).

There are some important limitations in our study. First, we have not
discussed the issue of the location of R&D collaborators. R&D collabora-
tion participants would be governed differently depending on whether
they are located at their organization or at the R&D collaboration site. It
will be relatively easier for company executives to monitor and govern the
individual employees’ behavior and their socialization into new settings
(e.g., the R&D collaboration) if the individuals can be directly observed
and if face-to-face interaction within the company can frequently take
place.

Another limitation of our study is the lack of specification about
whether the R&D collaboration is relatively symmetric (in terms of the
size of the collaborating firms) or heavily asymmetric. Large firms will be
able to invest more resources in designing the appropriate socialization
tactics whereas smaller firms might not have the designated resources and
knowledge in relation to activating this mechanism. On the other hand,
a small firm might invest a more serious effort into ensuring that both
it gains the intended benefits and the collaboration works well simply
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because it is in a more vulnerable position—big firms will be more able to
identify alternative partners to collaborate with.
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9

Knowledge governance for open
innovation: evidence from an EU
R&D collaboration

Harry Scarbrough and Kenneth Amaeshi

9.1. Introduction

This chapter highlights a particularly challenging arena for knowledge
governance, by focusing on the governance issues associated with large-
scale programs of what has been termed ‘open innovation.’ As outlined
in more detail below, open innovation—also sometimes labeled synony-
mously as ‘networked’ or ‘distributed’ innovation—is an increasingly
important component of the wider patterns of innovation in advanced
economies. It can be seen in large part as a response to firms’ increasing
needs to draw on external sources of knowledge in order to remain com-
petitive in a global economy.

Issues of knowledge governance are at the heart of open innovation
inasmuch as such innovation is acutely dependent on the organization of
knowledge flows between and within firms. The ability of firms to acquire
externally sourced knowledge has been a major subject of academic
debate since the pioneering work of Cohen and Levinthal on ‘absorptive
capacity,’ and Von Hippel’s studies of user-driven innovation (Cohen and
Levinthal 1990; von Hippel 1988). However, the distinctive challenges
posed by an avowedly open approach to innovation processes are still
being digested by researchers. These challenges go some way beyond the
problem of absorbing knowledge. According to its proponents, open inno-
vation involves a qualitative shift in the way the firm creates, exploits, and
organizes knowledge. This has wide-ranging implications for the way the
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focal firm manages itself and its knowledge base. At the very least, open
innovation implies a reduced dependence on internal R&D functions and
a greater willingness to trade knowledge with external collaborators. More
broadly, though, the serious pursuit of open innovation is likely to extend
to radical changes in the structure and management practices of the firm
to foster greater interactivity with the expanding ecology of knowledge
providers.

It is not within the scope of this chapter to address all of the many chal-
lenges which open innovation creates for established governance arrange-
ments. Rather, our aim is to provide an initial exploration of some of these
challenges by analyzing a case study of a more open form of innovation.
This is an important but also especially complex case because it has to
do with MOZART,1 one of the major collaborative research programs
sponsored by the European Union (EU). This program represents a unique
institutional response to the needs of the aerospace industry in Europe,
reflecting not only the diverse needs of the participating companies but
also the strategic interests formulated by the EU as a political body. As
such it raises the challenges of knowledge governance to a new level,
since it encompasses not only questions of effective governance for an
innovation process, and the interfirm collaboration underpinning it, but
also the wider challenge of linking private enterprise with the strategic
objectives of multistate bodies.

The remainder of this chapter then proceeds as follows. We begin, in
the following section, by identifying the major governance challenges
arising from open innovation. This is followed by our case study of the
MOZART program, and subsequently our analysis of that case in terms of
the governance challenges highlighted previously. The chapter concludes
with a brief discussion of the implications of the case and an outline of
areas for further research in the future.

9.2. Context for the Study

At least since the 1980s (Pisano 2006), there has been a trend for firms to
pursue innovation through collaborations reaching beyond firm bound-
aries. Such collaborations range from greater reliance on external net-
works for accessing knowledge, through to formal alliances and joint
ventures. One of the principal motives for this trend is the need to

1 MOZART is a pseudonym, adopted here to protect confidentiality.
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access and integrate those distributed sources of knowledge which provide
the raw material for innovation processes (Gulati and Gargiulo 1999).
Most recently this increasing reliance on external collaborations has been
highlighted by Chesbrough’s notion of ‘open innovation.’ This is said
to describe a paradigm shift in how companies commercialize indus-
trial knowledge (Chesbrough 2003), and it is contrasted with the ‘closed
innovation’ model in which companies are largely self-reliant in their
innovation efforts. Chesbrough argues that a number of factors have
undermined the logic of closed innovation. These include the dispersion
of scientific and technological knowledge due to the mobility of highly
skilled workers; the growing presence of venture capital (VC) in funding
innovation; the increasing role of user groups; the role of universities and
technological service centers; and the shortening of technology life cycles.
These factors are seen as encouraging open innovation by placing much
greater emphasis on the acquisition of external knowledge, a greater role
for user groups, and a more collaborative approach to the management of
intellectual property.

As Chesbrough’s account indicates, the increasing importance of more
open forms of innovation encompasses a wide variety of interactions
between firms, suppliers, customers, and users. The particular focus of
our study, however, is upon the development of more open approaches
to the R&D component of the innovation process. The drivers for such
R&D-centered collaborations have been widely discussed in the literature
(Hagedoorn 2002). They are seen as enabling the exchange of knowledge
and competencies (Borgatti and Cross 2003), so as to accelerate inno-
vation processes, reap economies of scale in R&D, share risks and costs
(Nakamura, Vertinsky, and Zietsma 1997), and enhance access to the mar-
ket (Acha and Cusmano 2005). Such collaborations have been variously
described under the headings of R&D consortia (Nakamura, Vertinsky,
and Zietsma 1997), R&D alliances (Oxley and Sampson 2004), R&D joint
ventures (equity and non-equity), communities of creation (Sawhney and
Prandelli 2000), R&D cooperation (Acha and Cusmano 2005), and R&D
partnerships (Hagedoorn 2002).

Despite the growth in the number of R&D collaborations and the
interest they have generated, they are also seen as presenting significant
governance challenges (Dyer and Nobeoka 2000; Simon and Kotler 2003).
Many of these challenges center on the fundamental transactional prob-
lems affecting any traffic in knowledge between parties, as highlighted by
Williamson and other economists. These challenges include, for example,
the problem of information asymmetry between parties, the dilemma of
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disclosure involved in valuing knowledge, and the risk of appropriation
(Teece 1986). However, as described in more detail below, these transac-
tional problems also need to be placed in the wider governance context
where the forms of knowledge involved, and the evolving relationships
between parties, may exert a crucial influence on actual outcomes.

It is certainly true that in practical terms, the failure to overcome these
governance challenges has resulted in many collaborations falling short
of expectations (Bleeke and Ernst 1993; Ritter and Gemünden 2003). This
suggests that the advantages which open innovation creates in relation to
accessing external sources of knowledge also need to be balanced against
the difficulties of collaboration in circumstances where exchanges are
subject to neither the explicit criteria of the market nor the authority
structure of the hierarchy. As Powell points out, in such circumstances,
‘Collaboration can be fraught with other risks. Parties may bring hidden
agendas to the venture. There is an ever-present threat that one party
will capture the lion’s share of the benefits, or defect with the other
party’s knowledge and expertise’ (Powell 1990: 318). These governance
challenges create some profound dilemmas for firms, who, as Oxley and
Sampson (2004) put it, ‘must . . . find the right balance between maintain-
ing open knowledge exchange to further the technological development
goals of the alliance, and controlling knowledge flows to avoid unin-
tended leakage of valuable technology’ (p. 723).

In the subsequent section, we aim to outline a theoretical framework
capable of addressing the governance challenges posed by open innova-
tion, and their associated dilemmas of openness and closure.

9.3. Theory Review and Development

The framework outlined here is based on a review of the wide and
diverse literature pertaining to open innovation. We have viewed this
literature through the lens of ‘knowledge governance’ which we interpret
broadly in terms of a concern with the interplay between knowledge
processes (Argote 1999) and the deployment of governance mechanisms
(Foss 2007), within a context of exchange hazards created by appropri-
ability risk and opportunism. Applying this approach to open innova-
tion highlights, first, the distinctive knowledge processes associated with
such innovation. One strand of the literature here has focused on the
transformations of knowledge encompassed by the innovation process.
This strand has been highly influenced by Nonaka’s account of a ‘spiral
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of knowledge creation.’ Thus, Nonaka describes the innovation process
in terms of four stages of knowledge creation which he terms ‘internal-
ization’ (explicit to tacit knowledge), ‘socialization’ (tacit to tacit knowl-
edge), ‘externalization’ (tacit to explicit), and ‘combination’ (explicit to
explicit) (Nonaka 1994). Although subsequent work has tended to focus
on the conversion of tacit to explicit knowledge as a key feature of this
account, an equally important contribution is the way Nonaka highlights
the episodic character of the innovation process, showing the transfor-
mation of knowledge into different intermediate states prior to its final
realization as an innovative offering in the marketplace.

While the transformation of knowledge is one important dimension
of open innovation, reliance on wider external networks of collabora-
tors also places an emphasis on the need to integrate knowledge across
organizational boundaries. Although the concept of knowledge integra-
tion is sometimes used broadly to denote the coordination of different
knowledge-based activities (Grant 1996), in the context of innovation it
is seen as closely linked to the quality of relationships between individuals
and groups. One study, for instance, concludes that ‘while the factual
content of information is important to knowledge integration . . . the way
in which that knowledge is accessed and the point of view from which it
is considered . . . also influences how individual knowledge is combined’
(Okhuysen and Eisenhardt 2002: 384). Relationships are important here,
because as Carlile puts it, knowledge integration involves overcoming
the ‘knowledge boundaries’ between groups (Carlile 2002). Overcoming
such boundaries is critical to enabling the transformations in knowledge
required by the innovation process.

Given these characteristic features of open innovation—the dynamic
nature of the process, combined with the importance of the relation-
ships between groups—it is not surprising to discover widespread agree-
ment that governance structures or organizational forms play a crucial
role in enabling knowledge sharing and protection within interorgani-
zational collaborations (Kale, Singh, and Perlmutter 2000; Pisano 1990).
Where there is much less agreement, however, is on the role played
by specific governance mechanisms in different settings. Here, we find
studies diverging between those which emphasize formal mechanisms
of governance, on one hand, and those emphasizing what are termed
‘relational’ mechanisms, on the other. Formal mechanisms here refer
to defined organizational and legal features such as corporate owner-
ship, structural design, and legally binding contracts. Joint ventures and
strategic alliances, for instance, represent different formal mechanisms
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of governance. Relational mechanisms, however, refer to forms of gov-
ernance which rely upon the social ties created by prior experience and
trust between partners.

Despite the tendency to view them as alternatives or substitutes, there
is increasing evidence to suggest that formal and relational mechanisms
operate in a complementary fashion (Poppo and Zenger 2002). For exam-
ple, studies of formal organizational networks frequently depict them as
being reinforced by informal, or interpersonal, networks (Grandori and
Soda 1995; Kreiner and Schultz 1993). Indeed, Gulati and Singh (1998)
concluded that the social networks underpinning strategic alliances not
only influenced the creation of new ties but also affected the design,
evolutionary path, and ultimate success of such alliances.

Existing work has identified a number of possible interaction effects
between formal and relational governance mechanisms (Ouchi 1980).
Relational mechanisms are identified in a number of instances as exerting
a moderating effect upon the scope and complexity of formal mecha-
nisms. Thus, the relational influence of prior ties on partner selection
may affect the use of formal mechanisms for interorganizational collabo-
ration (Gulati 1995). Linked to this is the idea that relational governance
moderates formal governance through the learning process created by
repeated interactions between partners (Uzzi 1997). This is seen as pro-
viding greater information on the partner’s intentions and competence
(Gulati and Gargiulo 1999).

Others see the interaction between formal and relational mechanisms
more in terms of one substituting for the other. Thus, some writers
argue that trust between partners reduces the need for formal governance
mechanisms since social ties help to reduce goal conflict and weaken the
risk of opportunistic behavior (Dekker 2004; Poppo and Zenger 2002).
This substitution effect, though positive in terms of partnership costs,
may not always be functional for the organizations concerned. As recent
studies have suggested, overreliance on socially embedded relationships
as a proxy for formal governance may also be detrimental to interorga-
nizational collaboration. Thus, studies have found that overreliance on
interpersonal trust may undermine effective partner selection (Newell and
Swan 2000), and that embedded social networks may limit the exchange
of knowledge and information (Edelman et al. 2004).

Another area where existing studies diverge is in the way they character-
ize the object of governance mechanisms (Dekker 2007). A great number
of studies highlight the importance of such mechanisms in relation to
exchange hazards (Geyskens, Steenkamp, and Kumar 2006). Here, the
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extent and complexity of governance—that is, the organizational elabora-
tion and effort involved (Gulati and Singh 1998)—is related to the severity
of the exchange hazards involved in a particular interorganizational col-
laboration. Others, however, link to the wider literature on organization
design by focusing on the role of governance as a means of coordinating
interdependent tasks (Grant 1996; Gulati and Singh 1998; Thompson
1967). The emphasis in these studies is on the implications of complex
and distributed divisions of knowledge and labor for task coordination
(Grant 1996). A higher level of task interdependence is seen as associated
with more complex governance structures (Gulati and Singh 1998).

Again, as with formal and relational mechanisms, we note that
exchange hazards and coordination requirements frequently interact.
From the existing literature, there seems to be a strong reinforcing effect
between the level of coordination requirements and the level of exchange
hazards. As Oxley and Sampson put it, ‘The more extensive, interdepen-
dent, complex, and uncertain are the activities performed in the alliance,
the greater is the potential risk of opportunism. This is because the
extent of coordination and more intimate face-to-face contact necessary
to achieve success increases along these dimensions . . . and uncertainty
raises the costs of monitoring and assessing partner behavior’ (Oxley and
Sampson 2004: 726). This uncertainty has implications also for appropri-
ability, since greater interdependence makes it more difficult to identify
and enforce claims to the knowledge produced through interorganiza-
tional collaboration.

9.3.1. Developing Propositions

The above discussion of the existing literature in this field highlights
features of the knowledge processes, interfirm relationships, and gover-
nance mechanisms encompassed by open innovation. We have noted
that open innovation creates distinctive challenges for governance, due
to the transformative and episodic nature of the innovation process itself,
combined with the need to integrate knowledge across organizational
boundaries. The aim of this section is to further extend this account
by focusing more closely upon the interplay between knowledge process
and governance mechanisms. This leads us to outline some indicative
propositions on that interplay, which will subsequently inform our case
analysis and discussion.

One important aspect of the knowledge process for open innovation
is the forms of knowledge involved. As noted previously, the work of
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Nonaka highlighted the importance of tacit knowledge within innovation
processes. The problems of contracting and monitoring such knowledge
(as compared to explicit knowledge), and its asset specificity, are generally
seen as an argument for hierarchical or joint venture-based forms of
governance to minimize the problem of opportunism, free riding, and
misappropriation (Oxley and Sampson 2004; Williamson 1985). In addi-
tion, (but often related to the tacit dimension of knowledge) is its ‘system
embeddedness.’ This is contrasted with modularity, where knowledge
can be acquired and transferred in a more discrete way (Winter 1987).
Knowledge may be modularized by specialism or episodically, as with
precompetitive R&D collaboration (Oxley and Sampson 2004; Sanchez
and Heene 1997). Greater modularity can be seen as reducing the need
for complex forms of governance, and as enabling more transparent and
arms-length relationships between the partners involved.

Consideration of these governance implications of tacitness and system
embeddedness for open innovation leads to the following proposition:
open innovation will occur most readily when it involves the integration of more
modular and explicit forms of knowledge. Conversely, dependence on tacit and
embedded forms of knowledge will be more difficult to accommodate within
an open innovation process due to the complexity of governance mechanisms
required.

Further propositions can be derived when we consider the implications
of knowledge form for relational mechanisms of governance. Thus, inter-
personal networks, involving deep, trust-based relationships, have been
seen as more appropriate for the integration of tacit forms of knowledge
(Oliver and Liebeskind 1998). Conversely, inter- and intraorganizational
networks based on weak/shallow ties are found to be more effective for
the integration of explicit forms of knowledge (Hansen 1999). This leads
to the following proposition: where open innovation processes do require
the integration of tacit knowledge, this will only be possible through relational
mechanisms involving strong ties between network participants.

In turn, we also need to address the temporal and episodic nature of
the innovation process and its implications for governance. In much of
the existing literature, governance mechanisms are viewed as a function
of the characteristics of the knowledge process or interorganizational
relationships. However, this emphasis on the structural solutions to the
governance challenge may also be neglecting the recursive relationships
that operate between knowledge processes, interfirm relationships, and
governance mechanisms. Such recursiveness is an important issue for
innovation processes which, as we have noted, unfold episodically over
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time. This suggests that governance mechanisms may well react back
upon the relationships between partners or the scope of knowledge
processes—that is, the extent and forms of knowledge which are shared
under a particular form of governance. This may occur, for instance,
through the relationship building effects of particular governance choices.
Thus, Oxley and Sampson found that in some instances ‘the choice of
an equity joint venture encourages alliance partners to engage in joint
activities that go beyond “pure” R&D’ (Oxley and Sampson 2004: 724).
Equally, governance arrangements may also have relationship-inhibiting
or even damaging effects, as where formal governance mechanisms are
taken to signal distrust between parties (Das and Teng 1998). Similar
considerations may arguably apply also to the influence of governance
mechanisms upon knowledge processes. Delimiting the scope of joint
activities, for instance, is likely to emphasize the modularization of knowl-
edge within the innovation process (Brusoni, Prencipe, and Pavitt 2001).

Summarizing the implications of these recursive and unfolding aspects
of the innovation process suggests the following overarching proposition:
the governance mechanisms adopted for open innovation are likely to evolve over
time, with some path dependency in the course of their evolution—that is, initial
governance conditions are likely to exert an enduring influence. Specifying the
possible governance paths involved is inherently problematic given the
above comments. However, two contrasting propositions help to high-
light the possible variance. First, the initial adoption of formal mechanisms
with positive relational effects, such as the joint venture form, is likely to
encourage stronger ties and hence greater ability to integrate tacit and embedded
forms of knowledge. Second, the adoption of formal mechanisms with negative
relational effects (as with legalistic forms of contract) is likely to encourage
weaker ties between firms, and hence greater ability to integrate explicit and
modularized forms of knowledge.

Finally, one issue which we have not focused on explicitly in our review
of the literature is the appropriability of the knowledge created within
the innovation process. This may clearly be an important consideration,
and, as noted above, is linked to other issues such as the degree of task
interdependence within the knowledge process, and the embeddedness
of relationships between firms. What makes it difficult to specify this fea-
ture any further, however, is the importance of the wider appropriability
regime as an exogenous influence on open innovation. Thus, we can note
that where the appropriation regime is weak, there is a strong likelihood
that innovators would likely exploit innovation internally, either by using
internal resources or by creating a spin-off, rather than through external
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Figure 9.1. The governance challenge of open innovation

means like patents and licenses (Shane 2002). However, while the conven-
tional view has suggested that ‘strong’ appropriation regimes are the most
conducive to interorganizational collaboration, Pisano notes that there
may also be occasions on which strong intellectual property protection
may not be most advantageous to innovating firms (Pisano 2006). As he
notes, weak regimes for the R&D component of open innovation may
sometimes be preferred even by established firms because they provide
a more effective way of leveraging their advantages in complementary
capabilities such as marketing and manufacturing.

In Figure 9.1, we have sought to bring together and summarize these
interactions as a propositional framework to be applied to our empirical
study. In Section 9.4, we will provide a brief description of our case study
of the MOZART program, allowing us to ground our subsequent analysis
and discussion in the comparison between the propositional framework
outlined here and the actual conduct of this large-scale, highly complex
example of open innovation.

9.4. MOZART and ITNET2: A Case Study of R&D Collaboration
in the Aerospace Sector

This case study is provided here primarily as a means of illuminat-
ing the theoretical propositions outlined above. Data for the case was
elicited through multiple means, including participant observation, and

2 As with MOZART, ‘ITNET’ is a pseudonym adopted to protect confidentiality.
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hands-on involvement in project delivery, together with interviews with
some key actors in the program, and analysis of documents.

9.4.1. MOZART—An Overview

To explore our propositions about knowledge governance within an open
innovation context, we turn now to our case study. MOZART is one of
the FP6 research projects of the European Commission. MOZART was
officially launched in January 2004 to run till December 2007. However,
it has a longer ‘informal’ lifespan dating back to the days of a previous
FP5 project—that is, the ENHANCE program. The MOZART integrated
research and technology project, which is coordinated by Airbus, was set
up by the European Union with a budget of around 74 million euros, as
one of its objectives to addressing its aerospace Vision 2020 objectives.
To foster collaboration in the sector, the budget is shared between 63
companies and institutions that are cooperating in the program.

MOZART can be seen as reflecting a distinctively European approach to
open innovation, in that it involves the application of public funding to
the development of a wide network of organizations. As we will describe
in more detail below, this is an open approach to innovation only in the
minimal sense that it involves multiple firms and a requirement to inte-
grate multiple, distributed sources of knowledge. The relative openness
of the interfirm networks engaged by MOZART—that is, their willingness
to access and share knowledge with outside groups—varied significantly
over time and across different work packages.

The formal goal of MOZART is to achieve a 5 percent cost reduction in
aircraft development and a 5 percent reduction in the development phase
of a new aircraft design, combined with a contribution to a 30 percent
reduction in the lead time and 50 percent reduction in development
costs respectively for a new or derivative gas turbine. It is expected that
MOZART will deliver a virtual product design and validation platform,
based on a distributed concurrent engineering methodology supporting
the virtual enterprise. The main result of MOZART will be an innovative
Aeronautical Collaborative Design Environment and associated processes,
models, and methods. This environment, validated through concrete Use
Cases (i.e., real-life cases on industrial sites), will help to design an aircraft
and its engines, providing virtual products to the aeronautics supply
chain operating in an extended enterprise, which has all the requested
functionality and components for each phase of the product-engineering
life cycle. It is also expected that the new approach of working developed
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by MOZART would be made available to the aerospace supply chain via
existing networks, information dissemination, training, and technology
transfer actions.

9.4.2. MOZART and the Innovation Process

The MOZART program is based on a ‘concurrent engineering’ approach
to innovation (Clark and Fujimoto 1991). Concurrent engineering (CE) is
an engineering practice that came into prominence in the auto industry
in the late 1980s in relation to the increasing competitiveness of the eco-
nomic landscape. It was a radical break with the sequential engineering
(over-the-wall) approach that had dominated new product introduction
for decades. It was seen as a way to respond faster to market needs,
reduce time to market, and minimize cost. CE subsequently diffused into
other sectors, including aerospace. One of the means of this diffusion was
through recruitment of people with experience of CE in automotive in
the mid-1990s. Currently, CE is widely adopted in the aerospace sector as
an important approach to open innovation.

One of the key characteristics of CE is its emphasis on collaboration
and teamwork among stakeholders—especially in the design phase of
new products. However, collaboration within and across firms brings
with it challenges, which include difficulty in data exchange, knowledge
boundaries, knowledge leakages, transaction costs, and other governance
and coordination problems. The practice of CE has been sustained, how-
ever, despite these challenges as firms seek new ways of mitigating the
challenges. An example of how CE is coping with these challenges is the
use of information technology, and especially the Internet, to minimize
knowledge leakages and reduce transaction costs through standardized
security systems and web-based processes.

At a policy level, the MOZART program was predicated on the EU’s
goal of pursuing ‘sustained competitiveness of the EU aerospace sector.’
This goal was manifest in different strategy and vision texts produced by
the EU, as well as national governments (e.g., SBAC, UK), and aerospace
firms (e.g., through MOZART vehicle). In addition, exploiting these new
IT-based opportunities for CE was also in line with the EU’s strategic
objective of developing new ways of working in Europe based on oppor-
tunities offered by ICT: MOZART was funded 50 percent by the aerospace
and 50 percent by ICT units of the European Commission. The overall
rationale for the program came from the policymakers’ belief that the
aerospace sector needed to change its design and development practices
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as well as work more closely with its supply chain. Structural changes
in the industry (e.g., privatization) and the global economy had already
ushered in outsourcing, which in turn necessitated migration of compe-
tences from OEMs to supply chains. Large companies had become focused
on their core competencies, becoming system integrators or builders,
rather than manufacturers (Bhattacharya, Coleman, and Brace 1995).
Against this backdrop, collaborative approaches to innovation were trum-
peted as a way to cope with the challenges of competition (mainly coming
from the USA and lately Asia–Japan) and to retain the EU aerospace sector
as the crown jewel of Europe’s industrial base. It was also expected that
developments in ICT could contribute significantly to achieving these
changes in product design and development as well as enhancing supply
chain relationships.

The aerospace sector has historically not been very enthusiastic about
promoting collaborative work in new product development. One of the
reasons for this could be the military antecedents of the sector which
rather promoted an attitude of ‘keeping your cards close to your chest’
and protecting national interests, which militated against collaborating
and sharing expertise. The second reason is that the major OEMs (original
equipment manufacturers) in the sector originally had all the required
expertise in-house and did not see the need to collaborate. The preference
for in-house development and the hoarding of knowledge persisted with
some firms even as the MOZART program was being developed. This
clashed with the program imperative to share knowledge within European
networks. A good example of this was the situation where one of the
initial partners was forced to withdraw because other partners feared
the results of MOZART would be applied outside the European networks
through operations in North America.

9.4.3. MOZART Governance Structure

MOZART was deeply embedded in both formal and informal networks.
The EU aerospace sector is a close-knit network of OEMs, first- and second-
tier suppliers, and so on. However, the tentacles of these networks are not
limited to Europe. For instance, a good number of the OEMs are multina-
tional firms that have offices outside Europe. Given that the primary goal
of MOZART was to enhance the EU aerospace expertise, the selection of
project members reflected this intention. As a result, the network evolved
mainly through informal networks or existing relationships, reflecting the
existing structure of the EU aerospace sector.
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Most of the members of the network were invited to join through
prior working relationships with one another in the past or at the time
of organizing the network. A good number of them were involved in
the FP5 project ENHANCE. In fact, the MOZART project was originally
conceived as two separate projects—one focusing on engine design and
development, led by Rolls Royce, and the other focusing on airframe
design and development, led by Airbus. Both Rolls Royce and Airbus
had their own networks. But because the projects were closely related,
the European Commission decided to merge the two—in effect, a forced
marriage—which meant that the two hitherto separate networks needed
to fashion new ways of working together. The overlapping informal net-
works between engine manufacturers and airframe manufacturers helped
to foster some links within the resulting network. For example, both
Rolls Royce and Volvo Aero are first tier suppliers to Airbus, which
required them to work closely with each other. This previous relationship
helped in building a new network of partners through what could be
termed ‘a cross-fertilization of social capital’ among existing innovation
networks.

Alongside the relational mechanisms based on prior experience, the
development of MOZART also involved the development of some com-
plex formal mechanisms of governance. In particular, the requirements
from each partner and the anticipated working procedure of the network
were explicitly specified in a detailed 200-page contract. This also required
each of the participating firms to declare and document, ab initio, the
know-how and expertise they were bringing to the collaboration. Despite
this level of bureaucratic detail, however, these contracts were not seri-
ously applied as mechanisms for the governance of interfirm collabo-
ration. They were rather artifacts designed to meet the requirements of
the funding body. In terms of day-to-day activities, governance at the
interfirm level was much more reliant on the relational mechanisms
created by trust and prior experience.

MOZART itself was divided into work packages according to areas of
specialization—that is, engine, airframe, and information technology—
with different firms acting as work package team leaders. Each of these
work packages had its own selection and governance mechanisms. How-
ever, there were situations where participating firms straddled work pack-
ages. In such instances, the partners were bound by the governance
mechanisms of each of the work packages they belonged to. This involved
some adaptation of internal organizational practices to harmonize or cope
with the demands of the various contracting regimes.
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Figure 9.2. Work breakdown structure for the MOZART program

Overall, and in addition to the common contract, MOZART had a
formal work breakdown structure as illustrated in Figure 9.2 above. The
work packages decided for themselves on how and who to share their
results with. In some cases, these work packages reflected preexisting
collaborations, while in some others, such as firms in the forced marriage
network, they did not.

This distribution of authority between program and work packages was
also linked to the fears among some firms that the MOZART network
did not provide a reliable context to minimize knowledge spillover. It
could also have arisen from the fact that the different specializations had
different collaborative work cultures and histories. For instance, firms on
the engine side of the program were well versed in collaborating with
each other. In contrast, the airframe side was heavily linked to defense
and military interests that constrained collaboration.

A significant finding from the study, however, was the degree of varia-
tion which took place in the knowledge sharing and exploitation practices
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of these work groups over time. Some work groups started with the
explicit intention of being open in terms of sharing knowledge with other
groups within the wider MOZART network, only to adopt a more closed
policy later. Some groups followed the opposite path. These variations
in governance and policy reflected, in part, the shifting relationships
between firms, within the MOZART network. In some instances, however,
they reflected the transformative and episodic character of the early-
stage innovation process itself. Thus, some work groups shifted toward
a closed network posture when they believed they had created original
and valuable knowledge in their early-stage work, only to relax toward a
more open stance when that work was reassessed as having little intellec-
tual property potential. Again, other work groups followed the opposite
trajectory. Both of these trajectories were facilitated by renegotiations of
contracting regimes at the work package and project levels. The ITNET
work package presented below offers a good case of a movement from
closed to open innovation.

9.4.4. ITNET Work Package

MOZART was made up of three core components—engine, airframe,
and information technology. The information technology part (called
Advanced Capabilities) was there essentially as an enabler to both engine
and airframe design and development. This element was advanced prin-
cipally through the ITNET work package (outlined in Figure 9.3) which
was given the responsibility of developing tools and methodologies to
enhance data interoperability via the web. It was the anticipated tech-
nology on which the virtual enterprise architecture would be built. The
project was made up of information technologies companies that sup-
plied to both the airframe and engine sides of the consortium. Their
main role was to provide an enabling information technology infrastruc-
ture that would facilitate effective virtual new product development col-
laboration without compromising on intellectual property or company
know-how.

Initially, one of these work packages (i.e., Collaboration Hub) started by
agreeing to limit the exploitation of results of the research to work pack-
age members. This may have been because the firms in the information
technology subgroup were not necessarily tied to the aerospace sector.
They came with generic skills and expertise, and the technologies they
developed could have had applications outside aerospace. Information
from our interviews suggested that ITNET members did not wish to restrict
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Figure 9.3. ITNET interconnectedness with other work packages

themselves to aerospace intellectual property in the first instance, but
rather wanted findings they could commercialize in the broader IT mar-
ket. Given this, the work package members decided initially to limit its
exploitation within familiar networks of information technology partners
in the same subgroup, the broader formal contract governing MOZART
notwithstanding.

Despite this initially closed and relatively marginal position, with the
passage of time the ITNET work package migrated from being a fringe
player in the network to being a dominant one, at least in the sense that
it became perceived as one of the key result providers (classed as one of the
five ‘wonders’ achieved by MOZART). This transition could be attributed
to a number of things, including the pioneering role of the leader and his
firm, but also a change in its governance structure toward an ‘open-source’
model. To begin with the leader’s role, this individual was employed by
the subsidiary of a major engine collaborator in the project. He was able to
leverage his network influence and access to powerful resources (e.g., the
influence of the engine side of his corporation in the MOZART network)
to reposition the ITNET work package to the fore. The ITNET also built
a network around itself by creating links to other work packages, which
created interconnectedness to other work packages (Engine and Aircraft);
see Figure 9.3. To do this, it had to position itself as a ‘commonly available
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tool having no particular allegiance,’ which could be of value to the
different projects without threats.

This work package started canvassing for people in other work packages
who championed their cause, through such means as training programs,
presentations at conferences, and provision of e-learning demos. It also
positioned itself as a solution that went beyond the current demands of
the R&D network and sold its value post the duration of the research
project. At the same time, it was involved in standardization of its content
through such bodies as ISO14001 and other standardization bodies. This
gave the project a visibility that was quickly noticed by the consortium
management.

A final strategy in this gaining of center stage position and interconnect-
edness involved making the ITNET research outcomes accessible to others
in order to maximize its usefulness and centrality. The ITNET thus became
an open resource to members of MOZART. All its documents became
available on the MOZART portal. Originally, the ITNET was meant to sup-
port only the integration of the engine and airframe components of the
MOZART project. It later positioned itself as a form of open source in order
to attract significant interest that could lead to possible standardization
of the hub both within and without MOZART. One could argue that with
time, the ITNET learned to adapt to both the airframe and engine sides of
the consortium and leveraged its expertise to gain a centrality that made
it indispensable in the program. This indispensability also meant that the
ITNET needed to shift from its original position of exploiting its results
among its core members to an open-source approach within the broader
governance of the MOZART R&D network.

9.5. Analysis and Discussion

Before analyzing what the MOZART case has to tell us about the relation-
ships outlined in our theory framework, it is worth noting that one of the
most striking features of this case is the sheer complexity of governance
and the overall scale of transaction costs involved. Given the uncertain
benefits of the R&D collaboration advanced here, as well as the difficulties
of appropriation for quasi-public goods, it seems reasonable to argue that
MOZART could only have been developed with the institutional and
financial support of the EU and its member states. The involvement of the
EU is not only important in providing the necessary resources for complex
governance structures but also a major contributor to their complexity as
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the vertical relationship between the EU and the program creates addi-
tional needs for coordination, oversight, and transparency. The resulting
complexity of the governance structure for MOZART also brings into
sharp relief the crucial role which new internet-based technologies played
in absorbing complexity and reducing transaction costs to a feasible level
(Child and McGrath 2001). As was noted in the case, and as we will
explore in more detail below, the influence of IT on governance, indeed
its role as a mode of governance alongside organizational form (Weick
1990), was not only a feature of the program as a whole but also impor-
tant in shaping the paths taken by different work packages within that
program.

If the complex governance of MOZART reflects the potential impact
of strategic state intervention when allied with new IT systems, we must
not forget also that the overall scope of the program was restricted to
precompetitive R&D, which arguably tells us something about the limits
of what is achievable by such intervention. The willingness of compa-
nies to engage in collective programs is obviously greater where such
programs are broadly aligned with their strategic objectives—something
which MOZART sought to achieve by linking EU interests to the goals of
established EU-based firms—but also for arenas, such as precompetitive
R&D, which are not subject to the same risks of knowledge spillover
and appropriability as would apply to later episodes of the innovation
process.

These considerations may help to account for the relative complexity
of governance in the MOZART case. This level of complexity would
certainly caution against generalizing too far from this special case to
other instances of open innovation. On the other hand, in many other
respects the interactions between the members of the MOZART program
reflected many of the relationships which our theory framework derived
from previous work in this field. To begin with the relationship between
knowledge process and interfirm relationships, we can readily see the
implications of MOZART’s emphasis on ‘concurrent engineering’ for the
level of task interdependence within the knowledge process. Concurrent
engineering specifies much higher levels of cross-functional interaction
in developing new products. In other words, it creates a greater require-
ment for the integration of tacit and embedded forms of knowledge.
This is difficult enough to achieve within the focal firm, but for open
innovation it also involves overcoming interorganizational boundaries.
One consequence, as seen in the MOZART program, seems to have been a
reduced emphasis on the modularization of knowledge in favor of greater
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reliance on strong ties and the socially embedded relationships capable
of supporting high levels of knowledge integration that continuously
developed during the program. In this sense, the importance of prior
ties in the selection of partners seems to have not only mitigated against
the risks of appropriation and opportunism but also aided the level of
knowledge integration required by this more interactive approach to
innovation.

These factors also help to make sense of the important role which work
packages played within the program as a whole. Caught between the
need to integrate knowledge across boundaries, yet alert to the exchange
hazards thereof, companies were best able accommodate their concerns at
the work package level of governance since the latter’s domain scope fitted
best both the required extent of knowledge integration and the pattern of
prior network ties that would contain unwanted knowledge spillovers.
Governance mechanisms at the program level were more problematic
from this point of view, because they were driven more by EU goals than
by the dynamics of the open innovation process.

To turn now to the governance mechanisms developed within the
MOZART program, it is clear from the account above that these mech-
anisms had to address the demands posed both by task coordination and
by exchange hazards. Doing this involved fully exploiting the comple-
mentarity between relational and formal mechanisms. Thus, the detailed
strictures of the 200-page formal contract were complemented by a selec-
tion of partners based to a large extent on prior ties (Dekker 2007).
Similarly, as noted above, the scope of collaborative activities was also
carefully designed to meet the task coordination of the work packages
while aligning with established networks within the sector.

9.5.1. Reflections on Propositions

This is an appropriate juncture to reflect back on the indicative proposi-
tions outlined earlier. The first proposition suggested that open innovation
will occur most readily when it involves the integration of more modular and
explicit forms of knowledge. We further suggested that dependence on tacit
and embedded forms of knowledge will be more difficult to accommodate within
an open innovation process due to the complexity of governance mechanisms
required.

As noted above, modularization was reflected to some degree in the
work breakdown and packages defined by the MOZART program. How-
ever, the role of modularization was limited by the interdependence
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between partners created by the concurrent engineering methods adopted
in the innovation process. The resulting reliance on the networks created
by prior collaboration—effectively underpinning the allocation of work
packages—gives some support to the following proposition: where open
innovation processes do require the integration of tacit knowledge, this will only
be possible through relational mechanisms involving strong ties between network
participants

Another important factor highlighted by the case study is the dynamic
and transformative character of the innovation process. We noted previ-
ously that governance mechanisms, especially their relationship-building
or -inhibiting effects, were likely to exert some influence on the innova-
tion process. As stated: the governance mechanisms adopted for open innova-
tion are likely to evolve over time, with some path dependency in the course
of their evolution—that is, initial governance conditions are likely to exert
an enduring influence. Based on this, we speculated, first, that the initial
adoption of formal mechanisms with positive relational effects, such as the joint
venture form, is likely to encourage stronger ties and hence greater ability to
integrate tacit and embedded forms of knowledge. Second, we suggested that
the adoption of formal mechanisms with negative relational effects (as with
legalistic forms of contract) is likely to encourage weaker ties between firms, and
hence greater ability to integrate explicit and modularized forms of knowledge.

Interestingly, the evidence from our case suggests that initially adopted
governance mechanisms may be less influential than this suggests. Rather
such mechanisms seem themselves to be adapted to shifting expecta-
tions attaching to the outcomes of the innovation process. Thus, con-
cerns over appropriability seem to have prompted the adoption of closed
networks as a relational mechanism enabling and encouraging greater
reciprocity among partner firms. The strategy of limiting exploitation to
closed groups of firms helped to alleviate concerns over appropriability—
concerns which likewise ebbed and flowed with changing perceptions
of the intellectual property potential of innovation outcomes. We can
note, though, that this strategy is not without its own problems; closer
dependence among partners, as noted by Oxley and Sampson (2004),
being potentially confounding for any attempts to stake IP claims for one
firm over another.

9.5.2. Theoretical and Practical Implications

Up to this point, we can say that the governance of MOZART reflects
many of the insights derived from the existing literature on knowledge
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governance. Where it begins to part company with those existing views,
however, is in relation to the stability of governance and the role which
it plays within an open innovation process. Here it departs from an
important strand in the existing literature which has sought to specify
knowledge as a contingency variable in the design of organizational forms
(e.g., Birkinshaw, Nobel, and Ridderstrale 2002). This strand of work has
certainly illuminated those characteristics of knowledge processes which
have important implications for governance. At the same time, however,
this strand implies a static analysis of the relationship between knowl-
edge process and governance mechanisms. This seems less relevant to
the open innovation process discussed here for a number of reasons.
First, such innovation processes are inherently dynamic. As noted in
Nonaka’s account (1994), they involve the episodic transformation of
existing knowledge into new forms. As a result they create an almost
continually shifting set of challenges for governance. The needs for open-
ness to allow knowledge integration across boundaries may quickly be
overturned should the new ideas thus created be seen as possessing signif-
icant value. At this point, concerns for appropriability may outweigh the
need for openness resulting in a more exclusionary governance structure
and closed, not open, networks. This pattern of initially open forms of
governance giving way to more closed forms is certainly apparent in some
of the work packages within the MOZART program.

A second feature of the MOZART program, which is not amenable to the
contingency approach to governance, is exemplified by the ITNET work
package. This is actually one of those parts of the program which moved
from an initial position of sharing findings within the work package
toward a more open approach to governance. It did so, however, as part
of a strategy to increase its centrality within the program as a whole.
This involved eliciting the involvement of an expanding network of users
from MOZART member organizations through an ‘open-source’ approach
to knowledge governance. ‘Open source’ has been widely discussed else-
where (Pisano 2006; von Hippel and von Krogh 2003) and is seen as
recasting old questions on the role of intellectual property protection
in innovation. It does so by enabling the creation of a new source of
value through the network externalities (Arthur 1989) arising from the
widespread adoption of common systems and standards. This source of
value is especially applicable to the development of IT systems. This helps
to explain why the ITNET changed its governance toward a more open-
source model since it sought to develop and diffuse common systems and
standards as widely as possible among MOZART members. In this sense,
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therefore, we would argue that this shift highlights the limitations of a
stable structure when more open governance can be a critical part of
a consciously destabilizing innovation. In this sense, ITNET’s approach
to governance is compatible with Pisano’s analysis of the appropriability
benefits of more open innovation for established players in certain fields.
By adopting an open standards approach, ITNET succeeded in leveraging
its complementary capabilities (training, integration, development) much
more effectively across the whole program.

A further thought on the success of the ITNET project are its implica-
tions for the management of projects within an open innovation context.
Such a context demands new strategies and skills from managers. As
noted in the ITNET case, the ability of individual managers to champion
their project across a wider network of organizations may be critical,
and may involve a different set of skills to those required within a focal
organization. Chesbrough (2004), for example, has likened the change
in skills required between closed and open innovation to the difference
between playing chess and playing poker. The open innovation ‘game’
with its multiple players and shifting stakes demands the poker-player’s
attention to the strategies of others, and the ability to use scarce infor-
mation effectively. In the ITNET project, for example, we see the project
leader’s agency and skill in playing the counter-card of openness in an
environment where many other groups were developing closed networks.

9.6. Conclusions

As noted above, the complex governance structure of the MOZART pro-
gram and its sponsorship by the EU makes us cautious about overgen-
eralizing its implications to other cases of open innovation. MOZART
is partly a product of a unique institutional context and would not be
replicable in other regional economies. On the other hand, as an extreme
case, MOZART usefully illuminated many of the most acute governance
challenges posed by open innovation. Thus, it underlined the extent to
which such innovation poses genuine dilemmas for governance. These
included the challenge of addressing the task coordination needs of open
innovation—requiring more open networks at certain points—while at
the same time mitigating exchange hazards which leads toward closed
networks. Since these challenges are linked by the knowledge integration
requirement of open innovation, effective governance solutions are diffi-
cult to achieve.
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A further dilemma, which has been highlighted in our discussion above,
is between stability and change in the form of governance adopted.
Because innovation proceeds sporadically and sometimes erratically from
existing knowledge to new knowledge, it is difficult to sustain a particular
governance solution over the course of the whole process. We also noted
how, in the case of MOZART, this dilemma is exacerbated by the scope
and complexity of the work involved. Speaking of other such ‘mega-
projects’ as they term them, Miller and Hobbs argue that ‘there is a
sharp contrast between the binary, hierarchical and static nature of cor-
porate principal-agent governance relations, and the time-dependent co-
determination found in the network relations typical of the governance
of mega-projects . . . ’ (Miller and Hobbs 2005: 47).

The implication of this kind of analysis is that the pursuit of stability
in governance structures may be unrealistic and even undesirable in the
development of more open forms of innovation. It may be more impor-
tant that such structures are able to change and adapt to the shifting
needs of knowledge integration than pursue a best fit with circumstances
prevailing at a single point in time. This has important consequences
for companies pursuing strategies of open innovation in particular. It
would be simplistic to conclude that such strategies merely require more
open forms of governance. Rather, the dynamics of the open innovation
process make knowledge governance an even more critical and explicit
question for the organizations involved, precisely because stable institu-
tional arrangements become somewhat less sustainable.
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An exchange of ideas about knowledge
governance: seeking first principles and
microfoundations

Teppo Felin and J.C. Spender

10.1. Teppo Felin (Henceforth Teppo):

First, let me thank the Oxford University Press and the editors, Nicolai
Foss and Snejina Michailova, for allowing us to engage in this informal,
unusual, and we hope, informative interaction and exchange of ideas.

To get us going, let me propose a few points and positions that might be
worth pursuing. These are informed by what Nicolai labels the ‘knowledge
governance approach’ (KGA) (Foss 2007)—which I see as an attempt to
focus on some fundamental issues in the area of knowledge management
(KM); that is, issues which have heretofore received relatively little atten-
tion. So let me start with three ‘first principles’ that might anchor our
discussion in KM more generally and the KGA in particular. These three
points in essence represent areas of research that deserve more attention
in knowledge-based arguments of the firm, and, the KGA may indeed
provide a vehicle for addressing them.

First, ‘microfoundations’ are needed for knowledge-related arguments
pertaining to organizations. By microfoundations I mean there is a need
to understand various individual-level factors in knowledge creation
and production: abilities, decision-making, actions, beliefs, expectations,
interests, imagination, preferences, and so forth. Thus, rather than assume
individuals are simply heavily socialized toward perceiving their environ-
ments in a certain way, the KM literature would benefit from starting out
from lower-level notions and systematically building theory upwards to
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understand how macro, knowledge-related outcomes emerge and form
from these microlevel antecedents. This microfoundations program and
intuition shares much with the social theory pioneered by James Coleman
(1990, cf. Felin and Foss 2006).

Second, building on the above, the key microfoundations of organiza-
tion and organizing—and KM—are individuals. That said, I recognize that
JC has helped pioneer a version of KM that focuses quite heavily on col-
lective issues, perhaps at the expense of individual-level factors or micro-
foundations (Spender 1996). The analysis that builds on JC’s work, such as
his widely used matrix of knowledge types (Spender 1993), seems to have
continued along this heavily collectivist route (Felin and Hesterly 2007).
But, it would seem that a natural, next step is to explicate the underlying
microfoundations of KM. In other words, the natural progression of the
KM field requires that it move toward understanding the origins and sources
of where knowledge resides as well as toward an understanding of how
knowledge develops and transfers. All this implies a renewed focus on the
relevant microelements, of how these micro-, individual-level elements
create and aggregate up to the macro-, organizational-level. It might be
worth noting a similar progression in theoretical understanding, from the
macro- to more microelements—generally seen as a shift from macro-
explanatory variables to micro-explanatory variables—has also occurred
in numerous other disciplines where progress has been made. Elster in fact
argues that ‘science progresses through reduction’ (Elster 1989). I should
note that the shift toward the microlevel is less a critique of the work that
JC and others have pioneered, rather it is more of a natural and necessary
next step in helping us understand the origins of the collective knowledge
structures that have been posited.

The third point is that a focus on microfoundations scarcely precludes
or denies the importance and existence of the social environment in
which individuals are embedded. In other words, microfoundations ought
also to be highly sensitive to the fact that individual-level activities
(or preferences, interests, and so forth) are often necessarily pursued in
collective settings, via collective action. That is, while individuals may
have preferences, interests, and dreams that they hope to realize, the
actualization or realization of these interests often can only happen via
collective action, via an organization. In modern society, collective action
and organization provide the key vehicles through which many meaning-
ful, large-scale, innovative, and valuable activities are accomplished. A key
point then is that individuals need to negotiate and interact with others
to ensure that interests are aligned, that interests and preference cohere.
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This type of ‘political’ negotiating and coalition building was important
to the early Carnegie school (March 1962), but that intuition seems to
have been lost in more recent theories of organization.

10.2. JC Spender (Henceforth JC):

OK Teppo, let’s see if we are headed in the same direction here. You
offer us three principles—first, a focus on microfoundations; second, the
assumption that these are where individuals are, and third, that we need
not leave the macrolevel behind. I cannot help but agree with these
principles, but perhaps not in the way you want me to; so let me start
in by responding to your first two points.

In the long tradition of methodological individualism (MI), for exam-
ple, the Hayekian argument that economic and social theorizing needs
to be grounded in the observable characteristics of human beings, there
is much debate. It reflects a reductionist mode of explanation that goes
back to Heraclitus and beyond. You, others, and Nicolai too, have writ-
ten to this (Arrow 1994; Elster 1989; Felin and Foss 2005). The prob-
lem, of course, is that the supposedly universal characteristics of the
individual are far from self-evident or undisputed. Most of the time
those now appealing to MI are actually doing a ‘bait and switch,’ cit-
ing Hayek but actually suggesting the individual they have in mind is
the familiar fully rational homo economicus. Since Hayek’s time we have
two substantial attacks on this poor chap, Simon’s ‘bounded rational-
ity’ (Foss 2003) and, more recently, ‘behavioral economics’ (Camerer
2003). So I need to know more about the putative individual under-
pinning your MI and why invoking her or him is going to clarify
things.

Second, I am concerned about KGA’s problematic. What question is it
targeting and hoping to answer? My assumption, based largely on my
reading of Nicolai’s considerable contribution, is that it heralds a new
round in his wrestling match with formal economics as he attempts to
develop a nontrivial theory of the firm—and here I would cite Demsetz’s
critical assessment of the discipline’s situation (Demsetz 1991; Gibbons
2005). I am guessing Foss’s interest in the KGA starts, first, from the
Coasian intuition that organizations exist because they are home to or
congenial to some knowledge phenomena untypical of markets, such as
the exercise of hierarchical power, and, second, if we think about the
various modes of organizational governance, accepting power as opposed
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to letting individuals pursue their self-interest rationally, these seem more
appropriate to managing such nonmarket phenomena.

This kind of distinction between free choice and power has long been
present in Williamson’s work (Williamson 1975, 1986) so it might be
clarifying to talk about the differences between TCE and KGA. Are the
KGA’s alternative modes of governance not focused on cost? Does poor
governance not lead to economic inefficiency? On the other hand, if cost
is actually determinable, why the exercise of power, why not let actors
choose, applying their rationality? Williamson would say that power is
necessary because we see uncertainty colliding with guile—an assumed
dimension of individuals, supplementing their rationality. So if the KGA
sees there is more to it than optimizing cost, I suspect we need some
clarification. I raise this point because I suspect the new theory of the
firm we all have in mind here may well address the question last seri-
ously framed, as far as I am aware, by Cyert and March. On page 16
of their classic (Cyert and March 1963), they suggest a viable theory of
the firm—defined as one useful to practicing managers—would also bring
microeconomics together with organization theory (OT). Hence, I hope
the KGA’s agenda is a move toward such a theory for I see OT today as an
endangered discipline. On one flank the RBV advances its neo-economic
reasoning against the ancient art of strategy, on the other, the survivors’
retreat into organizational psychology and OB is cut off by economics’s
new behavioral analysis. Where are we to look for a defensible basis
for OT?

To search in the knowledge management (KM) literature for some
insight into how economic reasoning might explain the existence or clar-
ify the operations of organizations may strike many as hopeless. After all,
the KM discipline itself is also in parlous condition, increasingly unsure
of its foundations and its objectives (Spender and Scherer 2007; Tsoukas
2005). As Nicolai’s citation of Argote’s work indicates (Argote 1999), the
bulk of those working within KM treat knowledge as unproblematic; an
objectifiable commodity, sometimes valuable but often costly to produce,
that can be collected, stored, redistributed, and applied to produce value
in the future. This defines organizational knowledge as a form of capital
(Dean and Kretschmer 2007) and there is no obvious reason why it cannot
then be handled by market-typical modes of choice and governance. If, on
the other hand, knowledge is too sticky or slippery for markets to handle,
‘tacit’ perhaps or more a process of knowing, then other issues open up
which may call for other ways of managing actors’ choices. So I would ask
about your notions of organizational knowledge and your confidence that
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what economists mean by governance can actually impact its creation,
flow, or application.

10.3. Teppo:

First, I do not see the attempt at microfoundations, nor the knowledge
governance approach more specifically, as an attempt to smuggle in
the old homo economicus. Scarcely so. Rather, a better conceptualization
might be what Baker and Pollock recently label ‘homo-multifacetus’ (2007).
That is, it is evident that individuals seldom have all the answers given
uncertainty, limited time, information processing capabilities, and local
knowledge (cf. Hayek 1945), but, it is important to note individuals also
have heterogeneous preferences, interests, expectations, and understand-
ings about the types of actions that they consider valuable rather than
assume these preferences emerge simply from social interaction, or social-
ization more broadly. So, the goal of a microfoundational approach is
to specify the individual’s nature and decision-making capabilities appro-
priately, and to understand how heterogeneous interests—thus, perhaps
taking the existence of individual interests for granted—are negotiated
and aggregated. And, importantly, evidence suggests that we can move
forward with the presumption that individuals not only have their own
independent preferences and interests, but also that human capabilities
exist somewhere between the highly idealized, perfectly rational, agent
of economics and the heavily bounded and socially determined agent of
sociology. The attempt, in terms of microfoundations, is to expand the
bounds of rationality, to recognize and theoretically account for, not only
heterogeneous interests, preferences, and so forth, but more importantly
to account for (or, be able to explain) the many correct and imaginative
decisions that individuals make, something that Grandori has recently
called ‘epistemic rationality’ (Grandori 2006).

Thus, as has been recently noted in social psychology as well (see
Krueger and Funder 2005), there has been much too heavy a focus on
incorrect, poor, and biased decision-making. While poor decision-making
undoubtedly exists, as do biases, the social sciences, management science
included, have not accounted adequately for much of the progress of the
past century, and the associated correct and imaginative decision-making.
This type of intuition is emerging in psychology (e.g., Gigerenzer et al.
1999; see McKenzie 2005 for an overview), so perhaps its diffusion into
management science will take a while. That said, the organization sciences
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should be at the forefront of understanding decision-making and associ-
ated actions and outcomes, as much of human activity and accomplish-
ment and decision-making happens in collective, organizational settings.

Second, what is being advocated here can be construed as a need to
understand some of the forgotten behavioral and social foundations of
human and organizational action; these foundations indeed were origi-
nally embodied in the work of the Carnegie tradition (see Felin and Foss
2005, cf. Gavetti et al. 2007). That is, a need to focus on how individ-
ual preferences get negotiated in collective settings (March 1962), how
organizational goals aggregate from individuals preferences and inter-
ests (Simon 1964), and so forth. This intuition has been lost as extant
behavioral approaches focus heavily on the environmental aspects of
organizational behavior (for a summary, see Greve 2005). So, rather than
begin the analysis with a taken-for-granted environment, or taken-for-
granted organization (cf. Coleman 1990), or taken-for-granted routine for
that matter, all these collective constructs require further explanation,
which microfoundations can indeed provide.

Third, you are reacting fairly negatively toward economic reasoning,
wondering whether it can contribute anything to organization theory
and the knowledge literature specifically. Economics absolutely has, and
continues to, contributed to our understanding of organizations and
knowledge. It is not that we need to import the full theoretical appa-
ratus and assumptions of economics to understand organizations and
knowledge; rather, I would suggest that a selective use of the logical
and methodological intuition from economics can provide tremendous
insights for organization theory and strategy. The logical and method-
ological intuition I am advocating here is not only embodied in eco-
nomics, but an equally persuasive source of intuition comes from rational
choice theory in sociology (cf. Boudon 2003; Coleman 1990). Both of
these literatures assume—commensurate with recent evidence from psy-
chology (cf. Stanovich 1999)—that individuals are rational and ‘prone’ to
correct human decision-making and this intuition naturally lends itself to
opening up the bounds of rationality, even warranting an assumption of a
(more) rational agent (McKenzie 2004). Humans are not perfectly rational
of course, but agents who do an admirable job of making decisions cor-
rectly with little information, little time, much uncertainty, and natural
constraints to computation. Rationality for some reason appears to be a
dirty word in management—thus the heavy emphasis on boundedness
rather than rationality—but, I believe a rational choice model provides
a promising future path for management science (Felin and Foss 2006).
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Economic and rational choice reasoning and intuition will also help us
unpack (open up the black box of) many of the collective constructs that
are so readily taken for granted so in the organizational literature: whether
it is the organization itself, or networks, culture, the environment, and so
forth. Thus, methodological individualism adds some helpful analytical
rigor and leads to a much-needed unpacking of various collective con-
structs. I should restate that my call for a rational choice program—and,
I see KGA as one potential embodiment of it—should not be seen as a
critique of extant work, rather, again, I see it as a natural progression
for the field to begin to explicate underlying microfoundations, to make
progress via reduction (Elster 1989).

10.4. JC:

Well, Teppo, I agree with you completely that the overarching project is
to ‘specify human nature and decision-making capabilities appropriately’
hence I do not see what you find helpful in the work of Stanovich or
Baker and Pollock or, indeed, in that of Krueger and Funder. As I read
them, these authors seem to stand on some fundamental misunderstand-
ings about the notion of rationality and what it means to attempt to
modify or add to it. Frankly, I am not familiar with this literature or
with their kind of psychologizing but I sense they are confusing some
observational impressions—that people seem to exhibit characteristics
they find difficult to capture using the notion of logicality—with some
epistemological notions of rationality. So they feel driven to seek alterna-
tive forms of thought and/or explanation, unsure about whether these
are empirically based or conceptual. In particular, Baker and Pollock’s
notion of homo-multifacetus, which I presume means ‘multifaceted man,’
is neither defined nor developed and seems more like a throwaway obser-
vation than a real theoretical proposition (Baker and Pollock 2007: 301).
My immediate problem is that we are not told whether the ‘multi’ here
is of the multiple goals which a fully rational person might pursue,
or whether it implies something like a ‘tolerance for ambiguity,’ often
associated with leadership, which finds some unspecified way of dealing
with a truly heterogeneous goal-set. My reading is that ‘the facets’ are the
different goals a single rational mind might be able to hold onto rather
than some conceptually distinct mode of thought or action like intuition.
Likewise you speak of ‘heterogeneous preferences, interests, expectations
and understandings’ so I guess you see the facets as multiple goals, each
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pursued ‘mindfully’ as Weick might say, which seems a reasonable enough
observation of our fellows and ourselves perhaps.

But how do you see this kind of heterogeneity being resolved, so
moving us on from mere description toward a coherent theory-based
explanation? Likewise I am not sure what it means to position the indi-
vidual’s operating goals somewhere between being the freely chosen and
the negotiated or enforced. Do you have some algorithm for netting out
the psychological and sociological determinants? Even then there would
surely be residual heterogeneity since neither offers any coherent theory
of the person. Perhaps you see some form of meta-preference against
which all your heterogeneous goals can be ranked, so moving us on from
the mere observation? Absent this Archimedean place of full rationality,
such as the economists’ rational self-interest, the heterogeneity you raise
seems to push us irrevocably toward a relativism of ‘it all depends’ or
‘anything goes,’ as Feyerabend so famously remarked (Feyerabend 1993).

While not at all suggesting goal heterogeneity, Krueger and Funder’s
piece seems to be an expansive critique of the methodological disposi-
tions of a particular research community, again with little consideration
of what it might mean to move away from rationality as the basis for
explanation and theory. Their avowed target is the ‘negativity’ of focusing
on how people are sometimes less than fully rational, a parallel to medical
research’s evident focus on people who are sick. They correctly point out
the ideal of total rationality is their null hypothesis, just as medics take
wellness as the null to which they are trying to restore their patients.
But their call for a ‘more balanced’ research program, one that lauds
their assumption that people sometimes act rationally, or maybe even
always try to be (intendedly) rational, seems a misunderstanding of how
empirical research actually works. We can invoke Popperian falsification
and argue that theoretical progress is about the empirical falsification
of the reasonable conjecture that we thinking rationally about what we
see around us. So the balanced program they call for could either be a
careful recording of every observation of people acting rationally, the
kind of everlasting verificationist project that drove Popper nuts, or, more
interestingly, an attempt to explain our rationality itself. By this I mean
to go behind the mere assumption of Rational Man typical of economics
to some kind of explanation for the occurrence of this characteristic of
our minds—psychological, neurological, or evolutionary perhaps. This
searching behind the assumption seems to be what interests you about
Krueger and Funder’s work. But they are not, in fact, proposing any modes
of thought as alternative to full rationality, nor do they seem interested in
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plotting the empirically discovered boundaries to practical reason—a task
they would presumably see as ‘negative.’ Equally many neurobiologists
search behind the assumption of rationality without pausing to consider
the implications of trying to use the notion of rationality—as embedded
in the notion of cause and effect—to construct an explanation of ratio-
nality as an neurobiological effect. Perhaps they are searching for some
overarching biologically determined characteristic of which rationality is
simply one manifestation, contingent perhaps on the excitation partic-
ularities of the different domains of the brain or on the quantum issues
explored by Penrose (Penrose 1989). Likewise most of our fellow commen-
tators seem happy enough with rationality as the principal explanatory
characteristic of human thought, that is, to explain is to propose a logical
and falsifiable cause and effect relationship. Most rational choice theorists
simply presume the dominance of rationality as their null, entertaining
illustrated in Harford’s new book (Harford 2007), and you certainly seem
sympathetic to this position.

I am not sympathetic, so we clearly differ on this. For me the challenge
is to find a way of moving beyond the limits to rationality which Simon
reminded us of. I think one way to do this is to define and adopt as
axiomatic some contrasting characteristic of mind that can stand pari
passu with rationality, so I am especially interested in what you call the
‘forgotten behavioral and social foundations of human and organiza-
tional action’ and the issues explored in the Carnegie Tech program. But
how do you see these? Do you mean the politics of power, as interested
March, or some Durkheimian collective consciousness, or some blind
nonthinking herd instinct? It is clear that three or four centuries ago ratio-
nality was not as fetishized as it is today, so you might have in mind some-
thing like the Model of Man adopted by the Enlightenment philosophers.
From Locke’s position, for he saw judgement as a complement to reason,
we can see our task is not to reject rationality, after all we are often logical
and goal oriented. Rather the project is to complement the narrow and
astringent rationality of homo economicus with some of the other modes of
human thought and behavior that embrace more of what we know about
ourselves and presume about others. Smith, you recall, spun his whole
thinking from the notion of ‘sympathy,’ which interaction generated
the social and human space within which rationality was sometimes
appropriate. Thus I see the ‘behavioral economic’ (BE) thrust, in which
‘bias’ is proposed as a universal characteristic, as an attempt to replace
a logically defined rationality with an empirically established behavioral
one, so preserving the idea of rationality without either dismissing or
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complementing it. That is clearly professionally important for economics
and might help explain why Kahneman won his Nobel. Personally, hav-
ing tried out ‘prospect theory’ on my students, a homogeneous enough
population, and found it rather wanting, so I see no compelling reason
to think the BE biases are any more universal than are people themselves.
And without this asserted universality we slip into the chasm of relativism
noted above, in which each person’s rationality—or systematic bias—is
whatever it is and generalized theorizing is impossible.

At issue is whether we can say anything meaningful about any mode
of human thought other than rational reasoning, where the meaning of
this phrase is grounded externally in the abstractions of logic and our
computer-likeness rather than subjectively in our uniqueness. What sense
can it make to talk of reasoning ‘illogically’? Is this not a contradiction?
As Krueger and Funder note, we often describe emotion as that which
disturbs rational reasoning. But does that do more than describe it? It
tells us neither what emotion is, nor explicates its causes (if there are
any), nor how we might theorize it. The fact that some neurobiologists,
such as Damasio or Ledoux, observe ‘different parts of the brain lighting
up’ under circumstances in which they say ‘the subject’ is experiencing
emotion, might well tell us something about the neurophysiology of what
they call the emotions but does not tell an epistemologist much about
how emotion interferes with rationality. In fact, absent a theory of the
individual as an integrated mind/body system, there seems no compelling
reason to think these two concepts of emotion—the one epistemological,
the other empirical, are even related, let alone interfere with each other. As
Nussbaum shows in her fine analysis, the urban myth of this interference
is an epistemological overhang from the Greek Stoics, one that cannot be
sustained in the light of current philosophy or biology (Nussbaum 2001).

But, to get back to the central topic of our discussion, organizations
and the degree to which economic thought (i.e., that based on an MI
itself standing on the shoulders of homo economicus) can illuminate them.
You are quite right I am questioning this. I am more than happy to
agree with you that individuals, because they are human beings, often
appear to be rational, and as they go about their everyday organizational
work frequently apply their rationality. But what is this to do with the
nature of organizations? Yes, employees may be pursuing goals that are
organizational rather than personal, but is the organization no more than
a system for broadcasting the goal of the day? Organizations may be
‘made up’ of people—though that seems to neglect the role of capital and
land in Smith’s model—but does that mean organizations can be given
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the same attributes of rationality that we simply assume in people? Just
as an organization is made up of people so is the line at the checkout.
Following the rational choice theorists, we might be able to create a
tolerably good explanation for why people line up. But can we do the
same for their collaboration into organizations? Under what universal, as
opposed to socially or politically contingent, circumstance does it make
sense for me to labor at less that statutory minimum wage to keep Wal-
Mart’s shareholders comfortable? With a 60 percent annual turnover, or
thereabouts, clearly even the most needy get the message soon enough.
So does this selection from a narrow range of feasible alternatives really
be what we mean by economic rationality?

At the same time you talk of economic thought illuminating the ‘knowl-
edge literature.’ I find this curious and wonder if it should not be the other
way around. The knowledge management literature, standing as it does
on the notion of ‘tacit knowledge’ to take it beyond the reach of homo
economicus, certainly embraces a notion of rationality but is, by definition,
not limited to it. Were it so limited the ‘knowledge literature’ would
embrace the entirety of all ‘scientific’ theorizing and the term knowledge
would be entirely redundant. Being interested in knowledge management
as Polanyi shaped it with the notion of ‘tacit knowing,’ what I find
absent from the economic discourse is something that complements our
logicality. The impulse to look for this is not simply the evident poverty of
economic reasoning and its inability to explain either why organizations
exist or how they work, a situation which many great economists have
remarked. Even more it is a result of occasionally recognizing ourselves as
something other than mere theorists, cold-blooded (that emotion thing
again) and interested only in the pursuit of Truth. On those occasions
we struggle to recognize more of what goes on within ourselves and, we
suspect, in others as we try to ‘get along’ with those we love or hate or
otherwise share the human condition. I consider economics the lesser
for having narrowed itself away from political economy in the pursuit of
abstract rigor. I would argue the knowledge management literature rejects
this narrowness and kicks open a door to an arational discourse, well
illustrated by March’s examination of Don Quixote (March and Augier
2004), a discourse that, like novels and plays, embraces politics, love,
judgment, morality and, our fallibility in ways that economic reasoning
clearly cannot. My hope, therefore, is that by searching beyond rationality
alone, as the great economist Simon indicated we should, we might find
something intrinsically human about our organizations, that is, that they
only exist because of our arational dimensions. If we can indeed ‘specify
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human nature and decision-making capabilities appropriately’ we shall
also find organization as an aspect of both.

10.5. Teppo:

First, let me defend economic reasoning (though, not all of economics),
specifically as I think you overreach by pointing to ‘the evident poverty
of economic reasoning and its inability to explain why organizations
exist or how they work, a situation which many great economists have
remarked.’ This goes too far. Economics remains central to organization
science and strategy in particular (cf. Mahoney 2006), even though some
would have us ‘avoid the dangerous liaison with economics’ (Pfeffer 1997:
192, cf. Ferraro et al. 2005). For example, transaction costs economics
has said much—much of it seminal—about the origins of firms and their
boundaries (Williamson 1975). And, the ‘markets-in-hierarchy’ type of
intuition (Zenger and Hesterly 1997) is central and increasingly rele-
vant to our understanding of organizations (particularly given increasing
moves toward professional services which are knowledge intensive—see
Greenwood and Empson 2001; Teece 2003). In other words, I think you
are throwing the baby out with the bathwater, specifically as economic
reasoning provides some of our most central insights about organizations
and organizing. This of course is not to say that economics as a whole
represents some capital-T truth (e.g., hyperrationality is obviously erro-
neous), of course not. The point more simply is that the more general
ethos and approach of economics has much to commend it, including its
focus on parsimony and tendency toward microfoundations, reduction,
and so forth.

Second, I think you create an unnecessary chasm between economics
and behavioral approaches. That is, while the Carnegie School was explic-
itly reacting to matters that they disagreed with in mainstream eco-
nomics, nonetheless the Carnegie School also importantly retained much
of the underlying intuition of economics, and, rightly so. For example,
March and Simon’s (1958) classic book Organizations is replete with eco-
nomic reasoning. Note the heavy emphasis they put on ‘inducements
and contributions’ and ‘payments’; in other words, individual incentives
were critical to understanding organizations (Barnard 1938 made similar
points), and still are (Zenger and Hesterly 1997; Zenger and Marshall
2000). And, note that March and Simon’s approach is significantly more
methodologically individualist compared to where behavioral approaches
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of organizations have ended up of late, that is, heavily focused on the
environment (Greve 2003). Others have also noted that we may have
in part lost our way, highlighting the need to understand the micro-
foundations of interaction and decision-making (Gavetti et al. 2007). For
example, the focus on routines may have unnecessarily masked impor-
tant dynamics related to where routines come from in the first place,
and more importantly the routines ‘hegemony’ has unnecessarily tied
the hands (=rationality) of managers (Felin and Foss 2005). It may be
that routines are simply an epi-phenomenon. Furthermore, the focus
on various extra-organizational, environmental factors as the locus of
knowledge—such as networks or alliances (Kogut 2000; Powell et al.
1996)—has left many underlying, individual-level questions unanswered.
So, in sum, I think you create an unnecessary chasm between economics
and knowledge-based approaches of organization. I think economic rea-
soning can deeply and meaningfully help us to understand organizations
(just as organization theory itself can also influence economics), as sug-
gested by Nicolai’s (2007a) efforts to advocate a ‘knowledge governance
approach.’

Third, what then are the meaningful questions that might be addressed
from a behavioral perspective, perhaps with economic reasoning as an
analytical tool? I think many of these questions were anticipated by early
organizational scholars, and thus in part I think we need to return to
these roots. So, for example, you bring up the issue of organizational
goals. Goals are exactly the types of matters that I believe need signif-
icantly more focus; other closely related matters that deserve emphasis
include: beliefs, preferences, expectations, values, interests, and so forth.
Specifically, one of the key questions is the emergence of collective goals
and expectations (or, interests for that matter); where do these come
from, how do individual goals aggregate? Note for example that Simon’s
(1964) early work in this area was explicitly an effort to understand how
individual goals aggregate and how new collective goals might emerge.
Furthermore, in a key piece in the Journal of Politics (1962), titled ‘The
Business Firm as a Political Coalition,’ March wrestles with questions
about how coalitions emerge, and specifically how individual interests
are in essence negotiated and aggregated (cf. Cohen et al. 2001). The
intuition heavily relies on economic reasoning, and in both papers the
underlying intuition is almost game theoretic (see similar game-theoretic
intuition in Foss 2007b). In short, I think there is much here at the
nexus of individuals and organizations that deserves significantly more
attention.
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10.6. JC:

Well Teppo, we seem to be talking past each other, as organization theo-
rists and economists normally do. Why is this? How can I make my point
to someone already committed (emotionally perhaps?) to the notion that
economic reasoning illuminates our behavior at the microfoundational
level, though I see you are now using the term ‘intuition’ a great deal? Is
this intuition, evidently so important to the advance of theory, rational
in the sense we have used this term previously? Anyway, I have no
problem with macroeconomic (i.e., loose) assertions about, say, supply
and demand, or even with the make-or-buy decisions that inform TCE.
Although these tend to ignore the evident fact of power and its place
in our lives, they are important ways of talking about human behavior
that are blessedly free of religious and cultural idiosyncrasy. Yes, it is
useful to think through the larger consequences of giving individuals the
freedom to pursue their own interests (de Tocqueville 2000). It is simply
that when you try to move, as I agree we should, to the microlevel to
build a rigorous theory of human behavior, you have to invoke some
model of the individual that differs from homo economicus if one is to
say anything relevant. I am certainly open to the charge of overreaching
but, with respect, I think it is you who does this as you glide blithely from
the abstract assumption of homo economicus into making assertions about
real human behavior.

Let me illustrate. It is clear that disciplines in general, and economists in
particular, develop sophisticated ways of protecting their discourses from
those who, like hecklers, would upset them. The crux of sprachethik is
to know the distinction between the discourse’s axioms and its reasoned
deductions. Disciplines remain open to criticism of their deductions,
indeed that is much of what research and theoretical debate is about,
but they are immunized ex definitio against having their axioms replaced.
There is a tautology here, for new axioms mean a new paradigm, in
a Kuhnian sense, or more specifically, a new theory and discourse. For
example, commenting on peoples’ marriages we would normally use
language that cannot be related to Becker’s analyses of why people have
children. Do our comments then critique Becker’s work? No, they are
part of a different language game. In this same vein I have given various
economists occasion to remark ‘Well that’s interesting JC, but it isn’t
economics.’ So you and I are using different languages. This is why all
of us should study McCloskey’s work closely, especially her wonderfully
tart summary of economics as a rhetorical pastime (McCloskey 1998).
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At a more specific level let me rebut your suggestion that Williamson’s
work or indeed the TCE has illuminated the origins of organizations,
that is why they exist. I’ll give you that they might provide insights
into the movement of an existing organization’s boundaries. But what
they have really done is given economists the smug feeling that they
know something about firms, and this is far from being the same thing as
addressing managers’ questions. If you tell the average entrepreneur that
her or his firm came into existence because its transaction costs were lower
than those in the market for those same transactions you’ll likely get a
terse and not-too-friendly response about ivory towers and economists
not understanding anything about innovation and the travails of making
it happen.

As I have written elsewhere, the idea of comparing transaction costs
within and without the firm seems obvious enough to managers, among
whom I would include myself, while considering a make or buy decision.
Indeed it was Coase’s conversations in 1934 with real American corpo-
rate executives, rather than with economists, that precipitated his 1937
‘intuition.’ But such managers are not making the comparison econo-
mists suggest—about an isolated transaction, as Williamson insists was
Commons’s assertion. Commons’s argument was actually quite different,
but let us skip that for today; rather his point is that every transaction is
embedded in a complex situation (Commons 1924) and it is from their
grasp of that managers bring a substantial amount of tacit knowledge
to bear—all of which is effectively disallowed by your homo economicus.
But let’s stick with your characterization. Let’s take the notion of the
internal cost of a transaction. Even assuming we could get our cost-
and-works accountant to estimate this—which is why they are known as
‘estimators’—what about the allocation of overheads, that is, the classic
managerial accountant’s problem? How much of the unique, historically
contingent, and ongoing costs of setting up the firm and maintaining
its infrastructure should be allocated to this particular transaction? Here
the abstract and not very demanding idea of determining this cost col-
lides with the reality of a firm which cannot ever calculate, as opposed
to estimate, such costs. The possibility of doing this, even if one had
a complete record of every cost incurred going back to the founda-
tion of the firm, is finally completely undercut by the uncertainty on
which Penrose’s work (Edith’s that is, though Roger’s would do as well)
pivots.

What is the value to the business of its recorded resources and other
inventory? We cannot tell—that’s the point. The only thing we know for
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certain is that it cannot be ‘at cost,’ for if its value is really that then we are
denying the possibility of profit, and with that, survival in an imperfect
nonzero transactions cost environment. Thus, managers estimate rather
than calculate when considering their make-or-buy decisions and these
processes are (a) historically and subjectively contingent and thus cannot
be illuminated by the abstraction of homo economicus and (b) can never
be pinned down enough as basis to provide a ‘theory of the firm.’ I leave
on one side the complementary issue that organizations are composed
of more than managers and the question of how managers communicate
their make or buy decisions to those managed, given that they too are
less than fully rational. Thus your assertion that economic reasoning
underpins organization theorizing is precisely incorrect. On the contrary,
economics deploys its rhetoric, unsuccessfully from the organizational or
management theorist’s point of view, to hide the very arational intuitive
aspects of human beings that must be brought into view if we are ever to
understand why organizations exist rather than simply taking them for
granted—as economists do when applying a TCE approach to the location
of their boundaries (yet another contentious concept). To presume we can
bypass these issues of uncertainty and bounded rationality with some a-
cognitive behavioral notions seems quite bizarre to me, denying as it does
the whole notion of human agency. Thus, while the Carnegie Tech group’s
work is extremely interesting and provocative it ultimately fails because
of its horror of abandoning homo economicus.

You go on to cite Barnard and the ‘inducement/contributions schema.’
This is especially curious for you are appealing to a critic of MI rather
than its supporter (I think you really mean to cite March and Simon).
I have long regarded Barnard as one of less than a handful of people
who have said something fundamentally revealing about organizations.
Taylor, Veblen, Coase, and Penrose would be others. But it has taken
me 35 years to grasp where I part company from Barnard. It is a bit
peripheral to our discussion but at issue is whether the organization is
a closed and thereby calculable system. This bears on our discussion
in the same way that I try and distinguish estimation and calculation
above—estimation being our intuitive way of abbreviating or ‘closing off’
an open system to render it calculable. There is a wonderfully evocative
paper by Klapp about the ‘opening and closing’ of systems (Klapp 1975).
Thus managerial estimates depend on heuristics (routines?) rather than
on theory or calculation, and these are inevitably specific to the firm and
its operations and history. In all probability, they are all that can be known
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of the firm. This is why Penrose’s theory requires one to consider not only
the difficult-to-estimate costs of learning how to generate services from
resources in a first period but also the reduced costs of reapplying the
resulting knowledge in a second period. It is this second and subsequent
period reduction, and the resulting dynamism, which drives the growth
of the firm, not the costs incurred in the first period. At the same time
the knowledge generated is hostage to unforecastable changes of circum-
stance that might render it worthless. Penrose’s firm is open, closed only
by the management team’s intuitions and actions, and their learning
as a result of their experience of applying that knowledge. Likewise the
richness in Barnard is that he positions ‘the executive’ as the one whose
intuition and creativity ‘closes off’ the epistemological openness that
he defines into his analysis with his trinity of subsystems ‘incommensu-
rate between themselves.’ Thus, the inducements/contributions schema
is the very antithesis of rational calculation. No one can calculate the
ultimate benefits of participating in a firm. Nor can the inducing firm
do this, since much of what it requires of its participants is to innovate
in the face of the inevitable uncertainty of business. Nor can the firm
ever know the entire set of inducements acting on any one individual—
it may all be due to his mother or sibling jealousy. Thus the Benthamite
calculus fails and both Penrose and Barnard see managers and all others as
having arational capabilities which go far beyond those implied by homo
economicus.

Let me wrap up my case. Yes, I completely agree with you that it would
be good to surface and clarify the microfoundations to our theorizing
about organizations (and markets too perhaps, but that is for another
day). I also agree with the general thrust of your comments, along with
Nicolai’s, that the way we see collective level notions deployed often indi-
cates no more than sloppy thinking. In my defense, I originally intended
to use the contrast of individual and collective levels to mutually define
and so illuminate some KM issues rather than, as you presumed, propos-
ing we could talk usefully about collective knowledge on its own. But as
we probe for some microfoundations we differ widely in our views of the
consequences of doing this. I suspect you and Nicolai both want to hang
onto homo economicus because it is the mother lode of and justification
for economic discourse, for example, you see bright prospects for rational
choice theory. You know that if you move to another model of man, one
that embraces intuition and emotion, perhaps, you depart the discipline
itself—interesting perhaps, but it’s not economics.
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For my part, I am narrowly interested in managers and their orga-
nizations and believe we face stark conceptual choices, that is, either
we believe that economic theory can give us a managerially useful the-
ory of the organization or we do not. Likewise we might assume and
take organizations as axiomatic and unproblematic, self-evident socioe-
conomic entities that have boundaries and exist, and are separable from
their managers. This is the main attraction of systems theory, for the
popularity of which Barnard must clearly take some blame. From this
assumption we probe for the organizational system’s inherent nature and
characteristics—feedback, double-loop learning, environmental sensing,
and autopoietic perhaps. I see such theorizing about human organiza-
tions as a blind alley simply because it pushes people and their arational
characteristics out of the analysis. Organizations are made up of people,
we say. The alternative is to see organization as the problematic and place
our modest conceptual chips on an axiomatic model of the individual,
which is the MI impulse.

But here comes the hook. We have to adopt a model of man that makes
being organized, as opposed to operating self-interestedly in a market,
explicable. Homo economicus is actually Nonorganizable Man, by assump-
tion, for there can never be a decontextualized rational reason for him to
collaborate with others in the pursuit of a nonpersonal goal, so goals and
goal-setting are central, as you suggest. The explanation for an individual’s
adopting an organizational goal as opposed to a personal goal lies in the
particularities of the context of that choice, and the resulting theory is
thus about that context rather than a universal theory of organization.
The apologia, the idea that a participant’s goal can be perfectly aligned
with that of an organization is just the kind of rhetorical stuff which
McCloskey exposes. Homo economicus is a creature of self-interest alone.
There can never be a theory of human organization which makes such an
inhuman axiom its basis.

I applaud your drive to the microfoundations for it forces these ques-
tions to the surface and in so doing brings nearer the time when we
go beyond homo economicus and adopt a richer more contextualized and
realistic model of man—such as might appear in any of great novel. So I
believe you have yet to come to terms with the fact that our project will
ultimately render mainstream microeconomic discourse a curiosity of the
past, as McCloskey suggests. As we probe the governance characteristics
of real organizations and extend the KGA we confront the core issue for
our theorizing, of managing the intuition and agency of human others.
Homo economicus is not a good place to start for he, alas, has neither.
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10.7. Teppo:

JC, I agree. Transactions are complex and hard to calculate. Power is
important, so are social dynamics. Disciplines have their norms; per-
haps we are engaged in ‘language games.’ But, the underlying ethos
that informs my approach to management science is more analytical
in nature and more realist in perspective. That is, in the end we have
to explain something theoretically, in parsimonious fashion. We cannot
include everything in the model. Or, we cannot simply say that every-
thing is mutually instantiated (cf. Giddens 1984). Rather, we have to
focus on key elements and drivers and assume away the rest: idealization
and abstraction is the essence of science, its power and beauty. So, it
is not sufficient to simply point to complexity, or some other x-factor
(whether environment or power) and say that an approach is somehow
wrong. Rather, we need to come up with alternative or complementary
or expansive explanations to the ones already proffered, to offer better
idealizations and models. Now, economics is certainly not a panacea, I
have simply advocated economic reasoning and intuition given its ana-
lytical nature and tendency toward reduction. I might note that—despite
your pronouncements to the contrary—Barnard (1938) and March and
Simon (1958) certainly appeared to share this intuition. For example,
Barnard was fairly clear not only in his emphasis on inducements and
contributions, but more generally his approach was explicitly driven by
methodological individualism: ‘The individual is always the basic strategic
factor of organization’ (1938: 139).

Now, where does this leave us? Let me offer two concluding thoughts:
an epistemological point and then hopefully some key points oriented
toward ‘first principles’-type of research questions.

First, I do not think that caricatures of economics help us advance
discussions about understanding organizations, knowledge, and organiz-
ing. In short, I really do not buy into the language game intuition of
epistemology introduced by Kuhn, Wittgenstein, and others. I would
rather like to think, naively perhaps, that we are all engaged in an effort
to truly understand organizations: their nature, origins, advantage, and
so forth. Microfoundations are central to this. I do not see disciplinary
boundaries as being relevant to the effort to understand organizations.
There is excellent work on organizations being done in economics (e.g.,
Garicano 2000), much of it formal and analytical, and there is excellent
work being done in strategy and organization theory (e.g., Nickerson and
Zenger 2004). I see ‘transdisciplinarity’ as offering an important future

265



An exchange of ideas about knowledge governance

for organization science, the boundaries simply are unnecessary and the
disappearance of disciplinary boundaries will ought to give way to a bet-
ter understanding about organizational phenomena. Thus, programmatic
efforts, such as Nicolai’s ‘knowledge-governance approach,’ appear to be
highly conducive to the integration of insights from numerous disci-
plines, to help us understand specific questions surrounding knowledge
and collective effort, organizing, and organizations.

Now, I am not completely naïve. Theoretical insights from different
disciplines can be, and often are, contradictory, sometimes wildly so,
as illustrated by the reemergence of the neoclassical economics versus
organization theory clash (cf. Ferraro et al. 2005; Pfeffer 1997). But, being
the naïve realist that I am, I believe that these clashes can and ought to be
settled via the merits of the respective arguments rather than merely refer-
ring to ‘language games.’ In other words, we must realize that reasoning
and science relies (at least in part) on that ‘massive central core of human
thinking which has no history’ (Strawson 1959: 10). Thus, referencing
language games is simply an act of academic cowardice—an effort to avoid
engaging with the issues, logic, and arguments at stake. Furthermore,
citing language games inherently does not recognize that some theories
and arguments and facts simply are false period. Thus, vetting the ‘true’
and ‘false’ of arguments, proposed facts, and theories is at the very heart
of science.

Second, back to the matter of ‘first principles’—what are the key foun-
dational research questions that relate to knowledge and organizations?
From my perspective, many of these revolve around the need for a micro-
foundations ‘program’; again, I see the knowledge governance approach
(Foss 2007a) as one vehicle for carrying this out. So, let me try to articulate
some key areas that deserve further consideration. A key issue implicated
by microfoundations is our model of human rationality and human
nature. Specifically, given recent changes in our conception of human
rationality and decision-making capabilities (e.g., Gigerenzer et al. 1999;
Krueger and Funder 2000; McKenzie 2004), our models of rationality in
management also need to evolve and reflect these changing conceptions.
Thus, some key questions include: How do we specify rationality appro-
priately in organization science? How do our specifications of rationality
relate to strategy and organizational contexts? Human nature also is
central to our understanding of decision-making, learning, and so forth,
and thus extant ‘blank slate-like,’ heavily behavioral, models also need to
be updated. And, in general, our conceptions of bounded rationality need
to place more emphasis on rationality and less on boundedness.
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A second key issue is the matter of how various social effects emerge
and originate from individual action and interaction. Specifically two
things need to be recognized. First, that various social effects (whether
the organization itself or matters such as networks) necessarily have
individual-level origins and antecedents. Second, it must be recognized
that individual action is taken within social context, which in essence
requires the negotiation of heterogeneous preferences and interests. Key
questions then include the following: How do various social effects—
whether networks, organizations themselves, structure, etc.—emerge from
individual interaction? How does collective action emerge from heteroge-
neous interests or beliefs? How do heterogeneous preferences and interests
get aggregated or negotiated?

Another interesting micro–macro issue is the relationship between indi-
vidual judgment and various organizational forms. Scholars have recently
raised these issues (see Knudsen and Levinthal 2007), but numerous
important questions remain. The questions are particularly interesting
and important in a knowledge economy (cf. Foss 2006; Teece 2003): What
are key organizational forms that best tap into knowledge housed in spe-
cialized experts? How is an individual’s judgment best optimized in col-
lective settings and what implications does this have for governance and
new organizational forms? This area of investigation, at the nexus of judg-
ment and organizational forms, appears to be particularly promising, and
practically highly relevant given the demands of knowledge work. There
are also important and daunting issues to be investigated at the nexus
of individual and collective judgment. Extant theories often assume that
social interaction somehow optimizes judgment and decision-making,
but, there is plenty of psychological literature that suggests that this
simply is not the case. Thus, the following type of questions seems to
be critical: How does judgment get aggregated? What forms best optimize
individual decision-making capabilities and what situations might benefit
from forms that privilege collective judgment?

Overall, we’ve covered much ground here, in part perhaps talking past
each other, but nonetheless the exercise has been engaging and, we hope,
interesting for the reader.

10.8. JC:

Thanks Teppo, this has been fun and makes for another step in the
ongoing conversation we have been having for several years now. We
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are certainly as one in our interest in organizations and management—
and in economics too. They are important frames for the steps we take
to try and better the human condition. I think economists are inclined,
like Williamson, to argue that ‘in the beginning there were markets’
(Williamson 1975: 20). I would want to resist this and argue that perhaps
in the beginning there were organizations, hierarchies perhaps, which
established the title that property owners might then exchange. Irrespec-
tive of any historical claims, it seems obvious that in a property-owning
democracy such as ours there is something of a conceptual divide between
socioeconomic relations in which people pursue their own interests, a
system of free exchange that appealed to Hayek and his colleagues, and
those in which some individuals are obliged to pursue another’s interest
within a system of power. If this is accepted we can try to understand our
situation from at least two bases in the hope that we might eventually
bring them together in the way that physics advanced substantially when
mass and energy were equated. Until that time, of course, we risk talking
past each other.

But maybe it is only the conversation that is important, for to deny
the relevance or usefulness of language games is itself no more than
another language game. Thus the implication is that we must continue
to interact across our disciplinary boundaries (language games), and resist
the temptation to talk only to the members of our own community,
thereby separating what we do and whatever intelligence we produce
from the really important questions that concern those whose life is not
lived in the ivory tower, the people who create real value, and the real
conditions of life.
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Knowledge governance: what have we
learned? and where are we heading?

Nicolai J. Foss and Snejina Michailova

11.1. Introduction

Pondering some years ago the issue of what ‘knowledge approaches
can contribute to organizational theory,’ Anna Grandori (in Grandori
and Kogut 2002: 225) observed that these approaches had con-
tributed ‘. . . a new “contingency” factor for understanding organizational
arrangements. . . . Knowledge complexity, differentiation, and specializa-
tion, complementarity and interdependence are emerging as impor-
tant contingencies affecting effective organization and governance solu-
tions.’

However, we submit that an overall implication of the chapters in this
book is that one can go further than saying that ‘knowledge approaches’
have merely added a ‘ “contingency” factor for understanding organi-
zational arrangements’: it is, in fact, more ambitious and increasingly
meaningful to claim the emergence of a knowledge governance approach
(a notion coined by Grandori 1997). A pertinent question is, however, how
distinctive and coherent the knowledge governance approach is. In other
words, where are we in terms of shared ideas, insights, research strategies,
and so on—and where are we likely to head in the future? We address
these questions in this concluding chapter.

The purpose is not to ambitiously argue that immediately ahead of
us is something akin to a ‘research program’ in the sense of Lakatos
(1970) with ‘hard core,’ ‘protective belt,’ ‘positive heuristics,’ etc. Such an
argument would not be viable. To exemplify, there do not seem to be any
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shared heuristics between the highly abstract treatment by Christensen
and Knudsen (Chapter 3) on the one hand and the empirically based
argument by Scarbrough and Amaeshi (Chapter 9), or between Grandori’s
(Chapter 4) discussion of polyarchic governance and Argote and Kane’s
understanding of knowledge governance (Chapter 8), or even between
any of those four chapters. However, other chapters do seem to form
more of a cluster; for example, Heiman, Nickerson, and Zenger (Chap-
ter 2), Grandori (Chapter 3), Foss and Foss (Chapter 4), and Osterloh and
Weibel (Chapter 5) all base their reasoning on a discriminating alignment
framework, that is, the idea that the relevant knowledge-based unit of
analysis is aligned with the governance structures or mechanisms that
best handle the relevant activity or transaction. An efficiency principle is
implicitly invoked as the mechanism that aligns transactions and struc-
tures/mechanisms. Although some of the chapters are explicitly critical
of organizational economics in its transaction cost economics manifes-
tation, there is nevertheless a significant debt owed to this approach.
Another cluster of contributions seems to be formed through the chapters
by Osterloh and Weibel, Argote and Kane, and Husted and Michailova,
all inspired by organizational behavior theories and examining organi-
zational behavior concepts as particular governance mechanisms (e.g.,
identity, socialization).

However, given the diversity of the contributions on knowledge gov-
ernance, including the diversity of the chapters in this book, the more
modest argument being advanced here is that we are witnessing the
emergence of a relatively dense network of connected ideas called ‘knowl-
edge governance’ (or the ‘knowledge governance approach,’ Foss 2007).
Moreover, this ‘network of ideas’ goes beyond the overall and by now
somewhat exhausted argument that the management of knowledge has
become a critical issue for competitive dynamics, international strategy,
the building of resources, the boundaries of firms, and many other issues.
Specifically, we can see convergence on issues such as what knowledge
governance should seek to explain; what is the unit of analysis; how
that unit should be dimensionalized; and so on. The following sections
identify such convergence. As a point of reference and orientation, the
table below provides a mapping of the dimensions in which the chapters
in this book differ and converge, respectively.1

1 The chapter by Felin and Spender is left out because it is a confrontation between very
different perspectives.
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11.2. What Should Be Explained? Knowledge
Governance Explananda

The notion that there is a unity to the various undertakings that can be
classified under the knowledge governance umbrella may seem fragile in
the face of the many phenomena that knowledge governance scholars
seek to address and explain. This book has offered a series of seemingly
very different explananda, many of which are entirely new to the lit-
erature. Examples include the following: how problem finding can be
enabled by structured processes (Heiman et al.), how project acceptance
depends on organization structure (Christensen and Knudsen), how dis-
tributed knowledge may be governed by managerial authority (Foss and
Foss), how firms can cope with knowledge sharing dilemmas in interfirm
alliances (Husted and Michailova), etc. (see Table 11.1). What unites these
treatments in spite of the apparent diversity is the notion that manage-
ment can design organizational arrangements and processes to facilitate
knowledge processes—that is, the creation, transfer, sharing, integration,
and use of knowledge—and that such design activities should take into
account the distinct character of knowledge and knowledge processes
(cf. also the Introductory chapter).

Assuredly, many scholars in organization, strategic management, and
other fields in management as well as in economics and sociology have
argued that organization is responsive to knowledge and that in turn
organization may shape knowledge. The ‘extended network’ of knowledge
governance scholars reaches far back in time. Thus, on a fundamental
level the information-processing emphasis in the organization theory of
the 1960s and 1970s illustrates the first causality (i.e., that organization is
responsive to knowledge), and earlier, Hayek’s (1945) famous argument
concerning the need for decentralization when relevant knowledge is
‘knowledge of time and circumstance’ makes a similar point on an even
more abstract level (as Grandori recognizes in her chapter). Less abstractly,
the innovation management literature has long stressed that such orga-
nizational issues as role definition, team composition, the distribution of
authority, etc. should be very much responsive to the nature of product
development efforts.

However, organization also shapes knowledge: the organizational divi-
sion of labor implies that processes of knowledge creation become path
dependent. As Loasby (1976: 133) noted, an organizational structure
‘. . . not only determines where an organization’s problems are worked on,

274



Table 11.1. Diversity across the chapters in this book

Explanandum Unit of analysis Dimensions of unit Microfoundations Organizational alternatives
of analysis

C2: Heiman et al. Knowledge creation, ‘problem
solving and identification’

The problem Complexity, degree of
decomposability

Must take account of
cognitive biases

Markets, authority-based and
consensus-based hierarchy

C3: Christensen and
Knudsen

Decision quality (i.e., search
and evaluation processes)

The project Project quality Bounded rationality;
motivational issues not
treated

Organizational structures have
differential evaluation
properties

C4: Grandori Knowledge creation Innovation Uncertainty Agents are ‘scientists’; they
pursue valid knowledge
through conjectures and
refutations

‘Associational’ and ‘polyarchic’
governance are superior
alternatives for governing
knowledge creation

C5: Foss and Foss Efficient governance of
knowledge use when
knowledge is distributed

Knowledge in a social
system

How distributed is the
relevant knowledge?

Conventional economic
assumptions

Two types of authority are
distinguished and contrasted
with price-based allocation

C6: Osterloh and
Weibel

Knowledge creation Explorative
knowledge
production

Cognitive
distance/overlap

Must include psychology
research on motivation

High-powered incentives and
‘unfriendly’ monitoring are
contrasted with
low-powered incentives,
institutional framing, etc.

C7: Argote and Kane Knowledge creation and
transfer

Innovation/idea Degree of
demonstrability

Must include identification
processes

Building a superordinate
identity may be a low-cost
alternative to other
mechanisms

C8: Husted and
Michailova

Knowledge sharing Shared knowledge What knowledge, when,
and why to keep in
the organization, and
what, when, and why
to share externally?

Must include organizational
members’ identification
and allegiance

Socialization tactics can
efficiently substitute formal
and more expensive
governance mechanisms

C9: Scarbrough and
Amaeshi

Governance of knowledge
creation under open
innovation

Shared knowledge Tacitness, system
embeddedness

Not explicated Interplay between formal and
relational mechanisms
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but also helps to determine what problems they shall be, how they are
defined, and what solutions will be attempted.’ Thus, Clark and Fujimoto
(1991) pointed out that building ‘integrating mechanisms,’ such as stage-
overlapping product development processes, and embedding these orga-
nizationally would facilitate thick communication across departments.
Ideas that, for example, alliances and joint ventures may be seen as
vehicles for knowledge building (beginning perhaps with Hamel 1991);
that high-performance HRM practices can drive innovation performance
(Laursen and Foss 2003); that the ‘differentiated multinational corpora-
tion’ is a means of superior leverage of knowledge (e.g., Hedlund 1994);
that knowledge creation and sharing are dependent on network relations
(e.g., Hansen 2002); etc. all bear testimony to the fact that thinking about
the relation between organization and knowledge processes can be found
in several distinct quarters in management.

Still, knowledge governance scholars sharpen this overall focus in a
number of ways. In particular, they seem to be taken up with designed,
formal organization. Whereas this manifestation of organization has by
no means been neglected in the knowledge movement at large, there has
arguably been a tendency in recent research to focus more on ‘informal
organization,’ that is, networks, culture, communities of practice, and the
like, than on formal governance mechanisms.

The attempt to provide more room for such formal aspects of organi-
zation is by no means a denial that informal organization matters and
it matters importantly. The attempt to explore how formal organization
impacts knowledge processes is motivated by the recognition that formal
organization, to a larger extent than informal organization, represents the
levers that managers can actually pull. Even if it is granted that informal
organization, for example, in the form of network relations, is a proximate
cause of, say, the intensity of knowledge sharing in an organization,
this informal organization may only be open to manipulation through
changes in formal organization (e.g., changes in organizational structure
may influence networks).

11.3. Knowledge-Related Units of Analysis
and Their Dimensions

Knowledge-based work in management has worked with what appears
to be a mind-boggling number of units of analysis, ranging from the
transaction (e.g., Heiman and Nickerson 2002; Oxley 1997), the problem
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(Nickerson and Zenger 2004), the routine (Nelson and Winter 1982), the
knowledge asset (Winter 1987), dynamic capabilities (Teece, Pisano, and
Shuen 1997), practices (Spender 2005), or ‘knowledge units’ (Contractor
and Ra 2002; Simonin 1999). One can see an almost similar diversity
reflected in this book. For example, Argote and Kane and Grandori take
innovations as the relevant knowledge-based units of analysis; while
Heiman, Nickerson, and Zenger focus on problems; and Christensen and
Knudsen adopt the project as the unit. Compare this seeming confusion
to transaction cost economics which consistently adopts the transaction
as its unit of analysis, a strategy that has arguably strongly contributed
to the success of TCE (as Williamson (1999) argued). One may be led to
conclude that knowledge governance scholars will benefit from adopting
an agreed upon unit of analysis.

However, disciplines, fields, or approaches are not necessarily charac-
terized by unique units of analysis. Thus, the existing diversity in the
knowledge movement may simply reflect that different research problems
are involved. In general, what is the preferred unit of analysis should
depend on the relevant research problems. The unit may differ depending
on whether the focus is knowledge sharing or knowledge creation. Thus,
Nickerson and Zenger (2004) construct a theory about the organization of
knowledge creation, based on taking the problem as the unit of analysis.
However, this seems primarily designed for understanding the governance
of knowledge creation (i.e., solving problems by combining knowledge);
it seems less well suited for understanding knowledge sharing or integra-
tion.

That being said, some units of analysis seem to be more generally
applicable than others, and as a research strategy it may pay off to empha-
size some units. The most generally applicable unit of analysis for the kind
of problems that knowledge governance scholars are interested in is the
knowledge transaction, that is, the transfer of an identifiable ‘piece’ of
knowledge from one actor to another. While the chapters in this book do
adopt different units (cf. Table 11.1), most of the reasoning in most of
the chapters can be reconstructed in terms of taking the knowledge trans-
action as the unit of analysis. Thus, knowledge transactions are involved
in knowledge sharing, integration, and creation. Of course, taking the
knowledge transaction as unit of analysis has the added benefit of linking
up with organizational economics and an established framework for link-
ing transactions to alternative kinds of organizing (‘alignment’). Indeed,
about half of the chapters explicitly take organizational economics as
an important source theory (i.e., chapters by Christensen and Knudsen,
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Heiman, Nickerson, and Zenger, Grandori, Foss and Foss, Osterloh and
Weibel).

However, the way of dimensionalizing transactions that has become
dominant in organizational economics, namely, the transaction cost
economics triad of frequency/uncertainty/asset specificity, is at best
incomplete for the purposes of treating knowledge transactions (cf. also
Grandori 2001; Heiman and Nickerson 2002; Nickerson and Zenger 2004).
It is not clear how dimensionalizing a knowledge transaction in these
terms assists the understanding of, for example, knowledge sharing where
transactional problems may rather be caused by the degree of codifi-
cation of the relevant knowledge than its ‘uncertainty’ (whatever that
might mean in the specific context). The knowledge-based literature is
unfortunately not clearly forthcoming with respect to dimensionalizing
knowledge.2

An important exception is the Winter (1987) taxonomy, which has
been the basis for much subsequent empirical work (e.g., Kogut and
Zander 1993; Simonin 1999). Winter introduces the dimensions of tac-
itness versus explicitness, system-quality versus stand-alone, teachability
versus non-teachability, and complexity versus noncomplexity. Although
these dimensions have usually been applied to more aggregate knowledge
constructs (such as routines and capabilities) in the empirical literature,
they can also be used to characterize knowledge transactions. Accordingly,
knowledge transactions can be dimensionalized in terms of the character-
istics of the underlying knowledge.

The Winter taxonomy is implicitly reflected in a number of chapters.
For example, Argote and Kane dimensionalize knowledge in terms of
‘demonstrability’ which seems close to the Winter notion of ‘teachability.’
The ‘complexity’ dimension is present in, for example, the Heimann,
Nickerson, and Zenger chapter, etc. However, there is no need to stop
the process of dimensionalizing with the Winter taxonomy; other dimen-
sions may be relevant. For example, scholars working from a transaction
cost economics perspective have suggested adding ‘appropriability’ as a
relevant dimension (e.g., Oxley 1997),3 and Contractor and Ra (2002)

2 The many studies of interfirm imitation and intrafirm knowledge transfer (e.g., Maritan
and Brush 2003) tend to develop dimensions of, say, capabilities in an inductive manner and
the explicit or implicit dimensionalizations differ from study to study.

3 Appropriability is to some extent derivative of, for example, the tacitness versus explic-
itness dimension, but not fully, as it also includes the legal framework surrounding the
transaction.
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suggest adding how ‘novel’ the knowledge is (knowledge with a higher
degree of novelty is more costly to contract, absorb, assimilate, integrate,
etc.). A number of contributions to this book suggest that transactions
also need to be seen in a systemic context. For example, the chapters by
Heimann, Nickerson, and Zenger, Grandori, and Foss and Foss argue that
the degree of knowledge dispersal in an organization is a determinant
of the governance mechanisms that can efficiently be adopted to govern
this knowledge (although Grandori thinks that knowledge dispersal is a
stronger constraint on governance choice than Foss and Foss do). Osterloh
and Weibel introduce ‘cognitive distance,’ which also seems only partially
overlapping with the Winter dimensions.

In the context of the knowledge governance approach, dimensional-
izing the unit of analysis matters because the costs of sharing, trans-
ferring, integrating, using, and creating knowledge vary systematically
with the relevant dimensions. The choice of governance mechanisms
reflects these costs. If this principle is kept in mind, there is no reason
to inherently prefer the transaction as the unit of analysis; other units
may be (equally) appropriate. However, more aggregate or collective-level
knowledge-based units of analysis, such as capabilities or competencies,
may be less attractive to knowledge governance scholars because they
tend to favor microanalysis.

11.4. Which Microfoundations?

As Teppo Felin notes in his dialogue with JC Spender in Chapter 10,

. . . the KM literature would benefit from starting out from lower-level notions and
systematically building theory upwards to understand how macro, knowledge-
related outcomes emerge and form from these microlevel antecedents. This micro-
foundations program and intuition shares much with the social theory pioneered
by James Coleman. (1990, cf. Felin and Foss 2006)

‘Microfoundations’ here implies that a starting point must be taken in
explicit behavioral assumptions. Thus, explanation starts with the indi-
vidual agent (even though it may be permissible to introduce more col-
lective concepts, such as organization structure, in the analysis as short-
hand). This implies modeling (i.e., making specific assumptions about)
individual agents’ preferences, knowledge, incentives, etc. For example,
Christensen and Knudsen (this book) explicitly model individual agents’
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‘evaluation functions,’ while Osterloh and Weibel (this book) provide a
discussion of the psychological assumptions that need to be added to the
characterization of individuals if one wants to understand the organiza-
tion of explorative knowledge work.

However, the question is, which microfoundations? The general guide-
line is that this depends on the questions one tries to solve. Thus,
economists have found that they have had to increasingly change the
way they model individual cognition and motivation toward greater
realism as they have moved from treating only market and macro-
phenomena to also address contracts, organizations, networks, trust,
and so on. As the contributions to this book suggest, the standard
economics model of man as a cognitive superman that is only extrin-
sically motivated is inadequate for the building and development of
knowledge governance theory. More realistic cognitive and motivational
assumptions are needed. Moreover, a general rule is that the lower the
level of analysis, the more fine-grained the description of the individ-
ual agent (Machlup 1967). Because the knowledge governance approach
is all about how the deployment of specific governance mechanisms
impacts knowledge processes (i.e., a low level of analysis), rather spe-
cific assumptions need to be made about individual agents, and these
assumptions must ‘allow for’ the phenomena to which an explanation is
sought.

While knowledge governance scholars are often sympathetic to the
behavioral assumptions of transaction cost economics (e.g., Foss 2003;
Mowery, Oxley, and Silverman 1996; Nickerson and Zenger 2004)—that
is, bounded rationality and opportunism (Williamson 1996)—as these
produce interesting organizational and exchange hazards, these behav-
ioral assumptions may still be too coarse. ‘Bounded rationality’ means
many things and ‘opportunism’ may manifest itself in multiple ways.
Moreover, bounded rationality and opportunism are not given, but can
be influenced by governance mechanisms. Relatedly, a more sophisti-
cated view of motivation (e.g., as in Osterloh and Frey 2000) that is
conventional in the economics of organization must be included. Indeed
a number of chapters in this book call for a more nuanced view of
motivation (e.g., Osterloh and Weibel, Argote and Kane), one that is
informed by advances in social psychology and organizational behavior,
and of cognition (e.g., Grandori). While much can perhaps be packed
into the ‘bounded rationality and opportunism’ duo, many things, such
as ‘superordinate identity’ (Argote and Kane) or ‘allegiance’ (Husted and
Michailova), cannot.
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11.5. Which Organizational and Governance Alternatives?

Knowledge governance may be seen as a sustained attempt to define the
appropriate place for organization in the broader knowledge movement
in management of which it is a part. The point is not that organization
per se has been neglected here. The problems rather have to do with
missing microfoundations (an issue explored by Felin and Spender in
their conversation in Chapter 10), and with particularly formal organi-
zation being under-researched. With respect to the first point, precise and
comprehensive inquiries of the causal links from governance mechanisms
(macro) to individual knowledge-related behaviors (micro) to organiza-
tional knowledge-related outcomes (macro) are rare. By paying explicit
attention to the level of individuals and individual interaction, knowledge
governance scholars seek to open this black box of the causality from orga-
nizational arrangements to organization-level knowledge outcomes (e.g.,
organizational knowledge sharing). With respect to the second point,
formal organization being under-researched, mechanisms such as the
allocation of authority and decision rights, the provision of incentives,
and the creation of organizational structure need to be given more explicit
emphasis. The main part of the research that includes formal organization
is work that deals with the influence of explicit incentives on knowledge
sharing (starting in economics, see Bhattacharya, Glazer, and Sappington
1992), but clearly many other mechanisms of formal organization are
relevant and should be included.

Bringing formal organization more explicitly into the analysis also
means going significantly beyond the market–hybrid–hierarchy tri-
chotomy of transaction cost economics, and explicitly considering the
various governance mechanisms that can be combined within governance
structures to support knowledge-related outcomes, and what exactly
guides such combination. In other words, which governance mechanisms
are substitutes and which are complements with respect to furthering
knowledge-related outcomes? Which clusters of governance mechanisms
should we expect to see for which kind of knowledge processes? Including
also informal organization obviously complicates the picture. For exam-
ple, it becomes pertinent to ask whether strong norms are, for example,
knowledge sharing substitute for incentives to share knowledge, or may
they rather complement them? What formal governance mechanisms
complement the socialization tactics discussed by Husted and Michailova
(Chapter 8) or the identities discussed by Argote and Kane (Chapter 7)?
To what extent is management’s ability to deploy formal governance
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mechanisms constrained or facilitated by the web of informal organiza-
tion in place? Conversely, what kinds of formal mechanisms may harm
informal mechanisms (e.g., relational ones), an issue treated by Scar-
brough and Amaeshi and Osterloh and Weibel?

These issues are highly under-researched, no doubt because of their
theoretical complexity and difficulties of empirical operationalization.
In one of the few (theoretical) treatments that have a bearing on the
issues, Grandori (2001) argues that scholars have managed to sidestep
these complexities by simply deciding, in an essentially arbitrary fashion,
that governance mechanisms cluster in discrete governance structures. If
one examines the mechanisms that govern knowledge processes between
and within firms, one finds that not only hierarchical or communitar-
ian mechanisms are applied but also price-based (market-like) contracts,
Grandori argues. The conclusion she draws from this is that the portfolio
of mechanisms effectively employable between firms to link nodes of spe-
cialized knowledge can hardly be distinguished (in qualitative terms) from
those mechanisms employable within firms. Grandori’s (2001) discussion
is refreshing and provocative, but not the last word on these intricate
issues.

11.6. Toward Evidence-Based Knowledge Governance

In spite of the important strides forward that are contained in this-
book, the knowledge governance research frontier is clearly an open one
(if perhaps not a wide open one). Indeed, the above discussion of key
themes in knowledge governance suggests that many important issues are
not settled. Pfeffer and Sutton (2006) have recently made a general call
for ‘evidence-based management,’ that is, the explicit use in management
practice of the best available evidence in management decision-making
(and social science in general). While many have observed that much, in
fact, most, management decision-making takes places in complete isola-
tion from any such evidence (e.g., Rousseau 2006), the other side of the
coin is equally noteworthy: there are certainly important phenomena that
concern managers about which precious little serious evidence actually
exists. To exemplify, consider how much (little) we really know about the
following two important and partly overlapping issues: the contribution
of knowledge to competitive advantage (Grant 1996; Spender 1996) and
the governance of knowledge-intensive firms (Starbuck 1992).
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One of the first areas where knowledge-based views acquired promi-
nence is strategic management (e.g., Grant 1996; Kogut and Zander 1992;
Spender 1996). The field has seen a proliferation of approaches that (alter-
natively) place ‘capabilities’ (whether ‘dynamic’ or not), ‘competencies’
(whether ‘core’ or not), ‘knowledge resources,’ ‘knowledge structures,’
‘knowledge stocks,’ etc. center stage. These are all firm-level knowledge
resources. The key idea is that differential firm performance can be traced
to differential capabilities (or competencies, etc.); successful firms control
capabilities that result in more appropriable value-added than less success-
ful firms. However, in spite of almost two decades of such ‘knowledge-
based’ work in strategic management, the literature still suffers from a
fundamental problem with connecting the (micro) level of individuals
and their interaction to the (macro)level of capabilities (Felin and Foss
2005). In fact, the microlevel is usually bypassed. As Argote and Ingram
(2000: 156) noted, to the extent that there has been progress in studying
knowledge as the basis of competitive advantage, ‘. . . it has been at the
level of identifying consistencies in organizations’ knowledge develop-
ment paths and almost never at the level of human interactions that are
the primary source of knowledge and knowledge transfer.’

The issue of how knowledge that ultimately resides on the level of
the individuals is somehow integrated through organizational means
into organization-level capability is thereby obscured (Felin and Hesterly
2007). This is highly problematic, as it leaves completely in the dark, for
example, whether knowledge-based competitive advantage is primarily
caused by ex ante highly efficient, knowledgeable, etc. individuals self-
selecting into certain organizational environments, or by superior inter-
action among employees that ex ante did not arrive with much human
capital (or some mix between the two extremes). Moreover, because of
its neglect of employee–firm-level links, the knowledge-based view also
has difficulties finding room for organization: although capabilities are
often taken to be organizational processes that enable managers to carry
out certain key tasks, organization itself seems almost conspicuous by its
absence in this kind of work. What knowledge governance can do here
is to further knowledge-based work not only by placing the finger on the
sore spots but also by more important actively work on the fundamen-
tal issue of the role of organization in the creation of knowledge-based
competitive advantage.

The second example concerns knowledge-intensive firms, that is, firms
where a significantly larger part of value-added can be ascribed to human
than to physical assets. They range from R&D-intensive manufacturing
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firms to professional services firms. The increasing importance of such
organizations have led many scholars to speculate that the very notion
of firm boundaries is becoming increasingly problematic as (inalienable)
human capital increasingly dominates (alienable) physical capital as the
most important category of productive capital (see Foss 2002 for a critical
discussion). Similarly, many have argued that the increased prevalence of
knowledge-intensive firms has profound implications for the deployment
of governance mechanisms such as the allocation (and exercise) of author-
ity and the design of reward systems. In fact, according to a viewpoint
that has almost acquired the status of conventional wisdom, human
capital organizations may be differentiated from ‘traditional’ firms in
terms of governance mechanisms by relying less on direction through the
exercise of authority, eschewing high-powered performance incentives,
and embracing ‘culture’ and ‘clan’ modes of organizational control (at
least for the core group of employees) (e.g., Child and McGrath 2001).
Organizational control is exercised through very different mechanisms in
the two kinds of firms.

However, Teece (2003) develops a contrary view. Teece explains how
the organization of his own firm (Law and Economics Consulting Group,
LECG), a professional services firm, is very much different from the
above portrayal of how human capital organizations are administered and
controlled. In particular, while indeed the traditional blunt authority-
mechanism (supervision, order-giving) is ‘extremely weak’ in this firm,
very high-powered performance incentives are used (instead). The two
features are related, for by setting compensation for ‘experts’ ‘. . . purely as
a certain percentage · of the expert’s own individual bill-out rate times
hours worked (as accepted by the client)’ (Teece 2003: 909), strong incen-
tives are coupled with a small need for monitoring. Teece speculates that
the specific organizational design of LECG (and there are other features in
addition to those briefly mentioned here) ‘. . . may well portend the future
for professional service organizations endeavoring to leverage top talent’
(p. 914).

The point is, of course, not that Teece is right and those who argue
differently are wrong, or vice versa; both may be right—for different kinds
of knowledge-intensive firms or for different environments. However, we
do not have a good theory that will allow us to discriminate between these
alternative accounts in a clean manner. What does a ‘good theory’ mean
here? It may mean something akin to the received transaction cost theory,
that is, theorizing that begins from a knowledge-related unit of analysis
and explains how the efficient deployment of governance mechanisms
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systematically varies when the unit of analysis varies, given assumptions
about agents’ knowledge and motivation and given assumptions about
the principle (e.g., efficiency) that links the unit of analysis with alter-
native kinds of governance mechanisms (or combinations thereof). How-
ever, the theory may also include the notion that agents gradually learn
what is the proper alignment of transactions and governance structures.
It may take into account rich ideas on motivation and cognition from
psychology, as suggested by a number of chapters in this book. It may be
linked to environmental factors, etc.

The fact is that we only have parts and pieces of such a theory. To
be sure, much is known about, for example, such issues as what kind
of motivation works best for knowledge sharing or how network ties
influence knowledge sharing and creation. The basic theory of governance
choice is in fairly good shape and the last decade has witnessed important
work that extends this theory to knowledge transactions (e.g., Heiman
and Nickerson 2002, 2004; Oxley 1997). However, it is not clear how these
ideas add up and connect. Clearly, for many management purposes, more
partial views may be fully adequate. But for the Grand Questions we need
something more than partial views. Among such Grand Questions are the
relations between knowledge, competitive advantage, and economic orga-
nization. It is high time to not only aim at evidence-based management
in the governance of knowledge processes but also make strides forward
to actually build the theories and supporting evidence that can serve as
proper decision support.
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