


Game Theory and Policymaking
in Natural Resources and
the Environment

Game theory has become one of the main analytical tools for addressing
strategic issues in the field of economics and is expanding its influence in
other fields of social sciences. With the increased level of extraction of natural
resources and pollution of environments, game theory gains its place in the
literature and it is seen more and more as a tool for policymakers and not
only for theoreticians.

The book is structured in four parts dealing with the management of nat-
ural resources, the negotiation aspects of water management, water alloca-
tion through pricing and markets, and how conflicts and regulation shape the
management of the environment. The first part explores game theory con-
cepts applied to fisheries and grazing lands, which are two important natural
resources. In the next two parts, several game theory methodologies are con-
sidered in the negotiation approach to water management and approaches to
water pricing and markets. The last section looks at environmental protection
as the end process of the interplay between conflict and regulation.

This book includes chapters by experts from developing and developed
countries that apply game theory to actual issues in natural resources and the
environment. As such, the book is extremely useful for graduate students and
technical experts interested in the sustainable management of natural
resources and the environment. It is also relevant to all game theory and
environmental economics students.
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1 Game theory
A useful approach for policy
evaluation in natural resources
and the environment

José Albiac, Joaquín Sánchez-Soriano,
and Ariel Dinar

This chapter sets the tone for the book by posing the intriguing question
of whether or not game theory has developed sufficiently, and the conflicts
and problems associated with sharing of natural resources and environ-
mental amenities have worsened enough, that game theory may assist in
evaluating various policies aimed to improve their management. The chapter
uses several examples from the cases discussed in the book as well as
some examples not included in the book to convince the reader that there
are a number of opportunities to apply game theory to policy issues in
natural resources and the environment. The chapter also highlights the prob-
lems that still exist and the aspects that have to be addressed in the interpret-
ation of the results and in the application of the various game theory
approaches.

1.1 Background

Since the middle of the twentieth century, principles, concepts, and method-
ologies originating in the theory of games have been successfully applied to
such diverse fields as economics, politics, evolutionary biology, computer sci-
ence, statistics, mathematics, accounting, social psychology, law, epistemology,
and ethics, providing analytical, insightful ideas and explanations to various
important problems in each of these fields. Particularly, the significant role of
game theory in economics and social sciences has been recognized by the
award of the Nobel Prize for Economics to game theorists on two occasions,
in 1994 and 2005.

Generally speaking, game theory could potentially be useful in any context
where there are two or more agents facing conflict of interest, with the final
result of these interactions depending on their (strategic) behavior. Thus,
with globalization and openness of societies, and with the increased level of
extraction of natural resources and pollution of environments, game theory
gains its place in the literature and is increasingly seen as a tool not only for
theoreticians but also of actual benefit to policymakers.

Since the industrial revolution, technological advances have triggered a
massive increase in production, wealth, and population to levels that appear to



be unsustainable. This extraordinary growth in human activities is pressuring
natural resources and leading to extensive environmental damage, which in
turn threatens the proper functioning of ecosystems and the well-being of
many societies that rely on their services.

As population increases and availability of natural resources remains con-
stant or decreases, the potential for conflict over management, extraction,
and allocation of basic natural resources such as land, water, and fisheries
becomes more likely, and the resultant increase in negative environmental
externalities—arising, for example, from the stress put on fisheries, forests,
and water—affects individuals, groups, and territories. One important impli-
cation is that strategic behavior by individuals and groups becomes more
essential if they are to maintain their livelihoods and continue to survive.

What makes water resources a natural candidate for cooperative
game theory applications?

“Indeed this is a question that intrigues many scholars involved in
this field. First, water-related conflicts involve usually a small number
of stakeholders (players) that are interrelated to each other. Therefore,
there is a greater scope for strategic behavior among players in water-
related conflicts. Second, the level of externalities associated with water
utilization is a big incentive to cooperate. Externalities include (a) the
zero-sum (or constant-sum) outcomes of unilateral use of the resource
(e.g., if party B uses more of the resource in the aquifer, less is left to
party A, and also the cost of pumping party A faces is much more
substantial due to the depth to the water table), and (b) the negative
impact of water quality degradation that party A—the upstream—
imposes on party B—the downstream (in the case of a river). Third, the
great economies of scale associated with water infrastructure make it
more attractive to build bigger rather than smaller water projects, hence
providing incentives to joint considerations. Fourth, water projects are
in many cases multi-objective ones, leading to inclusion interests. There-
fore, a major issue of water projects investment and management is
the allocation of the cost and benefits among the various stated pro-
ject objectives (e.g., sub-sectors, groups of beneficiaries). And fifth,
many water problems are transboundary in nature, leading to inter-
jurisdictional, interregional, or international conflicts. Since the players
and the problems will last, it is likely that cooperation may be attractive
for part or all the players.” (See additional discussion in Chapters 5, 6,
7, and 10.)

(Dinar et al. 2007)

2 José Albiac et al.



The compelling reason for the application of game theory to environ-
mental and natural resource problems is that these problems stem from inter-
dependence among agents, through their interrelated actions and strategies.
Not only are the outcomes of decisions by agents interrelated, but also indi-
vidual decisions are often taken without knowledge of the decisions of other
agents (see box above for the case of water resources).

The public good aspects of natural resources at local or global scales, and
the externalities associated with them, make their management challenging,
as there are incentives to free riding. Sustainable management calls for con-
trol mechanisms designed to induce collective action and cooperation among
stakeholders.

There are many examples of lack of enforcement by authorities or absence
of any authority; for example, in the cases of carbon emissions, air quality,
water resource quantity and quality (especially for groundwater), and loss of
biodiversity and natural capital. And when enforcement is in place, there are
also problems of asymmetric information between the regulatory agency and
the agents using the resource.

Game theory demonstrates that under noncooperative solutions, each
individual agent maximizes its own benefit taking into account that other
agents also maximize their individual benefits. Noncooperation is driven by
the structure of incentives, theoretical dimensions of which include the pri-
soner’s dilemma game, the so-called tragedy of the commons, and free riding
(Axelrod 1984; Hardin 1968).

Cooperative solutions could result from binding agreements with built-in
penalties that are enforced by the agents themselves, called self-enforcing
agreements. In such a setting, a characteristic function is defined that com-
putes for each coalition of players the total benefits that all members of the
coalition can attain by themselves. The best-known noncooperative game
solution is the Nash equilibrium of the game, while the full cooperation
game solution maximizes the coalition payoff, in which case the agents have
to find a reasonable distribution of the additional benefits obtained from
cooperation. These points are demonstrated in Figure 1.1, using economic
concepts that are applied to a problem of pollution abatement.

Figure 1.1 depicts a situation of pollution abatement where linear marginal
benefit and cost functions are assumed. MBi are marginal benefits and MCi

are marginal costs from pollution abatement by each player i, and MB are
total marginal benefits from abatement. Under A0, the noncooperative state,
there is no effort by players on pollution abatement. The noncooperative
solution ANC is the Nash equilibrium where players equalize individual mar-
ginal benefits MBi with individual marginal costs MCi. The level of abate-
ment in the full cooperative solution AC maximizes welfare and applies the
condition for efficient provision of public goods MB = ΣiMBi = MCi. The
specification of the marginal benefit function requires knowledge of bio-
physical processes and pollution damages to ecosystems. When this informa-
tion is not available, the optimum level of abatement AC is not known. In
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such a case the alternative is to establish an abatement threshold AT, where
cooperation implies minimizing total abatement costs across players to reach
the threshold.1

Full cooperation is not usually an equilibrium because of possible free
riding by some players, and also because some players may end up being
worse off due to the nature of the cooperative solution and their relatively
good status quo situation. To make sure that all players improve upon the
individual Nash equilibrium solution, gains could be redistributed through
side payments. This is the usual outcome of partial cooperation in real-world
situations, which involve both cooperating and free-riding players, and
where negotiations lead to agreements with built-in incentives that reward or
penalize individuals joining or disrupting the agreement.

Several mechanisms have been suggested to redistribute gains among play-
ers. In practice, allocation mechanisms are frequently based on equity rules,
which are a type of social norm. Percentage reductions in emissions have been
applied in the Montreal and Kyoto Protocols, and percentage allocation of
resources is embodied in many water resource agreements to reduce water
extractions or to share river flows. Other allocation mechanisms include the
Shapley value, Nash bargaining, and cost-sharing rules. These will not be
explained here.

Cost-sharing rules could be implemented using taxes, tradable permits and
lump sum fines or subsidies. In the case of pollution, side payments may
contradict the polluter pays principle as pollution abatement may require
compensation to polluters, and also anticipated side payments may induce
abatement efforts below noncooperation.

Figure 1.1 Pollution abatement under noncooperative and cooperative solutions.
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1.2 Focus of the book

Given this background, readers who are not specialist economists or game
theorists are invited to read the book to gain insight into the usefulness of
applying game theory to various real-life issues. The reader of the various
chapters of this book will find examples of game theory applications to
familiar problems of natural resource and environment management and their
policy implications. Among the fields considered are pollution, fishery man-
agement, land management, water management (including negotiation and
pricing), and environmental management (including conflict and regulation).
These applications are distributed over the next fourteen chapters, which were
originally presented as papers at a conference dedicated to game theory and
practice in natural resources and the environment in Zaragoza, Spain, in 2006.2

The meeting in Zaragoza was the sixth in a series of biennial meetings on
game theory and practice commencing in 1998.3

1.3 Components of the book

The book is structured in four parts dealing with the management of natural
resources, the negotiation aspects of water management, water allocation
through pricing and markets, and how conflicts and regulation shape the
management of the environment. The first part explores game theory con-
cepts applied to fisheries and grazing lands, which are two important natural
resources. In the next two parts, several game theory methodologies are con-
sidered in the negotiation approach to water management and approaches to
water pricing and markets. The last part looks at environmental protection as
the end process of the interplay between conflict and regulation.

The first part includes three chapters addressing international fisheries
and grazing rights. Chapter 2, by Munro, makes an assessment of the rele-
vance of game theory to the management of internationally shared fisheries,
presenting the game theory concepts and demonstrating their essential role
for a sound understanding of the policy issues and the design of workable
measures. Chapter 3, by Goodhue and McCarthy, analyzes pastoralist sys-
tems in Africa where several groups with different property rights share the
resource. The authors compare the different property rights arrangements
(traditional, private, common), indicating the conditions for the strengthen-
ing of traditional or private property rights. Chapter 4, by Pintassilgo and
Lindroos, analyzes coalition formation in straddling stock fisheries by apply-
ing game theory to a fishery represented by the Gordon–Schaefer model and
the North Atlantic bluefin tuna fishery. Results show that cooperation
agreements break down because of free riding by third-party countries, and
enforcement against noncooperation is the key issue in protecting straddling
stock fisheries.

The second part deals with negotiation in water management. Chapter 5,
by Dinar, Farolfi, Patrone, and Rowntree, compares alternative negotiation
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(role playing) and mediation (cooperative game) mechanisms in solving water
allocation problems in the Kat basin in South Africa. Both negotiation and
cooperative game approaches result in similar benefit shares to players from
various scenario arrangements, providing complementary valuable guidance
for future water allocation decisions. Chapter 6, by Ambec and Ehlers,
investigates the river-sharing problem among riparian users. Acceptable out-
comes from cooperation require coalition stability and fairness, and they can
be implemented through negotiation rules or decentralized water markets.
Chapter 7, by Goodhue, Rausser, Simon, and Thoyer, explores water alloca-
tion among stakeholders by emphasizing the importance of the structure
of the negotiation process on eventual outcomes. The Rausser–Simon bar-
gaining model is used to illustrate these questions in the Adour basin in
France, and to reveal basic relationships between negotiation structure and
bargaining power. Chapter 8, by Frisvold and Emerick, examines net gains
from large rural–urban water transfers, considering such issues as bilateral
monopoly, asymmetric capacity and bargaining power, and negative external-
ities. Results indicate that irrigation technology subsidies may have uninten-
ded effects that hinder water conservation, and that while water transfers
benefit contracting parties they may also entail negative environmental and
third-party externalities.

The third part looks at water pricing and markets as instruments for water
management. Chapter 9, by Fisher and Huber-Lee, looks into the resolution
of water conflicts by using the water allocation system tool. The empirical
results presented show gains from cooperation between Israel, Jordan, and
Palestine. The tool can be used also to provide guidelines for infrastruc-
ture planning and allocation among sectors, and to solve conflicts in other
regions of the world. Chapter 10, by García-Gallego, Georgantzís, and Kujal,
investigates the level of centralization and the use of markets to allocate
water. Several public and private market structures are simulated in an
experimental setting, and results show that centralized public management
generates more efficient outcomes in terms of welfare and water quality.
Chapter 11, by De Agostini and Fragnelli, explores the design of urban tariff
systems in Italy, which comply with principles of fairness and reduction of
water wastage. Several water pricing mechanisms are analyzed, taking into
account household characteristics and cost-sharing rules, and the implica-
tions for water planning by suppliers. Chapter 12, by Li, Shi, and Lin,
presents a water allocation model for the Yellow River basin. Different man-
agement regimes, such as unregulated withdrawal, quotas, and water markets,
are examined by using the Nash–Harsanyi negotiation approach. Large wel-
fare gains are possible by implementing water markets or by enforcing the
present flimsy quota regime, although implementation and transaction costs
could be quite large.

The fourth part considers the impact of conflict and regulation in shaping
environmental management. Chapter 13, by Delacote, analyzes the impact of
consumer boycotts using game theory, looking at the war of attrition between
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consumers and the firm under pressure. The potential for success by environ-
mental boycotts is low because the opportunity cost to consumers seems to be
greater than the damage sustained by targeted firms. Chapter 14, by Zapata-
Lillo, uses evolutionary game theory to assess the emergence of social aware-
ness for environmental amenities. The analysis shows the conditions and
eventual incentives that would strengthen the process of spontaneous collect-
ive actions, in order to preserve natural resources and the environment. This
knowledge is a key ingredient for the design of sound environmental policies.
Chapter 15, by Imai, Akita, and Niizawa, investigates the performance of
alternative baseline-setting methods for the clean development mechanism
introduced by the Kyoto Protocol. The results demonstrate that the choice
of the baseline is important for project evaluation under the clean develop-
ment mechanism, and may affect the output scale and emissions of firms
undertaking such projects.

1.4 Policy messages from the book

If there was a simple way to summarize the possible contribution of game
theory to natural resources and the environment, it would be to say that game
theory could provide guidance for arrangements that increase the stability of
policies aimed at improving management and allocations of the resources
among users. The following chapters demonstrate, using many applications
of game theory, that it is indeed along these lines that game theory can make
tangible contributions.

Game theory not only suggests stable solutions to resource allocation prob-
lems but also points to the social loss and volatility of existing arrangements
among various agents. The value of awareness raising is not less important
than that of solution crafting. As such, the chapters by Munro and by
Pintassilgo and Lindroos address global considerations of an international
open pool resource—fisheries. International fisheries disputes have been on
the agenda of many countries and development agencies attempting to find
new and stable regimes. But because of strategic interaction between, and
among, those States sharing fishery resources, it is all but impossible to ana-
lyze the economics of the management of the resources other than through
game theory, which may suggest the necessary conditions for stability of the
new regime. Closer examination reveals that the success of the management
of straddling fish stocks under existing international agreements is at serious
risk unless such agreements contain complementary measures that empower
them to combat noncooperative behavior by member States.

Remaining still in the international arena, additional perspectives by
Ambec and Ehlers in the case of international water highlight the importance
of utility transfers from downstream to upstream countries in order to achieve
efficiency and stability of international agreements. The possible transfer
arrangements are many (for example water markets, fiscal transfers, sharing
rules for benefits and costs, and trade of water for other commodities). The
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importance of partial coalitions in regional water arrangements is further
discussed in the case of more than three countries, where a grand coalition
solution might not be manageable. In such a case partial agreements with
only few main countries in the basin may provide a reasonably stable
agreement.

Providing further support to the importance of partial coalitions, Fisher
and Huber-Lee conclude, from an analysis of various possible coalitions
in the Jordan River basin, that regional cooperation can benefit the parties
in several ways (for example, a joint project for the construction of an
effluent treatment plant in Gaza is of potential benefit to both Israel and
Palestine). The chapter also highlights an extremely important point for sus-
tainable cooperation as conditions change—development of a flexible tool
that allows adjustment of water allocations, with all parties benefiting from
the adjustments.

Climate change, an issue of global importance and impact, has been
addressed by the Kyoto Protocol. The clean development mechanism (CDM)
is among the mechanisms developed under the Kyoto Protocol to reduce
levels of greenhouse gases in the atmosphere. Imai, Akita, and Niizawa argue
that the CDM baseline level may lead to important outcomes and analyze
how alternative CDM baseline-setting methods (for example ex ante, ex post)
perform when applied to a CDM project undertaken by a profit-maximizing
firm operating in an imperfectly competitive industry. They conclude that it is
difficult to draw policy implications from their analysis because of the differ-
ent policy objectives of the policymakers in each of the nodes comprising the
CDM market (host countries, investors, international organizations), and the
different outcomes of the ex ante and ex post methods. For example, a firm’s
marginal cost is lower under the ex post baseline; the ex post baseline results
in more pollution credits; price per unit of carbon is lower, and thus con-
sumers are better off, under the ex post baseline; and the net increase in
emission is larger under the ex post baseline (though this depends also on the
type of market—monopoly or oligopoly).

Sharing resource rights among users within the resource boundaries or
transferring resources between resource boundaries are extremely important
and timely issues on the agenda of policymakers. Several chapters address
these issues and provide relevant policy insights.

Frisvold and Emerick focus on water transfers between sectors or basins.
By demonstrating how a game-theoretic analysis of rural–urban water trans-
fers can examine both the gains from trade and the issues of bilateral mon-
opoly, asymmetric capacity, and bargaining power that are likely to affect any
agreement, the authors expand the set of policy variables that are relevant for
such analysis. First, it is clear from the game theory analysis that, at least in
the case of agriculture, pre-existing distortions in agricultural output and
input markets should be carefully addressed. Second, it is essential that the
analysis includes all necessary physical parameters; otherwise the allocation
plan might lead to an unsustainable agreement. The case of transfers in the
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US–Mexico border region demonstrates the negative third-party environ-
mental effects that need to be addressed through the adoption of monitoring
and management practices, with implications for efficiency and costs in the
context of the regional agreement.

In a similar setting, the analysis by Li, Shi, and Lin of the Yellow River
allocation in China provides messages that could be of value to policymakers
elsewhere. Several options, including unregulated allocation, prior agreed
water quotas by subbasins and user types, and clearly defined water rights,
cover many of the cases where water allocation is being practiced. The best-
performing option, namely clearly defined water rights, maximizes social
benefits through water conservation and efficient use. However, there is a risk
of increase in actual water use resulting from a water market without proper
regulation, leading to a need for minimum ecological flows to be enforced by
the regulator. This point is also discussed by Frisvold and Emerick, and in the
case of the Kat basin in South Africa in the chapter by Dinar et al.

Additionally, Goodhue and McCarthy (in Chapter 3) focus on grazing
systems that are subject to competition among various herders. As in the case
of the Yellow River allocation, there are conditions under which it may be
desirable to define property rights under an alternative grazing system to
increase social welfare. However, in the case of grazing there are indigenous
institutions that provide much more stability to the game. It may be the case
that it is preferable to strengthen the traditional system, perhaps by reaffirm-
ing rights to forage and water and eliminating any expropriation of these
resources by specific user groups.

Two chapters introduce negotiation games in the water sector. Negotiation
is a form of game where the players follow a set of rules for achieving
their interests. Negotiations allow the players to include multi-issues in their
objective function. The questions always asked are whether or not negoti-
ations can produce a stable agreement and whether or not they can address all
multiple sets of the impact of relevant issues on the agenda of the players.

Goodhue et al. (in Chapter 7) focus on water transfer games, where the
value of access to the water source (quota or right) can only be assessed
within the context of the composition of the group of negotiators and their
preferences. There are broader lessons from the chapter regarding the design
of water allocation negotiation processes. When defining an interest group
and identifying stakeholders to participate in a specific negotiation, policy-
makers should seek to define key objectives and distinguishing characteristics
of specific stakeholders, perhaps through a prenegotiation process whereby
the participants share information. Another important factor affecting the
game outcome is the stochastic nature of the physical system. Under such
conditions, the major natural situations have to be kept separated in order to
allow a meaningful outcome.

Questions may be asked as to whether or not the negotiation process is
too lengthy or too costly. Dinar et al. (in Chapter 5) compare cooperative
game theory and role-playing game solutions related to water allocations and
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payoff distributions. They suggest that such comparison is useful for policy
purposes as it allows assessment of the nature of the assumptions and, if
needed, a revisitation of them. A particularly important policy implication
could be derived for the role local representative groups may undertake with
regards to fairness and environmental sustainability in decentralization of
management of river basins.

Another aspect of water allocation and efficient use has been addressed via
market games and pricing games. The water market mechanism has been
criticized for leading to unfair outcomes because of some agents’ greater
economic or political power over other less strategic or weaker players.
García-Gallego, Georgantzís, and Kujal, applying experimental economics to
a decentralized water system, argue that in a system where agents can learn
from past actions, the decisionmakers’ incentives dominate possible efficiency
losses because of an increased complexity of the underlying system managed
separately by each type of agent. The policy implication is that where the
market mechanism is vulnerable to private agents’ anticompetitive strategies
when a market mechanism is to be implemented to allocate water resources,
competition among decentralized private owners should be safeguarded and
promoted by the regulator.

De Agostini and Fragnelli argue that a declarative tariff system can lead to
water savings by introducing penalties for overuse and prizes for underused
quota. An important point that could be relevant for policymakers that intro-
duce pricing is the inequitable impact that a pricing system can have on small
users and large users, if the latter are small in number. Addressing the fairness
issue through various game theory allocation approaches (for example bank-
ruptcy, Shapley value, and Owen value) provides several rules for computing
the tariff for each user and keeping the water provider’s budget covered.

When dealing with strategic behavior, the environment and natural resour-
ces are issues that often generate organized responses from groups that are
affected by policies or unilateral behavior.

Delacote explores the conditions under which a consumer boycott upon
environmental considerations may be successful. One policy implication for
consumer groups is that the ability to affect the behavior of producers depends
heavily on the share represented by the boycotting group in total demand. But
large consumers usually have high boycotting costs and thus are less likely to
participate, leading to less effective or failed impact. Environmental impact-
improving policies may include awareness building, informing, and educating,
all of which can induce a decrease in overall polluting consumption, which
would in turn reduce environmental degradation, and increase the share of
population more likely to participate in the boycotting. The game theory
model suggests that while environmental policies and consumer boycotts may
not be good substitutes, they could be effective complements.

Considering the impact of environmental degradation on indigenous
peoples in Mexico, Zapata-Lillo, using an evolutionary game approach,
shows that sufficiently large human conglomerates may act both by forcing

10 José Albiac et al.



themselves to change their own environment-damaging activities, and by
preventing those of the large corporations and State powers. Evolutionary
games may be useful in comparing policies and evaluating how some may
endanger the existence of many communities important to the protection of
ecology and the environment.

1.5 Conclusion

This book deals with several issues related to natural resources and the
environment, including use of such resources as fisheries, climate change,
water transfer and management, land allocation and management, and
citizens’ responses to environmental disputes with governments and corpor-
ations. The different game-theoretic approaches developed and applied to the
case studies in the individual chapters provide meaningful messages that can
be of use to parties involved in each of the cases and to policymakers in
general.

The aim of this book, then, is to demonstrate to policymakers, in an under-
standable form, the potential applications of game theory to issues of direct
relevance to them. As Munro says in Chapter 2, after observing that game
theory concepts are, as yet, poorly understood by policymakers: “What this
requires of economists is that they become effective expositors, taking the
results of their game theory analysis and expressing these results in a form
that can be readily understood and appreciated by the practitioners.”

Notes

1. See Perman et al. 2003 and Hanley and Folmer 1998 for additional details.
2. The Sixth Meeting on Game Theory and Practice Dedicated to Development,

Natural Resources and the Environment was funded by the government of
Aragon and the Spanish Ministry of Education and Science, and was hosted by the
Mediterranean Agronomic Institute of Zaragoza (CIHEAM).

3. Genoa, Italy (1998), Valencia, Spain (2000), Hilvareenbeek, the Netherlands
(2002), and Elche, Spain (2004) were general in nature; another meeting focusing
on game practice and the environment was held in Alessandria, Italy (2002).
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2 Game theory and the
development of resource
management policy
The case of international
fisheries

Gordon R. Munro 1

This chapter is concerned with the relevance, if any, of game theory to a
major resource management issue, namely the management of internation-
ally shared fishery resources. It is argued that the economics of the manage-
ment of such resources cannot be understood other than through the lens of
game theory. Several elementary game theory concepts are discussed that are
of utmost policy relevance, but which are, as of yet, poorly understood by
most policymakers. In addition, the chapter discusses a key policy problem in
the management of shared fishery resources that demands a game-theoretic
analysis. The required analysis, however, has yet to be developed.

2.1 Introduction

This chapter considers the impact, actual and potential, of game theory upon
policymakers concerned with a major fishery resource management issue.
The issue is that of the management of what the Food and Agriculture
Organization of the United Nations (FAO) terms “internationally shared
fish stocks” (FAO 2002), which can be defined as fish stocks, not confined
to a single national jurisdiction, that are exploited by two or more States
(FAO 2002; 2003: 7.1.3).

While there are freshwater shared fish stocks, the management issue will be
examined solely within the context of marine capture fisheries.2 These fisher-
ies, worldwide, have annual harvests in the order of 80 million tonnes, with a
first-sale value of approximately US$70 billion, and are estimated to provide
employment (direct and indirect) for as many as 200 million persons (Garcia
and Newton 1997).3 It is estimated that, of the world capture fishery harvests,
up to one third can be accounted for by internationally shared fish stocks
(Munro et al. 2004).

The issue of internationally shared fish stock management arose out of
the Third United Nations Conference on the Law of the Sea, 1973–82.
This conference, which was to have a revolutionary impact on the manage-
ment of world marine capture fisheries,4 brought forth the 1982 United
Nations Convention on the Law of the Sea (1982 Convention, hereafter).



The 1982 Convention achieved the status of international treaty law in
1994, and has come to serve as the bedrock source of the “rules of the
game” for the management of world marine capture fishery resources
(United Nations 1982).

Under the 1982 Convention, coastal States are given the right to establish
200-nautical-mile exclusive economic zones off their coasts. To all intents
and purposes, coastal States have property rights to the fishery resources
encompassed by the exclusive economic zones (McRae and Munro 1989). It
was estimated, at the time of the Third Conference on the Law of the Sea,
that the exclusive economic zones, if spread throughout the world, would
encompass fishery resources accounting for 90 percent of the world’s marine
capture fishery harvests (Alexander and Hodgson 1975).

Capture fishery resources are, with few exceptions, mobile. Consequently, it
was recognized during the 1973–82 Conference that the typical coastal State
would find that it was sharing some of the fishery resources of its exclusive
economic zone with neighboring coastal States, or with so-called distant
water fishing States, operating in the remaining high seas adjacent to the
exclusive economic zone.

Since the close of that conference, it has come to be recognized that the
management of internationally shared fishery resources is one of the most
significant resource management issues to have arisen under the exclusive
economic zone regime. The FAO categorizes these internationally shared fish
stocks as follows:

A Transboundary fish stocks: fishery resources that are to be found in two
or more neighboring exclusive economic zones

B Straddling fish stocks (broadly defined): fish stocks that are to be found
both within the exclusive economic zone and the adjacent high seas5

C Discrete high seas fish stocks: fish stocks that are confined to the
remaining high seas (FAO 2003, 7.1.3; Munro et al. 2004)6

Categories A and B, it must be emphasized, are not mutually exclusive. There
are many examples of transboundary fish stocks that also cross the exclusive
economic zone boundary into the adjacent high seas.

There are several elementary game theory concepts that have significant, if
not profound, policy consequences in the real world of fisheries management.
These concepts are, at the time of writing, only poorly understood by most
policy practitioners, although there are hopeful signs that this is beginning to
change. There is, however, an emerging issue in the management of shared
fishery resources that has yet to be addressed adequately by game theorists.

The discussion commences with two background sections designed to pro-
vide an outline of the relevant resource management issues. The two sections
also incorporate a brief review of the development of the economic analysis
designed to address these issues. The background sections are then followed
by specific applications of game theory concepts to the policy issue at hand.
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2.2 Review of the management of internationally shared fishery
resources: stage one—transboundary fish stocks

The background survey begins with a discussion of the relatively straight-
forward case of transboundary fish stock management. This is followed by an
examination of the more complex case of straddling fish stocks.

Economists view capture fishery resources, as they do all natural resources,
as a form of natural capital, assets that are capable of yielding a stream of
economic returns (broadly defined) through time. Since fishery resources are
capable of growth (like forests, but unlike minerals), these resources—natural
capital—can be managed on a sustained basis, essentially by skimming off
the growth through harvesting. This also means that the resources can pro-
vide economic benefits to society indefinitely. It means further that one
can, within limits, engage in positive investment in the natural capital by
harvesting less than the growth.

World capture fishery resources have, however, been seen historically as the
quintessential common pool resource, in that, in the past at least, it was
deemed to be too costly to put in place effective property rights to the
resource. The common pool aspects of the resource have been seen to lead to
resource overexploitation and economic waste.

Economists have traditionally analyzed management of capture fishery
resources confined to the waters of a single State by contrasting management
of a fishery by an all-powerful social manager—the ideal, the target—with a
pure, open-access, common pool fishery, in which the resource is exploited by
a very large number of fishers, and in which there is a complete absence of
resource property rights or government regulations. The models developed
are referred to as bioeconomic models, because they represent an explicit
fusion of marine biology and economics.

In any event, the all-powerful social manager is seen as managing the port-
folio of natural capital assets, in the form of the capture fishery resources, in
such a manner as to maximize the economic returns from the resources—
loosely referred to as resource rent—to society through time. In the contrast-
ing case of an open-access, common pool fishery, no fisher has any incentive
to invest in the resources. No rational investor will incur the cost of invest-
ment (forgoing harvests today), unless a future return from the investment,
exceeding the cost of the investment, could be expected. No fisher, in these
circumstances, could expect such a return on a resource investment. Any
fisher who refrains from harvesting is likely to do no more than increase the
harvests of its competitor. The fishers will, in fact, have an incentive to engage
in extensive resource disinvestment. The economic theory of fisheries man-
agement demonstrates that, in these circumstances, the fishery resources will
be driven down to the point that the economic rent forthcoming from the
fishery will have been eliminated. One of the pioneers of modern fisheries
economics, H. Scott Gordon, characterized the resultant economic rent-free
equilibrium as “bionomic equilibrium” (Gordon 1954).

14 Gordon R. Munro



There is no question that, at bionomic equilibrium, there will, from
society’s point of view, have been excessive disinvestment in the fisheries’
natural capital (overexploitation) (Clark 1990; Bjørndal et al. 2000). Bio-
nomic equilibrium is to be seen as a benchmark of resource management
undesirability.

While the overexploitation of particular local fisheries has been a matter of
concern for many centuries, the overexploitation of the great ocean fishery
resources was not a concern until the first half of the twentieth century,
because these resources were seen as being inexhaustible. Perhaps pure open
access would lead to the loss of some economic benefits, but at least the
resources were safe from dangerous overexploitation, as seen from a bio-
logical standpoint. Attempting to regulate such fisheries was hardly worth the
effort, or so it was argued.

This point of view found its clearest expression in the doctrine of the
freedom of the seas, as propounded by the seventeenth-century Dutch jurist,
Hugo Grotius, in his volume Mare Liberum (“The Free Sea”). Under this
doctrine, the oceans are classed either as the territorial sea of coastal States or
(the remainder) as the high seas. The territorial sea is a narrow strip of water,
by tradition no wider than 3 nautical miles.7 The resources in the high seas are
deemed res communis, the property of all, and thus open to exploitation
by all.

The doctrine of the freedom of the seas, as it pertained to fisheries, rested
upon two fundamental premises:

• The high seas fishery resources are inexhaustible.

• Coastal States are unable to control effectively resource exploitation
activities beyond their territorial seas (Orrego Vicuña 1999).

These premises were defensible in Grotius’ day. Given the then existing state
of fishing technology, the high seas fishery resources were, to all intents and
purposes, safe from (biological) overexploitation. It was too costly (not to say
dangerous) to exploit them extensively (Orrego Vicuña 1999).

Since the seventeenth century, and in particular since the late nineteenth
century, both of these premises have become increasingly untenable. This
decline in tenability has, in turn, led to a steady erosion of the freedom of
the seas, as it pertains to fisheries. The erosion is not complete, however.
A residue persists that continues to exacerbate the difficulty of managing
international fishery resources.

Rapid advances in fishing technology, for example the shift from sail to
steam, reduced harvesting costs and thereby increased the vulnerability of
ocean fishery resources. By the end of World War II it was apparent that the
great ocean fishery resources were anything but inexhaustible. The erosion of
the freedom of the seas doctrine appeared first in the form of international
conventions designed to put restrictions on fishing activities in certain seg-
ments of the high seas. The International Commission for the Northwest
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Atlantic Fisheries, 1949–77, which attempted to impose some management
rules over Atlantic high seas fisheries off North America, from Greenland to
the Carolinas in the United States, provides one example.

Following the end of World War II, several coastal States attempted, uni-
laterally, to extend their jurisdiction over seabed resources beyond their terri-
torial seas. In order to prevent a chaotic extension of coastal State marine
jurisdiction, the United Nations convened a series of Conferences on the Law
of the Sea. The First and Second Conferences did little to address fisheries
issues. The Third Conference (1973–82), as has been seen, revolutionized
marine capture fisheries management, and led, through the establishment of
the exclusive economic zone regime, to a massive erosion of the freedom of the
seas, as it related to fisheries. With only 10 percent of capture fishery harvests
being accounted for by fishery resources in the remaining high seas, the
freedom of the seas seemed, as far as fisheries were concerned, to be all but
irrelevant in 1982.

As noted, negotiators in the Third United Nations Conference on the Law
of the Sea, and outside observers, were quick to discern that the coming
exclusive economic zone regime would carry with it the problem of manage-
ment of shared fishery resources. Since fishery resources lying in the remain-
ing high seas were seen to be of minor importance, it seemed obvious that the
only shared fishery resources worthy of serious consideration were category
A fish stocks—transboundary stocks occurring in neighboring exclusive eco-
nomic zones. Thus, it is no surprise that the development of the economics of
shared fish stock management commenced with a focus solely on trans-
boundary stocks.

When economists first began to write on this issue in the mid-1970s, the
articles forthcoming were generally not clearly argued and as a result lacked
policy value. There was a simple reason for this. The articles failed to recog-
nize the fact that there will, except in unusual circumstances, be a strategic
interaction between, and among, States sharing a fishery resource. To take an
elementary example, consider two coastal States, A and B, sharing a trans-
boundary fishery resource. The harvesting activities of A will (except under
unusual circumstances) have an impact upon the harvesting opportunities of
B, and vice versa—hence the strategic interaction.

Research into the economics of shared fish stock management made no real
progress until this strategic interaction was recognized explicitly. This meant
that economists studying this issue had to draw upon the theory of strategic
interaction, more commonly known as the theory of games. Economists
cannot analyze the economics of the management of internationally shared
fishery resources, with the hope of providing useful insights to policymakers,
other than through the lens of game theory.

The lesson has been learned. Economists’ models of shared fish stock
management are now blends of their bioeconomic models, used to analyze
the economics of the management of fishery resources confined to the
exclusive economic zone of a single State, and game theory.
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With this in mind, economists, approaching the issue of the management
of transboundary fish stocks, have to address two questions. These are:

• What are the consequences of coastal States sharing such a resource
managing the resource noncooperatively?

• What conditions must be met if a cooperative fisheries management
arrangement is to be stable over the long run?

Needless to say, if the answer to the first question is that the negative con-
sequences of noncooperative resource management are negligible, then the
second question becomes of no interest.

With regards to the first question, let it first be noted that if neighboring
coastal States sharing a transboundary fish stock attempt to manage the
resource noncooperatively they are not necessarily in violation of the 1982
Convention, which specifies that coastal States “shall seek . . . to agree upon
the measures necessary to coordinate and ensure the conservation and devel-
opment of such stocks” (United Nations 1982: Article 63(1)). Importantly,
however, the coastal States are not required to reach an agreement. If the
States negotiate in good faith, but are unable to reach an agreement, then
each coastal State is to manage its segment of the resource independently
in accordance with the other provisions of the 1982 Convention (United
Nations 1982; Munro et al. 2004). Hence, noncooperative management of the
transboundary fish stock is countenanced under the 1982 Convention.

The first question is addressed, appropriately, by drawing upon the theory
of noncooperative games, with the model of Nash (1951) being the most
popular among economists. The question was first examined in 1980 in two
articles appearing almost simultaneously, by Clark (1980) and Levhari and
Mirman (1980). Both come to essentially the same conclusion, namely that
one can anticipate a prisoner’s dilemma type of outcome, in which the players
(the coastal States) will be driven to adopt policies that will lead to over-
exploitation of the resource.8 Clark goes so far as to argue that if the coastal
States are symmetrical (identical in all relevant respects) the outcome will be
comparable to the bionomic equilibrium to be found in open-access fisheries
confined to a single exclusive economic zone (Clark 1980).9

The basic nature of the prisoner’s dilemma outcome, in a fisheries context,
can be illustrated as follows. Consider a transboundary fishery resource
shared by two coastal States, A and B, and suppose further that there is no
significant resource management cooperation between the two. A and B
manage their respective segments of the resource on their own, in accordance
with the provisions of the 1982 Convention. If A were to undertake to restrict
harvests in order to invest in the resource, the benefits from this action would
not be enjoyed by A alone, but would rather be shared with B. What assur-
ance would A have that B would also undertake to conserve the resource?
Since there is no cooperation, the answer is none. It is only too possible that
B would be content to be a free rider taking advantage of A’s resource
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investment efforts. In these circumstances, it is likely that A will conclude that
the return on its resource investment would be less than the cost, and that
its best course of action (“strategy”) would be to do nothing. B could be
expected to come to the same conclusion.

Worse, A has to allow for the possibility that B might deliberately deplete
the resource. If A seriously believes this, then it could decide that its best
strategy is to strike first. Once again, B could follow the same line of
reasoning.

Thus one can conclude that a failure on the part of neighboring coastal
States to cooperate can have severe consequences. To those versed in game
theory, the conclusion is apparent. However, it will be argued that, in the
world of policymakers, while all policymakers acknowledge that cooperation
is advantageous, there is not full recognition of the possible consequences of
noncooperation.

In analyzing cooperative resource management arrangements, economists
naturally draw upon the theory of cooperative games, with the model of
Nash (1953) once again being the most popular. The number involved in
a typical transboundary fishery arrangement is small, so that considerable
progress can be made with simple two-player models (Munro 1979).

In the cooperative management of transboundary fish stocks, a key issue is
that of allocation among cooperating coastal States. It is not the only issue,
however. The cooperative management arrangement must, in addition, deal
with the issue of the optimal management strategy through time. There is no
guarantee that the players will have identical management goals. A third, and
critical, issue is that of implementation and enforcement of the cooperative
arrangement.

The simple two-player cooperative game models bring to light two funda-
mental conditions that must be met if the cooperative resource management
arrangement is to be stable. They also bring forth one aspect of cooperative
management that can serve to increase the likelihood of stability being
achieved. The first condition is straightforward, and easily described. The
solution to the cooperative game—the cooperative management agreement—
must be collectively rational, in the sense that there does not exist another
agreement that could make one player better off without harming the others.10

The second condition is obvious, but is often ignored in practice, as shall be
illustrated at a later point. It is that the solution must be individually rational,
in the sense that each and every player has to be assured of receiving a return,
a payoff, from the cooperative arrangement at least as great as it would
receive under noncooperation. This assurance has to last throughout the life
of the arrangement. In game-theoretic terms, these minimum payoffs are
referred to as the threat point payoffs, and are normally assumed to be those
arising from the solution to a noncooperative game.

This second fundamental condition is closely linked to the third issue with
which a cooperative fisheries management arrangement must deal, namely
implementation and enforcement. Assume that the allocations among the
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players, the cooperating coastal States, are seen by all to be fair, but suppose
further that at least one player has no confidence in the enforcement mechan-
isms. That player, supposing that there will be no effective checks on cheating,
may quickly conclude that its actual payoff under the cooperative arrange-
ment will be less than what it would receive under noncooperation. Acting
rationally, the player could be expected to refuse to enter into the cooperative
arrangement.

The aspect of cooperative games that can increase the likelihood of a stable
cooperative resource management arrangement arising involves side pay-
ments, which are transfers that can take many forms. A cooperative trans-
boundary fish stock game without side payments can be defined as one in
which the economic returns to coastal State A from the cooperative arrange-
ment will be determined solely by the harvest taken by coastal State A’s fleet
within that State’s exclusive economic zone. What holds true for coastal State
A holds true for all other coastal States in the cooperative arrangement.

There are at least two advantages of side payments. First, the existence of
side payments shifts the allocation focus from the sharing of the harvest to the
sharing of the economic returns from the fishery. The two are not necessarily
the same. Consider the case of coastal States sharing the resource having
different management goals. As Munro (1987) remarked, this difference in
management goals more often than not reflects a difference in the valuation
that the States place on the resource. In order to maximize the economic
returns from the resource, it is necessary to allow the management preferences
of the State placing the greatest value on the resource to hold sway. In order, in
turn, for this to happen, that State will have to be prepared to compensate its
partner, or partners, which involves the use of side payments.11

A current real-world example involves different groups of users of a
resource, rather than States per se. The Atlantic salmon, which extends from
the Atlantic coast of North America to Western Europe, has suffered a pre-
cipitous decline as a consequence of ineffective cooperative management.
Among the users of the resource are commercial fishers of several States,
anglers in the rivers of North America and Europe, and conservation groups,
which place a value on the continued existence of the salmon. The anglers and
conservationists place a substantially greater value on the salmon than do the
commercial fishers. Through a private sector initiative, the North Atlantic
Salmon Fund was established in 1989. The fund is supported by anglers and
conservation groups, but also obtains assistance from governments. Through
its fund-raising activities, the North Atlantic Salmon Fund has been able to
buy up quotas issued to groups of commercial Atlantic salmon fishers in
several States, with very beneficial consequences for the resource.12 The buying
up of the quota is a side payment exercise, pure and simple.13

The second advantage of side payments is that they increase the scope for
bargaining. This helps to ensure (but does not guarantee) that the individual
rationality condition will be met for all players.

The early articles on cooperative management of transboundary fish stocks
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(for example Munro 1979) made several controversial assumptions. One
of these assumptions attracted a host of critics, namely the assumption
that cooperative management agreements, upon being achieved, are binding
through time. These critics were then faced with the task of attempting to
show how one establishes stable cooperative management agreements when
they are not binding through time. The most successful attempt came from a
group of economists based in Helsinki, the most prominent member of which
was Veijo Kaitala (see, for example, Kaitala 1985).

The main threat to stability in a nonbinding cooperative resource man-
agement agreement is that of cheating. Kaitala demonstrates that the problem
can be addressed with credible mutual threat schemes (Kaitala 1985).

The Helsinki group did much more than address the problem of possible
cheating, however. It brought to light a problem that has a high degree of
relevance in the real world of policymaking. The problem arises from the fact
that shifting underlying conditions through time can have an impact on the
relative bargaining power of the players.

The problem was addressed by Kaitala and Pohjola (1988), who consider a
simple two-player game in which the cooperative agreement between them is
nonbinding. Cooperation begins after the resource has been heavily exploited.
The two players differ, but only in terms of costs of fishing. Side payments are
given full sway, with the result that the low-cost player effectively buys out its
high-cost partner. A credible mutual threat scheme is in place. The high-cost
player’s bargaining power is low at the beginning of the arrangement, but
will change as the resource is rebuilt under cooperative management. Essen-
tially, the high-cost player’s threat point payoff will increase as the resource
rebuilds. Kaitala and Pohjola demonstrate that, even with a mutual threat
scheme in place, it could pay the high-cost player to breach the agreement
after the stock is rebuilt. To prevent this from occurring, the low-cost player
must, when putting a side payments scheme into effect at the beginning of
the cooperative resource management program, recognize that its partner’s
bargaining power will increase over time (Kaitala and Pohjola 1988).

The Kaitala–Pohjola model is deterministic, in the sense that the future can
be predicted accurately. Hence, the low-cost player can plan accordingly. As
shall be pointed out, experience from the real world shows that shifts affect-
ing relative bargaining power can often be no more than anticipated. They
cannot be predicted with any accuracy, in terms of either timing or direction
of effect. Real-world experience also demonstrates that such shifts can readily
destabilize cooperative resource management agreements that are ostensibly
binding in nature.

2.3 Review of the management of internationally shared fishery
resources: stage two—straddling fish stocks

The anticipation, throughout the Third United Nations Conference on the
Law of the Sea, that fishery resources in the remaining high seas beyond
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the exclusive economic zones would be of minor importance, proved to be
dramatically wrong. While discrete high seas stocks have yet to achieve
great importance, there was, following the close of the conference, extensive
exploitation of the high seas segments of straddling stocks, which under-
mined coastal State attempts to manage those stocks found within exclusive
economic zones.14

The high seas segments of straddling fish stocks, which are subject to
exploitation by both coastal States and distant water fishing States, are
covered in Part VII: High Seas of the 1982 Convention (see Articles 87 and
116–120, in particular). The articles related to fisheries in Part VII are very
unclear regarding the rights, duties, and obligations of coastal States on the
one hand, and those of distant water fishing States on the other, with respect
to the high seas segments of straddling fish stocks (Munro 2000).

This lack of clarity arose, presumably, for two reasons. The first was the
apparent unimportance of fishery resources in the remaining high seas,
which has already been noted. The second was that the drafters of the 1982
Convention had a difficult balancing act to perform. The principle of the
freedom of the high seas, including freedom to fish, is set forth in Article 87
of the Convention (United Nations 1982). This freedom had to be balanced
against the interests of coastal States in managing the exclusive economic
zone segments of the straddling stocks (United Nations 1982: Article 116;
Munro et al. 2004).

The lack of clarity of the fisheries articles of Part VII of the 1982 Conven-
tion made it difficult to effect cooperative management of the resources. The
experience of the 1980s, following the conclusion of the Third United
Nations Conference on the Law of the Sea, and the early 1990s, demon-
strated that the economist’s model of noncooperative management of trans-
boundary stocks applied, without modification, to straddling stocks. Case
after case of overexploitation of such resources emerged.

An example is provided by Alaska pollock, the species that has historically
yielded the largest harvest in the North Pacific. Large concentrations are to
be found in the Bering Sea. A significant part of the resource straddles the
American zone and a high seas enclave between the American and Russian
zones, referred to as the “Doughnut Hole”. The management of the strad-
dling stock was noncooperative. The pollock resources in the Doughnut
Hole were not just overexploited but, in the words of the FAO, plundered
(FAO 1994). As Munro et al. (2004: 45) remark, “the overexploitation of
straddling/highly migratory fish stocks worldwide . . . bears powerful testi-
mony to the predictive powers of the economic analysis of the noncooperative
management of such resources”.

The growing concern over the state of world straddling fish stocks led
the United Nations to convene an international conference to address the
issue—the United Nations Conference on Straddling Fish Stocks and Highly
Migratory Fish Stocks (1993–95)—which adopted in 1995 what is commonly
referred to as the United Nations Fish Stocks Agreement.15 The agreement,
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which achieved the status of international treaty law in late 2001, is not meant
to replace any part of the 1982 Convention, but is rather designed to buttress
the Convention (Bjørndal and Munro 2003).16

Under the terms of the United Nations Fish Stocks Agreement, straddling
stocks (broadly defined) are to be managed on a region-by-region basis
through regional fisheries management organizations (RFMOs). The RFMOs
are to have as members both coastal States and distant water fishing States.
Examples are provided by the Northwest Atlantic Fisheries Organization, the
Northeast Atlantic Fisheries Commission, and the Western Central Pacific
Fisheries Convention.

The question then becomes, to what extent do the economic game theory
models developed for transboundary fish stocks have to be modified when
dealing with straddling fish stocks? One part of this question has already
been answered. The model of noncooperative management of transboundary
stocks can be applied without modification to straddling stocks (Sumaila
1999).

When one turns to the cooperative management of the resources, the
answer is quite different. The economic game theory model of cooperative
management of transboundary stocks requires substantial modification when
the issue of cooperative management of straddling stocks is confronted.
First, one can anticipate that the number of players in the typical straddling
stock game will be large. In the analysis of transboundary fish stock man-
agement, considerable progress can be made using two-player models. Two-
player models are simply inadequate for straddling stocks. Economists are
compelled to employ models in which the number of players exceeds two,
often by a wide margin. This, in turn, means that they have to allow for the
possibility that players will form themselves into subcoalitions. The coalition
of all the players together in a fisheries game is referred to as the grand
coalition.

With subcoalitions possible, it is no longer sufficient to be concerned about
the individual rationality condition being satisfied. For the solution to the
cooperative game to be stable through time, the solution must also be such
that no subcoalition believes that it would be better off on its own, playing
competitively against the remaining members of the grand coalition.

Second, in contrast to transboundary stock management, the number and
nature of the players cannot be expected to be constant through time. Some
members of the RFMO are distant water fishing States, the fleets of which
are very mobile. An original, or “charter”, member of an RFMO may with-
draw. More importantly, a distant water fishing State, hitherto not a member
of the RFMO, may apply for membership. The United Nations Fish Stocks
Agreement makes it clear that the charter members of an RFMO cannot bar
prospective new members outright (United Nations 1995: Articles 8, 10, and
11; Munro et al. 2004). This gives rise to the so-called new member problem
(Kaitala and Munro 1993).

The third difference falls under the heading of free riding, which can be
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defined as enjoyment of the fruits of cooperation by nonparticipants in the
cooperative management arrangement. Let it be conceded that the boundary
between free riding and noncompliance may be fuzzy.

Be that as it may, while Munro et al. (2004) maintain that free riding is
theoretically possible in the management of transboundary fish stocks, they
are hard pressed to come up with any real-world examples. Free riding, by
contrast, has historically been a very serious problem in the management of
straddling stocks.

The difference arises largely because of the distinction between illegal and
unregulated fishing. According to the FAO, illegal fishing involves fishing by
one State, or entity, in the exclusive economic zone of another State without
the latter’s permission, or willful noncompliance with the management provi-
sions of an RFMO by a member of the RFMO (FAO 2001: 3.1). Thus, if a
nonmember free rides by fishing without permission in the exclusive eco-
nomic zone of a coastal State member of the RFMO, the nonmember is
engaging in poaching, and the affected coastal State can take vigorous action.

On the other hand, if vessels flying the flag of a nonmember of an RFMO
fish in the high seas portion of the area governed by the RFMO in a manner
inconsistent with the management provisions of the RFMO, such vessels are
deemed to be engaging in unregulated fishing (FAO 2001: 3.3.1). Unregulated
fishing is a much vaguer concept than illegal fishing and reflects the influence
of the lingering freedom of the seas doctrine. While unregulated fishing is
deemed to be morally reprehensible, it has, in the past, been unclear what
RFMO members can to do curb such activities. If nonmembers can engage in
such unregulated fishing with impunity, then the disincentive for nonmem-
bers to free ride by fishing in the high seas under RFMO governance will be
weak indeed.

Measures are now being taken to deal with the problem of unregulated
fishing. As shall be related, the United Nations, through the FAO, and the
High Seas Task Force based at the Organisation for Economic Co-operation
and Development (OECD), are actively attempting to address the problem
(FAO 2001; OECD 2006).

Applied game theorists, using what is known as a coalitional bargaining
approach, have addressed the free-riding problem in straddling stock man-
agement (Pintassilgo 2003; Pintassilgo and Lindroos 2008). The fundamental
concept of stand-alone stability is introduced. The grand coalition, that is an
RFMO, is stand-alone stable if “no player is interested in leaving the coopera-
tive agreement to adopt a free-rider behavior” (Pintassilgo 2003: 183).

Pintassilgo (2003) applies this coalitional bargaining analysis to the case of
the bluefin tuna fishery of the Eastern North Atlantic and Mediterranean,
which is currently under the management of an RFMO in the form of
the International Commission for the Conservation of Atlantic Tuna. He
argues convincingly that, if there are no effective curbs on unregulated fish-
ing, the grand coalition of the players in the Eastern North Atlantic and
Mediterranean bluefin tuna fishery game is not stand-alone stable. In other
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words, the RFMO can be expected to collapse. If unregulated fishing is in fact
effectively curbed, the prospects for the RFMO are much brighter.

Next to be considered is the so-called new member problem. Kaitala and
Munro (1997) argue that the new member problem can lead to a subtle form
of free riding that has nothing to do with unregulated fishing. Consider the
case of a group of charter members of an RFMO undertaking to rebuild a
hitherto overexploited straddling stock. They engage in a resource investment
program over time. As they are about to enjoy the fruits of their investment,
they are approached by a prospective new member, which agrees to abide by
the management regime of the RFMO, but which demands a pro rata share
of the total allowable catch, and thus net economic returns from the fishery,
free of charge. If the new member’s demands are acceded to, the new member
will effectively be free riding by enjoying a share of the return on the resource
investment while having borne none of the cost of the investment (Kaitala
and Munro 1997; Munro et al. 2004). Kaitala and Munro demonstrate that
anticipation of such new member free riding could lead to charter RFMO
members calculating that their expected cooperative payoffs would fall below
their threat point payoffs. In other words, the individual/subcoalition ration-
ality condition would not be satisfied, with the consequence that the RFMO
would be stillborn.

Kaitala and Munro argue that a solution to the problem could lie in grant-
ing the charter members collective property rights to resources encompassed
by the RFMO, and then allowing new members to buy their way in, much like
new entrants to a domestic individual transferable quotas fishery (Kaitala
and Munro 1997). While Kaitala and Munro do not say so explicitly, if the
charter members are granted effective collective property rights to the high
seas fishery resources encompassed by the RFMO, unregulated fishing will be
transformed into illegal fishing, and the high seas portion of the RFMO will
become high seas in name only.

If the aforementioned effective property rights are not created, the charter
members can try to turn poachers into gamekeepers by persuading free riders
to join the club, that is, to become new members. Then, however, a dilemma
arises. If prospective new members are granted too generous a share of the
returns from the fishery, the RFMO could be undermined by the implicit free
riding. If the prospective new members believe that they are being offered too
little, they will return to their explicit free-riding ways.17 The clear implication
of the Pintassilgo and Lindroos analysis (Pintassilgo 2003; Pintassilgo and
Lindroos 2008) is that there will be cases in which there is no way out, and the
dilemma will remain unresolved (see also Munro 2006).

With the review now complete, it becomes appropriate to turn to the ques-
tion of the relevance of this game-theoretic analysis to the real world of
policymaking in internationally shared fishery resources. The implication
arising from the review is that the game-theoretic analysis is highly relevant.
The question is now discussed more fully.
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2.4 Relevance of game theory analysis to real-world
policymaking in internationally shared fishery resources

An assertion made in an earlier part of the chapter now bears repeating,
namely that it is all but impossible to analyze effectively the economics of
internationally shared fish stock management other than through the lens of
the theory of strategic interaction—game theory. It can also be added that
game theory analysis and concepts, applied to the management of such
shared stocks, have long since moved beyond the realm of academia, and
appear in publications forthcoming from such international bodies as the
World Bank, the OECD, and the FAO.18

First to be examined in the ensuing sections are three interrelated concepts
from elementary game theory that have a high degree of relevance to real-
world fisheries management but which are imperfectly understood by policy-
makers. They are (a) the individual/subcoalition rationality condition; (b) the
prisoner’s dilemma; and (c) side payments. This will be followed by a discus-
sion of two nonelementary issues, namely (d) the analysis of the problem of
unregulated fishing in the emerging RFMO regime; and (e) the question of
the dynamic resilience of cooperative fisheries management arrangements. It
will be argued that the dynamic resilience question has yet to be fully
explored by game theorists.

2.4.1 Individual (subcoalition) rationality condition

The 2002 Norway–FAO Expert Consultation on the Management of Shared
Fish Stocks, to which reference was made at an earlier point, established
several working groups, including Working Group A on resolving allocation
issues. In its report to the Expert Consultation plenary, Working Group
A stated that it intended to list general features of the allocation issue
that it felt were not sufficiently understood in the realm of policy. One of
these was:

the basic requirement for stable long term cooperation: it has to be rec-
ognized that each and every participant in a cooperative arrangement
must anticipate receiving long term benefits from the cooperative arrange-
ment that are at least equal to the long term benefits, which it would
receive, if it refused to cooperate. This fact, which should be obvious, is
often ignored in practice.

(FAO 2002: 8)

An example of this fact being insufficiently acknowledged is provided by
the Treaty between the government of Canada and the government of the
United States of America Concerning Pacific Salmon, 1985, governing the
management of Pacific salmon from northern California to the Gulf of
Alaska (Figure 2.1).19 The Canada–United States Pacific salmon fisheries
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game is reasonably complex. While Canada can be regarded as a single player,
the United States is really a coalition consisting of Alaska, the combined
states of Washington and Oregon, the so-called treaty Indian tribes of
Washington and Oregon, and the United States federal government. Bargain-
ing, historically, has proceeded in two stages. There is a subgame played
among the players in the United States coalition, followed by a game between
the coalition and Canada.

Having said that, both the United States and Canada are wealthy developed
States. Both take pride in the quality of their fisheries research and manage-
ment. At the time that the treaty was being negotiated, Pacific salmon was the
most important resource for the fishing industries of the states of Oregon,
Washington, and Alaska, and the province of British Columbia.

After many years of painful negotiations, a treaty was concluded between
the governments of Canada and the United States in 1983. The treaty was
blocked in the United States Senate by the senior senator from Alaska. The
senator, by taking this action, was neither irrational nor malicious. A historical
review shows that Alaska was worse off under the 1983 version of the treaty
than it would have been in the absence of a treaty (Munro and Stokes 1989).

Expressing outrage at the blocking of the treaty, Canada reverted to com-
petitive behavior through deliberate overfishing, as the theory would predict

Figure 2.1 General migratory pattern of Pacific salmon.
Source: Miller and Munro 2004.
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(Munro and Stokes 1989). The states of Washington and Oregon and the
treaty tribes, though not Alaska, suffered from Canada’s reversion to com-
petitive behavior.20 The strategy was effective. Washington and Oregon and
the treaty tribes were compelled to renegotiate with Alaska. Treaty negoti-
ations recommenced and the treaty was ratified in 1985. The solution to the
cooperative game was only temporary, however. By the early 1990s, environ-
mental shifts had brought about a situation in which Alaska once again
found itself having nothing to gain from the treaty (Huppert 1995).

In the early 1990s, the subcoalitions reconfigured, with Canada entering
into a de facto subcoalition with Washington and Oregon and the treaty
tribes. Alaska played competitively against this subcoalition. The cooperative
game crumbled. While the treaty, in a strictly legal sense, remained in place, it
entered into a state of paralysis that lasted for six years. The prisoner’s
dilemma played itself out, with damaging consequences for the resources
(Miller et al. 2001).

With the consequences of noncooperation becoming increasingly evident,
a series of negotiations took place that resulted in a Canada–United States
agreement being signed in 1999 to patch up the treaty, which appeared to
satisfy the Alaskan individual rationality condition. How stable the solution
to the new cooperative game will prove to be over time remains to be seen
(United States Department of State 1999; Miller et al. 2001).

2.4.2 Prisoner’s dilemma

The 1982 Convention does, as has been pointed out, allow for the possibility
that States or other entities sharing a fishery resource will not be able to
achieve an agreement and will, as a result, manage their segments of the
resource independently, without the benefit of cooperation. While some
States sharing a resource appear to have at least some degree of awareness of
the consequences of noncooperation, in other cases States seem only dimly
aware of the potentially damaging consequences of noncooperation.

An example of States being caught by surprise by the consequences of
ineffective cooperation is provided by the case of the South Tasman Rise
trawl fishery (Figure 2.2), the details of which are to be found in Munro et al.
2004. The resource is an orange roughy stock that straddles the boundary of
the Australian fishing zone (that is, its exclusive economic zone) and the
adjacent high seas. Orange roughy is usually exploited during its spawning
phase, when it is concentrated. Orange roughy is highly valued, and is
extremely slow growing. It is thus very vulnerable to overfishing.

Australia became aware of the resource in 1997, and saw New Zealand as
the only other State likely to attempt to harvest the resource. The Australian
authorities approached their New Zealand counterparts with the objective of
establishing a cooperative management arrangement. Australia and New
Zealand are both developed, and have a common cultural background,
since both are former British colonies. Each country has an exemplary
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record of domestic fisheries management. Establishing an effective coopera-
tive management arrangement would seem straightforward.

An agreement was put into place in late December 1997. The implementa-
tion was, however, faulty. The first fishing season under the agreement was to
commence on 1 March 1998. Allowable activities of the two fleets during
January and February 1998 were ill defined, thus creating an unanticipated
window of noncooperation. Given that the two fleets probably regarded
one another with some suspicion during this period, and that the resource
was highly valued and vulnerable, the outcome was not difficult to predict,
applying the principles of game theory.

Figure 2.2 South Tasman Rise trawl fishery.
Source: Munro et al. 2004.
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The Australians acted first. The Australian fleet took much of the total
allowable catch, set by the December 1997 agreement, before the March start
date. The New Zealand fleet fished after the start date regardless. The next
year the Australian fleet promised to behave, but the New Zealand fleet
greatly exceeded its assigned share of the total allowable catch—no surprise,
given that it had been stung in the previous year. The situation was further
aggravated by unexpected free riding by a third party, in the form of South
African flagged vessels (Munro et al. 2004).

In 2000, Australia and New Zealand signed a well thought-out, airtight,
cooperative management agreement, which, among other things, dealt with
third-party free riding. Effectively, there had been a set of repeated prisoner’s
dilemma games leading ultimately to cooperation. The cooperation had,
however, come too late. The resource had been heavily overfished between
1998 and 2000. Given the extremely slow-growing nature of the resource, it
will be a very long time before the resource recovers, if in fact it ever does
(Munro et al. 2004).21

In another situation, Angola, Namibia, and South Africa share fishery
resources, particularly hake, in the Benguela Current region (Figure 2.3).
Sumaila et al. (2005), undertaking a study for a United Nations-sponsored
project in the region, looked at the advisability of these States entering into a
full-scale cooperative management arrangement, with particular emphasis on
hake. With regards to the fishery resources examined in the study, they could
find no convincing evidence of the prisoner’s dilemma at work (at least that
could be ascribed to the sharing of stocks). There was no obvious overexploi-
tation of the resources. Thus, tacit cooperation appeared to prevail. The
study did, nonetheless, recommend that the coastal States proceed to full
cooperation for several reasons, an important one being that tacit cooper-
ation could turn out to be a weak reed; since there has been uncertainty and
confusion about the true extent of the sharing of the fishery resources among
the three coastal States, the apparent tacit cooperation was perhaps based
upon the fishing industries’ temporary ignorance of the impact of their fishing
activities upon one another (Sumaila et al. 2005).

2.4.3 Side payments

Side payments, which involve transfers in some form, serve, it will be recalled,
both to shift the focus from sharing the harvests to sharing the economic
benefits from the fishery, and to increase the scope for bargaining. Until
recently the value of side payments has been understood only vaguely by
policymakers. There are, however, some encouraging signs that this may be
changing.22

An example of the message getting through, as it were, is provided by the
Canada–United States Pacific Salmon Treaty, to which reference has already
been made. The fish are produced in rivers, streams, and lakes. After spawn-
ing the fish go downriver to the ocean, where they may live for several years.
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They are harvested as they are about to return to their freshwater habitat,
where the survivors spawn and die. The resource is shared by virtue of the
fact that Canadian fishers inevitably intercept and catch some American-
produced salmon, and that American fishers inevitably intercept Canadian-
produced salmon.

The original treaty made no provision for side payments between Canada
and the American subcoalition. American interceptions were to be balanced

Figure 2.3 Benguela Current large marine ecosystem.
Source: Sumaila et al. 2005.
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by Canadian interceptions. Over time, it became evident that this “fish-for-
fish” rule seriously narrowed the scope for bargaining. The 1999 agreement
designed to repair the treaty, to which reference was made earlier, does
contain provisions for side payments, although they are certainly not labeled
as such. The side payments are modest, but what is important is that the
precedent has been set.

A second example is provided by the Pacific Island States of the Western and
Central Pacific. This region has the largest stock of tropical tuna resources in
the world. The resources are both transboundary and straddling in nature.

The Pacific Island States undertook to manage their resources coopera-
tively in 1979, using the emerging United Nations Law of the Sea Convention
as a framework. The tuna resources are not spread evenly throughout
the region, tending to concentrate around the equator. Two subcoalitions
emerged: the “haves”, States close to the equator, such as Papua New Guinea;
and the “have-nots”, States more distant from the equator, such as Fiji. There
is clear evidence that there have been side payments from the haves to the
have-nots, with the objective of enhancing cooperation, although the term
transfers, let alone side payments, has never been used (Munro 1990; Munro
et al. 2004).23

The Pacific Island States, along with neighboring Indonesia and the Philip-
pines and distant water fishing States operating in the region, for example
the United States and Japan, have recently established what is undoubtedly
the largest RFMO in the world, the Western and Central Pacific Fisheries
Commission (WCPFC) (Figure 2.4). The subcoalition that is the Pacific
Island States has a coordinating body in the form of the Pacific Islands Forum
Fisheries Agency. A recent publication on the issue of allocations within the
WCPFC, coauthored by a former deputy director of the Forum Fishing
Agency, states the following:

A number of economists and other parties have indicated that “game
theory” offers prospects for examining the nature of cooperative and
non-cooperative approaches to allocation. In particular, it has been sug-
gested that the best way forward is likely to go beyond simply allocating
rights (e.g., shares of a total allowable catch of particular species or
species group or the equivalent) to national fleets. A more sophisticated
approach, involving “side payments” or “negotiation facilitators” . . .
may be required.

(Willock and Cartwright 2006: 5)

The need for this “more sophisticated” approach is demonstrated by an issue
that concerns the WCPFC at the time of writing. The issue provides an
example of the potential for side payments to resolve differences between,
and among, players regarding resource management objectives and plans.

The WCPFC governs the management of four tuna species: skipjack,
albacore, bigeye, and yellowfin. Concern has been expressed about the
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current status of two of these species—yellowfin and bigeye (Reid 2006). The
Scientific Committee of the WCPFC has recommended, as one possible solu-
tion, a 15 percent reduction in fishing effort across the board for all tuna
species. The extensive intermingling of the tuna species (FAO 2005) almost
certainly underlies this across-the-board recommendation. A senior econo-
mist employed by the Forum Fishing Agency has undertaken an assessment
of the economic consequences of the Scientific Committee’s across-the-
board proposal (Reid 2006).

There is good reason to believe that the proposal would increase the global
economic benefits from the fishery to the WCPFC grand coalition. The one
difficulty is that the targeting of the four species is not uniform throughout
the region. Reid concludes in his assessment that the vessels of distant water
fishing States operating on the high seas portion of the WCPFC would bene-
fit substantially from the proposed resource investment. The Pacific Island
States, as a group, would actually suffer an economic loss. Needless to say, if
no further action is taken, the Pacific Island States subcoalition can be
expected to block the proposal—the subcoalition rationality condition once
again.

What then, asks Reid, is to be done? Noting the support for side payments
(negotiation facilitators) in the Report of the Norway–FAO Expert Consult-
ation on the Management of Shared Fish Stocks (FAO 2002), he concludes:

To overcome the difficulties inherent in obtaining agreement on man-
agement measures, members of the WCPFC will need to give serious
consideration to the possibility of the use of “negotiation facilitators,” or
“side payments,” in order to ensure that the costs and benefits of any
such management measures are borne equitably between members.

(Reid 2006: 7)

This particular case is relatively easy, in that it is one of evident winners
compensating evident losers. Nonetheless, if the advice were to be followed,
an important precedent would have been set.

A further comment is in order. Those economists who originally wrote
about the value of side payments (for example Munro 1979, 1987) discussed
them in the context of two-player games involving the management of a
single species. In the RFMO regime, one has to deal with far more than two
players. Furthermore, many cooperative fisheries arrangements are con-
cerned not with just one species but several, as in the case of the WCPFC.
If one thinks of a fishery resource as a natural capital asset, these arrange-
ments are thus called upon to manage cooperatively a portfolio of such
assets. FAO economist Rolf Willmann has asserted that as the number of
players increases and the resource portfolio broadens, the scope for the use of
side payments can be expected to increase exponentially (Rolf Willmann,
personal communication).24
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2.4.4 Unregulated fishing
The new international Law of the Sea, as it pertains to fisheries, is not rigid and
static; rather it is in a process of evolution through State practice. Game theory
analysis can contribute by helping to direct the evolution along appropriate
lines.

The problem of unregulated fishing provides an example. The FAO has put
forward a plan of action to curb what it refers to as illegal, unreported, and
unregulated fishing (FAO 2001). The efforts of the FAO are being supple-
mented by the OECD (2006). It is of utmost importance that economists,
undertaking game-theoretic analysis of the economic management of shared
fish stocks,25 support the efforts of the FAO and the OECD by transmitting to
policymakers the results of their analysis, demonstrating the consequences of
unchecked unregulated fishing.

There is evidence that the economist’s message is beginning to gain some
acceptance within the community of international legal experts. Rayfuse
(2006), at the Sharing the Fish Conference 2006 in Fremantle, Australia,
raised the question of whether a new legal paradigm was called for in inter-
national fisheries. She argued that the freedom of the seas, as it pertained to
fisheries, had seen its day, and explicitly raised the question of whether
“RFMOs [should be] vested with ‘property rights’ in high seas fisheries”
(Rayfuse 2006: slide 8). She acknowledged that her questions would be highly
controversial.26 What is important is that they are now up for open discussion
in the international legal community.

2.4.5 Resilience
The final issue pertains to the dynamic resilience of cooperative fisheries
management regimes through time. As has been mentioned, the importance
of shifting threat point payoffs over time was raised by Kaitala and Pohjola
as long ago as 1988. It was also pointed out, however, that the Kaitala and
Pohjola model is limited by the fact that it is deterministic (that is, it assumes
that the future is known fully).

For an example of the problem of resilience, the Canada–United States
Pacific Salmon Treaty once again provides a source. When the treaty was
ratified in 1985, there was more or less balance between Canadian and
American interceptions. Furthermore, the Alaskans had been placated. If
environmental and economic conditions had remained unchanged through
time, the treaty would have remained stable.

Environmental conditions did not remain unchanged. What was not real-
ized at the time the treaty was ratified was that a climate regime shift was
under way. The regime shift was to have a strongly negative impact on Pacific
salmon stocks off southern British Columbia and the states of Washington
and Oregon. The regime shift was also to have a very positive impact upon
the Pacific salmon stocks off northern British Columbia and Alaska (Miller
et al. 2001; Miller and Munro 2004).
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By the early 1990s, the effects of the climate regime shift had become
evident. The interception balance was upset and, more importantly, the
Alaskan individual rationality condition was no longer satisfied. The treaty,
as noted before, seized up.

There is no evidence that the Alaskans cheated. The treaty was, and is,
effectively legally binding. What the experience revealed is that the disaffected
player does not have to resort to cheating to destabilize the cooperative game.
The player can easily create difficulties so that the cooperative process
becomes unworkable (Miller and Munro 2004). The Canada–United States
Pacific Salmon Treaty has been repaired for the time being. As noted, it
remains to be seen whether or not the repaired version survives.

Another example, recently resolved at the time of writing, involves
the Norwegian spring-spawning herring stock in the North Atlantic. This
stock, which historically has been one of the largest fish stocks in the North
Atlantic, migrates, when it is healthy, between Norway and Iceland. The
resource crashed in the early 1970s. The remnants of the resource were con-
fined to Norwegian waters and were subject to a harvest moratorium. By the
mid-1990s the resource had recovered and recommenced its migratory
pattern.

The resource, which is both transboundary and straddling, is now subject
to exploitation by Russia, the Faeroe Islands, and the European Union, as
well as Norway and Iceland. In time, a cooperative management arrangement
was established under the framework of the 1995 United Nations Fish Stocks
Agreement. The arrangement came complete with what were close to side
payments, and was put forward as a model of cooperative management of a
straddling stock (Munro 2000).

The harvest allocations are based, more or less, on zonal attachments of
the resource, determined by the quantity of stock and time spent in each
player’s zone during the resource’s migration. Norway and Russia can be seen
as constituting a subcoalition (T. Bjørndal, personal communication). The
Norway–Russia subcoalition, due either to unexpected shifts in resource
migratory patterns or to faulty earlier biological research, claimed in 1993
that its share fell far short of what its zonal attachment dictates. It began
acting as if its subcoalition rationality condition was not being satisfied
(Bjørndal and Munro 2005). The subcoalition played competitively against
the rest.

There was not a complete breakdown in the cooperative resource manage-
ment arrangement, which could have led to the resource crashing once again.
Nonetheless, the prisoner’s dilemma has started to make its presence felt. The
players began unilaterally raising their quotas. Furthermore, the players had
previously entered into side deals to allow one another to take part of their
quotas in each other’s zones. This was done to increase the size of the global
economic pie (Bjørndal and Munro 2001). Norway announced that all play-
ers, save Russia, were to be barred from its zone, thereby diminishing the
global economic pie (Bjørndal and Munro 2005).
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In late 2006 to early 2007, the cooperative game was restored. The
players, having peered into the abyss, pulled back (Terje Lobach, personal
communication).

Thus, both the Canada–United States Pacific Salmon Treaty and the
Norwegian spring-spawning herring cooperative arrangements have, in their
histories, displayed a lack of dynamic resilience in the face of uncertainty.
Working Group A of the Norway–FAO Expert Consultation on the Man-
agement of Shared Fish Stocks completed its list of general features of the
allocations issue that are insufficiently understood by emphasizing the impor-
tance of cooperative resource management arrangements having sufficient
resilience (FAO 2002: 8).

Miller and Munro (2004) argue that shocks, particularly environmental
ones, can be anticipated, but they cannot be predicted. While the need for
ensuring flexibility is plain, they claim that they can obtain no clear guidance
on this question from the existing literature on the application of game the-
ory to resource management issues (Miller and Munro 2004). Such guidance
is still lacking.

2.5 Conclusion and policy implications

This chapter has been concerned with the relevance, if any, of game theory
analysis to a specific resource management issue, namely the management of
internationally shared fishery resources. The immediate response to the ques-
tion is that it is all but impossible to analyze the economics of the manage-
ment of these resources other than through the lens of game theory. Strategic
interaction between, and among, those States sharing the resources lies at the
heart of the resource management problem.

It has been argued that there are several basic, indeed elementary, game
theory concepts that are of direct and immediate relevance to policymakers.
It was also argued that these concepts are, as yet, poorly understood by
policymakers. What this requires of economists is that they become effective
expositors, taking the results of their game theory analysis and expressing
these results in a form that can be readily understood and appreciated by the
practitioners.

This is an urgent matter. The implementation of the RFMO regime,
described in this chapter, is an ambitious undertaking. Game theory has a
great deal to say about the necessary conditions for the stability of the new
regime. If the regime proves, in the end, to be unstable and collapses, the
consequences for world capture fishery resources, many of which are already
threatened, will be severe.

Notes

1. The author wishes to express his gratitude for the generous support provided
by the Sea Around Us project of the Fisheries Centre, University of British
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Columbia, which is, in turn, sponsored by the Pew Charitable Trust of Philadel-
phia, United States. The author would also like to express his appreciation for the
useful and thoughtful comments provided by an anonymous reviewer.

2. Capture fisheries involve the harvesting of fish in the wild, as opposed to aqua-
culture, popularly referred to as fish farming.

3. World capture fishery harvests have been more or less stationary since the
mid-1990s. Hence, one can continue to accept the Garcia and Newton estimate.

4. The negotiations on fisheries issues were more or less completed by 1975.
5. The United Nations makes a distinction between highly migratory fish stocks and

straddling fish stocks (see for example United Nations 1995). Highly migratory
fish stocks, tuna primarily, are, because of their highly migratory nature, to
be found both within the exclusive economic zone and the adjacent high seas.
Straddling fish stocks are all other fish stocks (except anadromous and catadrom-
ous stocks) to be found both within the exclusive economic zone and the adjacent
high seas. The distinction was made largely for political reasons, and can be
defended on neither biological nor economic grounds (Munro et al. 2004). Hence,
the two are merged into what shall be termed straddling fish stocks broadly
defined.

6. There is not uniform agreement on the categorization of these fish stocks. While
there is no disagreement on the definitions of straddling and discrete high seas
stocks, what might be termed a second school of thought prefers to use the term
“transboundary stocks” as the generic term and to use the term “shared stocks”
to denote those fish stocks crossing the exclusive economic zone boundary of one
coastal State into the exclusive economic zone(s) of one, or more, other coastal
State(s). See Van Houtte 2003.

7. It now extends to 12 nautical miles (United Nations 1982: Article 3).
8. The term “prisoner’s dilemma” is derived from a theoretical game that explores

the possible payoffs that may result when two prisoners, arrested for the same
crime but kept separate, adopt various bargaining strategies intended to maximize
their own benefit. See http://plato.stanford.edu/entries/prisoner-dilemma/.

9. With the usual proviso that there can be exceptions in unusual circumstances.
10. Another way of expressing this condition, using some economists’ jargon, is to

say that the solution to the cooperative game must be Pareto optimal.
11. This has come to be known as the compensation principle (Munro 1987).
12. See North Atlantic Salmon Fund, www.nasfonline.org.
13. Surely, however, Atlantic salmon must be considered to be a straddling stock. The

answer is no. Salmon, in both the Atlantic and the Pacific, constitute a special
case. Under Article 66 of the 1982 Convention, directed high seas fishing of
salmon is made illegal (United Nations 1982: Article 66; Burke 1994).

14. The reason for this surprising development lies mainly in the fact that distant
water fishing State fleets were driven out of the newly formed exclusive economic
zones. This is discussed in detail in Munro 2000.

15. The full title is the Agreement for the Implementation of the Provisions of the
United Nations Convention on the Law of the Sea of 10 December 1982 Relating
to the Conservation and Management of Straddling Fish Stocks and Highly
Migratory Fish Stocks (United Nations 1995).

16. That is, to correct the weaknesses of Part VII of the 1982 Convention.
17. It is true that, under the terms of the 1995 Agreement, States are not to allow their

vessels to exploit fishery resources under RFMO jurisdiction, unless the State is a
member of the RFMO or has committed itself to abide by the management
regulations laid down by the RFMO (United Nations 1995). There are two dif-
ficulties with this, however. Until the RFMO regime becomes declared part of
customary international law, these requirements are binding only upon States
that are party to the 1995 Agreement. At this point, many fishing States are not
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(High Seas Task Force 2006). Second, there is the problem of enforcement, given
that those who flout the 1995 Agreement in this manner are deemed to be
engaging in unregulated, as opposed to illegal, fishing (see Munro et al. 2004 for
details).

18. For examples see Agüero and Gonzalez 1996; Munro et al. 2004; OECD 1997.
19. See Pacific Salmon Commission website: www.psc.org/pubs/treaty.pdf.
20. Canada was generally on very good terms with the states of Washington and

Oregon, and the treaty tribes of Washington and Oregon. The Canadian strategy
can be described as that of punishing one’s friends.

21. There is a moral to this story. The moral is not that the two coastal States should
be censured. The moral is, rather, that, if coastal States such as Australia and New
Zealand can fall into the prisoner’s dilemma hole, then no States coming together
to manage a shared fishery resource cooperatively can consider themselves to be
safe. The predictive power of the economist’s model of noncooperative manage-
ment of shared fishery resources proves to be brutally strong.

22. Part of the problem may lie in the terminology, a not uncommon problem in
game theory. To many, the term side payment sounds suspiciously like “bribe”.
The 2002 Norway–FAO Expert Consultation discussed side payments, and
recommended their use. Many participants at the Expert Consultation, however,
preferred to substitute the less provocative term “negotiation facilitators” (FAO
2002).

23. One example is provided by a treaty that the Pacific Islands signed with the
United States in 1987. Under the treaty the United States fleet has multilateral
harvesting rights. American license fees were to be paid into a single fund that the
Pacific Islands were to allocate among themselves. The Pacific Islands agreed that
75 percent should be paid out on the basis of American harvests within their
respective exclusive economic zones. The remaining 25 percent was to be divided
equally, without reference to American harvests. Effectively, this meant that the
have-nots would receive more than could be justified by American harvests in
their exclusive economic zones. Hence, the have-nots received implicit side pay-
ments from the haves (Munro 1990).

24. Willmann notes that no game theorist has yet to confirm or repudiate the asser-
tion. He is confident that some game theorist will rise to the challenge (Rolf
Willmann, personal communication).

25. In particular, game theory analysis involving the coalitional bargaining approach.
26. Rather than criticizing her, Professor Rayfuse’s legal colleagues at the conference

congratulated her for raising questions that very much needed to be asked.
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3 Traditional grazing rights in
sub-Saharan Africa and the
role of policy

Rachael E. Goodhue and
Nancy McCarthy

Traditional sub-Saharan pastoralist systems are characterized by mobility,
which allows pastoralists to respond to the “patchy” nature of rainfall and
pasture. In many cases, multiple groups can use an area and have different
types of property rights. This chapter develops a model that incorporates
the key features of traditional property rights using fuzzy sets, and examines
when the traditional system will be privately and socially preferable to pri-
vate property and common property systems. The chapter concludes by
discussing the implications for policies regarding land management insti-
tutions, including when it may be desirable to strengthen the traditional
system.

3.1 Introduction

Pastoralist systems play an important economic role in sub-Saharan Africa.
According to Dixon et al. (2001), pastoralist systems account for 7 percent of
the agricultural region including sub-Saharan Africa, North Africa, and the
Middle East. Thornton et al. (2002) estimate that approximately 10 percent
of the poor in sub-Saharan Africa are pastoralists. Given the importance
of pastoralism, efforts by governments and international donors to alleviate
poverty and encourage economic growth must include policies designed to
improve the welfare of pastoralists.

The traditional land management institutions underlying pastoralist sys-
tems in the region have been subject to a number of significant stressors over
the last few decades: increasing populations; private expropriation of com-
munal grazing lands for private use in grazing or agriculture; government-
sponsored privatization, including some induced by land titling programs;
localized rangeland degradation; increased, increasingly violent, conflicts
between tribes; and severe droughts (Oba 1992; Swallow 1994; Bruce and
Mearns 2002; McPeak 2003; World Bank et al. 2003; Cotula et al. 2004;
Toulmin 2005; Hammel 2001; Hundie 2006). In many areas, these factors have
led to the weakening or disappearance of traditional institutions. As a result,
policymakers considering interventions designed to improve pastoralists’ wel-
fare must consider land management institutions explicitly. Should traditional



institutions be strengthened or supported? Are they still viable, in a given
situation? Would pastoralists be made better off if alternative land manage-
ment institutions were introduced, or strengthened if they have replaced trad-
itional ones?

Policymakers’ interest in land management institutions corresponds to a
growing consensus by governments, nongovernmental organizations, and
researchers that many previous property rights reform initiatives have failed
(Graham 1988; Sserunkuuma and Olson 2001; Bruce and Mearns 2002;
Cotula et al. 2004). Early reform efforts tended to center on attempts to pri-
vatize common use resources by assigning them to individuals or small groups,
such as Kenya’s group ranches, as part of efforts to transform pastoralist
systems into commercial ranching systems (Fratkin 2001). Often, such poli-
cies led to increased sedentarization among pastoralist groups, as did efforts
to “modernize” pastoralists’ economic systems by introducing improved live-
stock production methods and increasing the land devoted to agriculture
(Pantuliano 2002). This in turn led to greater privatization of land and water
resources. More recently, there have been recommendations to clarify resource
use; that is, to limit the use of clearly defined water and grazing resources to
specific, clearly defined groups of users, and exclude others (Hammel 2001;
Haro et al. 2005).

Each type of policy prescription is linked to a familiar economic paradigm.
Privatization is linked to the economic efficiency of private ownership, rela-
tive to common resource exploitation. Access clarification is an outgrowth
of the common property literature, which often models resource use as a
noncooperative game. Studies such as those of Ostrom (1990) and Thompson
and Wilson (1994) have concluded that the inefficiency of common use can be
mitigated in cases where the common property regime is a well-defined user
group using a clearly defined resource. Such conditions encourage users to
cooperate in resource management, which increases social returns. Access
clarification is viewed also as a means of correcting an open-access situation,
where a resource is available to all users, when this regime results in overuse
of the resource or deterioration of the resource base. Bruce and Mearns
(2002: 16) conclude that while the link between policy and paradigm is
“attractive in theory, there has been little success with such ‘fixed-boundary’
common-property approaches”.

In part, this failure may be due to policymakers’ misinterpretation of the
conclusions of the common property literature regarding well-defined bound-
aries.1 While seminal common property studies such as those of Netting
(1972, 1976, 1981) studied cases of successful common grazing land man-
agement with fixed resource boundaries, fixed user definitions, and specific
written, formal rules regarding resource access and use that applied the same
guidelines to all eligible users, the common property literature also encom-
passes studies of the successful management of fugitive resources, such as fish
populations. The intention of the term “well-defined” as a requirement for
successful common property management is simply to indicate that it must
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be possible to exclude potential users who do not have rights to utilize the
resource (Ostrom 2002).

Another factor that may contribute to the failure of both types of policy
prescriptions is a tendency among some analysts and some policymakers
to ignore or underestimate the importance of the relationship between a
society’s culture and its institutions, such as its system of property rights
(Ensminger 1996). An institution evolves within a specific cultural context,
and its performance is dependent on that context. Imposing that institution
within a different cultural context (“institutional monocropping”) may lead
to a very different outcome (Evans 2004).

Observers have identified the imprecision, or fuzziness, of access rights as
one of the strengths of pastoralist systems in sub-Saharan Africa and else-
where (Lane and Moorhead 1994; Scoones 1994; Toulmin 1994). The objec-
tives of this chapter are to explore the key features of traditional pastoralist
systems, incorporate these features into a noncooperative game-theoretic
model of resource use, use the model to compare the performance of the
traditional system to noncooperative common property and private property
systems, and identify implications for policy.

The remainder of the chapter is organized as follows. Section 3.2 discusses
important features of traditional pastoralist systems, and section 3.3 dis-
cusses measures of their performance. Section 3.4 provides background on
fuzzy set theory and its use in game theory. Section 3.5 presents the noncoop-
erative fuzzy game that models the key features of traditional pastoralist
systems. Section 3.6 presents results comparing the performance of the
traditional pastoralist system modeled as a noncooperative fuzzy game to the
performance of alternative property rights regimes, including private pro-
perty modeled as a profit maximization problem, and common property
modeled as a noncooperative game. Section 3.7 concludes with a discussion
of the policy implications of the analysis in the context of drought and
global climate change, and the broader implications for government policies
regarding property rights and pastoralist systems.

3.2 Nature of traditional pastoralist systems

Sub-Saharan Africa’s pastoralist systems are characterized by three key fea-
tures: mobility, shared use of forage and water resources, and the imprecise
nature of the institutional rules governing common resource use and the
underlying property rights. These institutional features are responses to the
nature of the ecological system pastoralists face. Average rainfall is low in sub-
Saharan Africa, and its variability is high. As a result, forage is “patchy”, so
that productivity can vary substantially within the range available to a given
pastoralist or pastoralist group. Mobility allows pastoralists to access areas
with relatively high rainfall realizations, rather than settling themselves in a
single location. Shared use allows multiple pastoralists or pastoralist groups
to include a specific area in their resource portfolio. The property rights
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regime enables the management of grazing areas to reflect resource limitations
without excluding lower-priority users in order to secure rights for higher-
priority users.

Rights to forage and water are defined within an extremely complex system.
The boundaries of grazing areas are not well defined, except perhaps at the
broadest, tribal level, nor is the set of users with rights to a given area (McPeak
and Barrett 2001; Haro et al. 2005). Often, relatively productive areas have a
primary user or manager group, and a large number of secondary users, whose
use is managed by the primary user group to a greater or lesser extent (Cossins
and Upton 1987; Niamir 1991; Oba 1992). Within the imprecise nature of the
definition of a user group, different users can have different degrees of rights,
and a number of factors can influence the ability of a given pastoralist or
pastoralist group to utilize a specific resource (Cossins and Upton 1987;
Coppock 1994). Kinship, networks, and other relationships, such as age
groups, can all affect a group’s use of a specific resource (Haro et al. 2005).
Rights also vary depending on the users’ livestock. In most cases, home herds
with lactating and young animals receive higher priority when resources are
limited. Satellite herds are much more mobile, so they have low priority for
grazing near the base camp or a given water resource (Cossins and Upton
1987; Coppock 1994). Finally, access may depend on conditions in other
grazing areas to which a group also has rights (Hogg 1990; Solomon et al.
forthcoming). If a group’s core areas are suffering from drought, then it is
more likely to have a greater degree of access sanctioned by other users than
would be the case if its home range was in good condition. Increased access
to other areas in times of drought is often part of a mutual insurance agree-
ment, with the arrangement reciprocated by the other user group when
weather conditions are reversed (Bartels et al. 1990). In sum, the forage
available to a given group at a given time is very difficult to define precisely.

3.3 Performance of traditional pastoralist systems:
existing measures

Given its complexity and its ill-defined boundaries, the property rights system
underlying traditional sub-Saharan pastoralist systems does not closely
resemble any of the standard economic models of property rights regimes:
open access, noncooperative common property, or private property. The ques-
tion then arises: is the traditional system then less efficient than alternative
systems? Some analysts argue that the definition of property rights is an
essential part of what makes a traditional pastoralist system responsive to its
risky, patchy environment.

Overlapping claims to resources, shifting assertions of rights and con-
tinuous contestation and negotiation of access rules dominate tenurial
arrangements in uncertain environments. The solution is not to impose
particular tenure types on a variable setting; whether these are uniquely
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communal or private they are unlikely to work. Instead, the need for
flexible tenure arrangement must be recognized. . . . Customary tenure
systems operate shared, overlapping forms of tenure rights in such settings
as maintaining strict boundaries is usually untenable.

(Scoones 1994: 27)

This assessment runs counter to the standard economic analyses of the rela-
tionships between property rights and economic efficiency. Conventionally,
well-defined resource boundaries and user groups are predicted to lead to
more efficient resource allocation. As discussed in section 3.2, the examined
systems do not possess these characteristics, except perhaps at extremely
aggregated levels, such as tribes. In order to determine whether or not it may
be worthwhile to strengthen traditional land management institutions, the
performance of these institutions must be compared to those of alternative
systems. In the case of pastoralist systems, one can begin with two physical
measures: the stocking rate, or the number of animals per unit of land; and
the energy produced by the system.

3.3.1 Stocking rate

The stocking rate is sometimes used by economists as a measure of the effi-
ciency of an institutional system in maximizing profits. In the conventional
static models of open access and noncooperative common property, users will
stock more animals than would maximize the profits of the group of users as
a whole, because each user ignores the effect of its animals on the grazing
available for other users’ animals. This externality leads to a suboptimal out-
come. Under open access, users continue to increase the stocking rate until
profits are driven to zero, while under noncooperative common property
users still realize some profits. If a single user controlled the pasture, or if all
users cooperated when choosing the stocking rate, then the profit-maximizing
stocking rate would be achieved. Intuitively, this externality translates easily
into a dynamic economic model when grazing today reduces currently avail-
able forage and affects the ability of the pasture to regenerate and provide
additional forage in the next period.

3.3.2 Carrying capacity and energy production

Range scientists have a measure of the stocking rate that represents the
dynamic physical optimum: carrying capacity. Loosely speaking, an area’s
carrying capacity is the number of livestock per unit area that can be sus-
tained over time. If higher stocking rates are used, then the area will degrade,
making it less productive for future grazing. Carrying capacity was originally
developed for use in areas with higher average rainfall and lower rainfall
variability than sub-Saharan Africa. Given these differences, scientists have
debated its relevance for the systems modeled here. In a related debate, some
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range scientists have argued that weather shocks, rather than livestock popu-
lations, determine range conditions, which suggests that pastoralists are not
using their resources at an unsustainable rate. Empirical studies have tended
to show that degradation of grazing areas is not a serious concern, with the
exception of localized degradation near towns and important water resources
(McPeak 2003).

Cossins and Upton (1987) take a different approach to evaluating the per-
formance of a traditional sub-Saharan pastoralist system. For the case of the
Borana pastoral system of southern Ethiopia, they document the physical pro-
ductivity of the area, the water management system, management of cattle
and other livestock, features of the household and settlements, and market
participation. They then estimate the net energy, animal liveweight, and pro-
tein offtake produced by the system. The result compares favorably with the
net energy produced by other livestock-based systems with similar average
rainfall, including average performers among Kenyan ranches, and Australian
cattle stations in three different districts. Given the rainfall, they conclude that
it would be difficult to enhance the performance of the pastoralist system. In
a closely related article, they examine possible policy interventions designed
to improve the system’s efficiency (Cossins and Upton 1988). They conclude
that improving access to markets has little scope for increasing efficiency, and
that increasing dry season water supplies in some areas may lead to over-
stocking, actually reducing productivity. They suggest that supplemental
feeding for calves may result in small productivity improvements.

3.3.3 Other approaches

In another comparison in their 1987 article, Cossins and Upton find that
although the pastoralist they study produces less food than an agropastoralist
in the nearby Ethiopian highlands, the pastoralist produces more cash output.
Hence, they conclude that the pastoralist will be better off, provided there is
sufficient access to markets for livestock and food. Van den Brink et al. (1995)
undertake a more general evaluation of the performance of a traditional
pastoralist system compared to an agricultural system. Rather than a detailed
empirical study of a specific area and people, they construct a dynamic pro-
gramming model, and discuss its relevance to climatic and social conditions in
the West African Sahel. They compare the relative performance of a pastoral-
ist system to an agricultural system as a function of average rainfall and
rainfall variability. They find that in areas where rainfall is sufficiently low
and variable the pastoralist system is more productive than the agricultural
system. Their analysis does not consider the possibility of noncooperative
interactions between multiple pastoralists; implicitly, they consider a single
profit-maximizing user, or a group of perfectly cooperative users.2
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3.3.4 Summary of performance measures

These evaluations suggest that pastoralist systems can be productive adapta-
tions to specific ecosystems. However, these evaluations do not indicate
whether or not the performance of these systems would be improved if a
different property rights regime replaced the complex traditional system.
Cossins and Upton (1987, 1988) take property rights as given. Van den Brink
et al. (1995) focus on mobility, although they discuss management institu-
tions in the Sahel and their effects on resource use, and distinguish them from
an open-access situation.

In order to address this omission in the existing literature, and compare the
performance of the traditional system to alternative property rights regimes,
fuzzy set theory is used to model the traditional property regime as a nonco-
operative game, and compare its performance to a noncooperative common
property regime and a private property regime. The latter two regimes, con-
ventional economic property rights paradigms, have been associated with
failed policy prescriptions for sub-Saharan pastoralist systems; this analysis
explores whether the omission of critical features of these systems was a
contributing factor. Because these conventional paradigms rely on standard
set theory, they are ill suited to modeling complex property rights systems
with imprecise definitions of resources and user groups. The model used in
this analysis utilizes fuzzy set theory, which generalizes the concept of set
membership in order to model complex systems.

3.4 Fuzzy set theory

Economic applications of fuzzy sets in game theory can be grouped into two
categories. The first set of applications uses fuzzy logic to model players’
strategies in a game (Bogataj and Usenik 2005; Aristidou and Sarangi 2006).
Those in the second category use fuzzy sets to describe aspects of an economic
system modeled as a noncooperative game, such as firms’ information sets
and consumer preferences (Dompere 1995; Greenhut et al. 1995; Mansur
1995; Goodhue 1998). This analysis falls into this category, termed “restricted
fuzzy games”, because players have crisply defined strategies and beliefs over
their opponents’ actions and only parameters affecting their decisions are
fuzzy. The remainder of this section introduces fuzzy set theory, which is used
to model traditional property rights in a noncooperative game regarding
pastoralists’ grazing decisions in section 3.5. As discussed in section 3.2, pro-
perty rights under traditional systems are contingent and incomplete. Fuzzy
sets are capable of modeling these characteristics in a direct, analytically
tractable way.

Fuzzy set theory was introduced as a means of modeling complex systems
(Zadeh 1965). When a system is very complex, it becomes very complicated
to model precisely. Fuzzy set theory allows for imprecision in the way spe-
cific objects or events are categorized, in order to reduce the computational
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costliness of modeling the system. It does so by relaxing set boundaries, so
that a specific object or event can be a partial (fuzzy) member of both a set
and its complement.

A simple illustration of the value of fuzzy sets in the context of the analysis
in this chapter regards rainfall and drought. Does an annual rainfall that is
80 percent of average annual rainfall constitute a drought year for forage
and water resources? Using conventional set theory, either that rainfall level
is in the set “rainfall defining a drought year”, or it is not. The relationship
between annual rainfall and drought-limited resources is not so clear-cut.
The allocation of the rainfall between the short and long rainy seasons mat-
ters, as does the previous year’s rainfall. Even temperatures may affect the
outcome. One possibility for the analyst is to introduce rules relating all of
these factors to each other and resource levels into his or her model, and
solve the resulting complex system. Another is to utilize fuzzy sets to model
the relationship between annual rainfall and drought. The extent to which
a given level of annual rainfall is associated with a drought year is defined
by that level’s “degree of membership” in the set “rainfall defining a drought
year”.

In addition to reducing complexity, another advantage of fuzzy set theory
is that it is well suited to incorporating verbal variables into a model. For
example, fuzzy sets are used to represent uncertain outcomes, using informa-
tion obtained from experts. It can be difficult or impossible to elicit specific
probability density functions from individuals. It can be easier to elicit rough
groupings of outcomes into categories such as “highly possible”, “possible”,
and “not very possible”.

3.5 Noncooperative fuzzy game-theoretic model of grazing
decisions under traditional property rights

This section develops and solves a noncooperative game between two pastor-
alists utilizing two pastures, when traditional property rights are modeled
using fuzzy sets. “Fuzzy rights”, or the fuzzy property regime, are imple-
mented by using absolute and relative rainfall shocks as imprecise indicators
of a pastoralist group’s access to a given area.

3.5.1 Players and strategies

Consider two profit-maximizing pastoralists (or pastoralist groups), A and B.
Each pastoralist has a herd of fixed size a and b, respectively. Normalizing the
price of output to 1 and ignoring inputs other than forage, pastoralist i’s
profits are equal to i’s animals’ total weight gain (or any other measure of
animal productivity, such as a combination of weight gain and milk produc-
tion). Each pastoralist chooses the share of a season spent on each of two
pastures, 1 and 2, in order to maximize weight gain. Each pastoralist takes
the other’s pasturing decision as given when making this decision, so the two
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pastoralists are playing a noncooperative Nash game over their use of the
available pasture resources. In equilibrium, neither pastoralist will wish to
alter its pasturing decision.

3.5.2 Production

The two pastures, 1 and 2, are identical in every way except that their rainfall
realizations are independently and identically distributed. On a pasture,
weight gain is a linear-quadratic function of the number of animals (McCarthy
1996). It increases linearly with the total forage αrj, which is a function of
rainfall rj. The effect of an increased number of animals on a pasture when
both pastoralists use it for some share s of the season reduces available forage

relative to total forage by −
β (a + b)

1 − s
. Both pastoralists observe the rainfall

realizations for both pastures, where 0 < rj ≤ 1. This assumption can be inter-
preted as representing network communications regarding the quantity and
quality of forage available in various areas.

3.5.3 Fuzzy property rights

In order to implement the noncooperative game-theoretic model in the con-
text of the traditional property rights system, consider the case where the
pastoralists’ rights to a given pasture are asymmetric. Each pastoralist i has
a home pasture, to which i has relatively strong rights: 1 is A’s home pasture,
and 2 is B’s home pasture. Each pastoralist has weaker rights regarding the
other pastoralist’s home pasture. These weaker rights represent the share
of the season that A can graze pasture 2, or that B can graze pasture 1. To
represent the difference in rights between the two pastures, define the fuzzy
set Accessi as “pasture to which pastoralist i has access”, and represent i’s
right to use a pasture as the degree of membership of that pasture in the
fuzzy set. Each pastoralist i ’s home pasture is a full member of Accessi, so its
degree of membership in Accessi is 1.

The membership of the nonhome pasture in Accessi depends on absolute
rainfall realizations and relative rainfall realizations on the two pastures. The
lower the rainfall realization in i ’s home pasture, the greater i ’s fuzzy right to
the other pasture, and the lower the rainfall realization in i ’s home pasture
relative to the rainfall realization in the other pasture, the greater i ’s fuzzy
right to the other pasture. For analytical convenience, rainfall is normalized
to lie on the closed interval [0,1]. Low absolute rainfall and low relative
rainfall are represented by two fuzzy sets. Fuzzy set notation takes the follow-
ing form: set = {degree of membership of item j in set/item j, for all j}. In this
case, the items in the two rainfall-related fuzzy sets are pastures 1 and 2. The
fuzzy set corresponding to low absolute rainfall is the statement “Pasture j is
in a drought year”, or
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drought = {max(0,1-γrj)/ pasture j, j = {1,2}},

where γ > 1, so that some rainfall realizations are not considered to be
members of the drought fuzzy set at all. The fuzzy set corresponding to low
relative rainfall is the statement “Pasture j is in more of a drought year than
pasture ≠ j is”, or

worse = {max(0, r2-r1)/pasture 1, max(0, r1-r2)/pasture 2}.

This fuzzy set defines the pasture that receives less rainfall as being worse off.
The degree of membership indicates how much worse off the pasture with
less rainfall is.

The membership of i ’s nonhome pasture in the fuzzy set defining i’s access
to the two pastures, “pastures to which i has access”, or Accessi, is a fuzzy
function of the pasture’s absolute and relative rainfall. Consider pastoralist
A. Because pasture 1 is A’s home pasture, it has a degree of membership of
1 in AccessA. Pasture 2 has a degree of membership that is no greater than
1, based on the minimum of its membership in the drought fuzzy set, the
worse fuzzy set, and the common property stocking rate, XA2. In other
words, the more forage 2 has, and the more forage it has relative to 1 (even if
it has a small absolute amount of forage), the greater the access A has to it.
Notice that if 1’s rainfall realization is greater than 2’s then A has no access
rights to pasture 2. The noncooperative common property stocking rate is
included simply to recognize that A will never use pasture 2 more than the
profit-maximizing share of the season under a conventional noncooperative
common property regime, because it will never be profitable to do so. For
pastoralist A, AccessA takes the following form:

AccessA = {1/pasture 1, min(drought,worse,XA2)/pasture 2}.

For notational convenience, pasture 2’s membership in AccessA is labeled PA2,
and pasture 1’s membership in AccessB is labeled PB1.

3.5.4 Equilibrium of the fuzzy game

Given these specifications, the pastoralists will choose the share of the season
to spend on each pasture. Consider the case where r1 < r2, so that A has rights
to pasture 2. A chooses whether to remain on pasture 1 for the entire season
or to move to pasture 2 for some share of the season. If A remains on pasture
1, A’s returns are αr1 − βa. If A moves to pasture 2 for some share s of the
season, A’s returns are

s �αr2 −
β (a + b)

1 − s � + (1 − s ) (αr1 − βa).
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For a given s, A will move to pasture 2 if

α r2 −
β (a + b)

1 − s
> α r1 − βa.

Similarly, if r1 > r2, then for a given s B will move to pasture 1 if

α r1 −
β (a + b)

1 − s
> α r2 − βb.

Comparing the two conditions, it is apparent that at most one pastoralist will
move in the equilibrium outcome associated with a given pair of rainfall reali-
zations. Furthermore, given that pastoralist i chooses to move, i will move to
the other pasture for the maximum amount of time permissible under i’s
fuzzy right.

Figure 3.1 illustrates when each pastoralist will move under the fuzzy prop-
erty system for a specific set of parameter values: γ, the parameter defining
the drought fuzzy set, is 2, the forage productivity parameter α is 12, the
externality parameter β is 0.5, and herd sizes a and b are normalized to 1.
Rainfall realizations for pasture 1 are listed on the vertical axis, and rainfall
realizations for pasture 2 are listed on the horizontal axis. Mobility is depicted

Figure 3.1 Pastoralist mobility under fuzzy property regime as a function of rainfall.
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as a function of rainfall realization pairs, with different outcomes represented
by the different areas on the graph. Each cell corresponds to a rainfall realiza-
tion pair, and the areas reflect the pairs for which each pastoralist moves to
the other pastoralist’s home pasture for part of the season, and for which
neither pastoralist moves. The black-shaded area indicates rainfall realization
pairs for which pastoralist B will first graze pasture 2 and then move to pas-
ture 1, and the crosshatched area indicates rainfall realization pairs for which
pastoralist A will first graze pasture 1 and then move to pasture 2. These areas
indicate pairs of rainfall realizations for which one pastoralist has access to
the other pastoralist’s home pasture. Notice that when the rainfall realizations
for the two pastures are the same, neither pastoralist will move. In such cases,
the membership of both pastures in the worse fuzzy set is zero, so that access
to the other pastoralist’s home pasture is zero for both pastoralists. Notice
that if both pastures receive rainfall realizations that are high enough in both
absolute and relative terms, then neither pastoralist will move. In these cases,
the membership of both pastures in the drought fuzzy set is zero, so that access
to the other pastoralist’s home pasture is zero for both pastoralists.

3.6 Evaluating the performance of the fuzzy property regime

This section evaluates the effect of the fuzzy property regime on the welfare
of an individual pastoralist, and on the social welfare of the two pastoralists.
In order to compare the performance of the fuzzy property regime to the per-
formance of common and private property regimes, one must consider when
mobility occurs, and the share of the season the two pastoralists share a single
pasture. This requires the specification of a rainfall distribution, which is
assumed to be uniformly distributed on the interval [0,1].

3.6.1 Comparing fuzzy property and private property

Under a private property regime, the pastoralists remain on their home pas-
tures regardless of rainfall realizations. For a given pair of rainfall realizations,
pastoralist i ’s profits are higher under private property than fuzzy property if
the pair of rainfall realizations is such that the other pastoralist has the right
to share i ’s home pasture for part of the season. Conversely, i ’s profits are
higher under fuzzy property than private property if the pair of rainfall realiza-
tions is such that i would have the right to migrate and share the other pastora-
list’s home pasture for part of the season under the fuzzy property regime.

Using the same parameters as Figure 3.1, Figure 3.2 compares A’s profits
from the two property rights regimes for the same set of rainfall realization
pairs. The crosshatched area indicates pairs of rainfall realizations for which
A’s returns are higher under the fuzzy property regime than under the private
property regime. This area corresponds to the crosshatched area in Figure 3.1
that indicated pairs of rainfall realizations for which A would move to B’s
home pasture for part of the season. The black area indicates pairs of rainfall
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realizations for which A’s returns are higher under the private property regime
than under the fuzzy property regime. This area corresponds to the black
area in Figure 3.1 that indicated pairs of rainfall realizations for which B
would move to A’s home pasture for part of the season. When neither pas-
toralist moves for part of the season, for the pairs of rainfall realizations in
the white area in Figure 3.1, profits are identical under the two property
regimes, indicated by the white area in Figure 3.2, because the pastoralists’
returns are obtained from grazing only their respective home pastures for the
entire season.

Figure 3.3 compares social welfare under the fuzzy property regime and the
private property regime, using the same parameters as Figures 3.1 and 3.2. As
indicated by the crosshatched areas in Figure 3.3, for most of the rainfall
realization pairs where A is worse off under the fuzzy property regime, the
gains to B are larger than A’s losses, and vice versa, resulting in a net improve-
ment in social welfare. When that is not the case, as indicated by the black
area in Figure 3.3, rainfalls are relatively similar and low. In such instances,
the cost of sharing limited resources is greater than the insurance it provides,
from a social perspective.

While Figures 3.2 and 3.3 plot which regime a pastoralist or society prefers
for each pair of rainfall realizations, the expected welfare under each system
must be computed in order to determine which regime is preferable ex ante.
A pastoralist, and society as a whole, will prefer the fuzzy property regime ex
ante if the insurance it provides through mobility outweighs the externality of

Figure 3.2 Comparison of A’s profits under fuzzy property and private property
regimes as a function of rainfall.
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having both pastoralists share the pasture with more forage for part of the sea-
son. This trade-off is a function of parameter values and the distribution of
rainfall realizations. For given values of other parameters, including herd sizes
a and b, externality parameter β, and drought parameter γ, provided α is suf-
ficiently large each pastoralist’s welfare and thus social welfare will be higher
under the fuzzy property regime. Essentially, if there is very little forage, even
if conditions are good, there is not much benefit to sharing it.

3.6.2 Comparing fuzzy property and common property

Under a common property regime, each pastoralist has complete rights to
both pastures. In fuzzy set terminology, the fuzzy set Accessi becomes Accessi =
{1/pasture 1, 1/pasture 2}. Both pastoralists are mobile under the common
property regime, as they are under the fuzzy property regime. However,
because access is not a function of absolute, as well as relative, rainfall, under
common property one pastoralist will move unless the rainfall realizations
are identical. Thus, for a given set of parameter values mobility occurs under
more pairs of rainfall realizations under the common property regime than
under the fuzzy property regime, as illustrated in Figure 3.4.

As in Figure 3.1, mobility is depicted as a function of rainfall realization

Figure 3.3 Comparison of social welfare under fuzzy property and private property
regimes as a function of rainfall.
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pairs by the different areas in Figure 3.4. Here, however, the figure compares
mobility under two property rights regimes, so there are more areas to con-
sider. Three areas represent pairs of rainfall realizations for which mobility is
the same for the two regimes. The white cells indicate pairs of rainfall realiza-
tions for which neither pastoralist will move under either regime. The black
and crosshatched areas in Figure 3.4 indicate rainfall realization pairs for
which one pastoralist moves to the other’s home pasture for part of the season
under both regimes. The black-shaded area indicates rainfall realization pairs
for which pastoralist B will first graze pasture 2 and then move to pasture 1,
and the crosshatched area indicates rainfall realization pairs for which pas-
toralist A will first graze pasture 1 and then move to pasture 2 under both
common property and fuzzy property.

The grey and dotted areas illustrate differences in mobility between the two
regimes. Under the fuzzy property regime, if both pastures have sufficiently
high rainfall realizations, neither pasture is considered to be a member of the
drought fuzzy set, so neither pastoralist has access rights to the other’s home
pasture. However, under common property one pastoralist will always benefit
from moving to the other’s home pasture unless rainfall is the same for both
pastures. The grey area includes rainfall realization pairs for which A will
move to B’s home pasture for some share of the season under the common
property regime, but will remain on pasture 1 under the fuzzy property regime.
The dotted area includes rainfall realization pairs for which B will move to
A’s home pasture for some share of the season under the common property
regime, but will remain on pasture 2 under the fuzzy property regime.

Figure 3.4 Differences in mobility between fuzzy property and common property
regimes as a function of rainfall.

56 Rachael E. Goodhue and Nancy McCarthy



It is important to keep in mind that Figure 3.4 only compares mobility
under the fuzzy property and common property regimes. It does not report
differences in the share of the season the pastoralist who moves spends on
the other pastoralist’s home pasture, differences in profits, or differences in
social welfare between the two regimes. Whether the fuzzy property regime
will result in higher social welfare than the common property regime depends
on whether the value of being able to exclude the other pastoralist from one’s
home area under some pairs of rainfall realizations outweighs the insurance
provided by mobility under other pairs, which depends on parameter values.
When the value of exclusion dominates, the fuzzy property regime is preferred,
because when both pastures have rainfall realizations that are not members
of the drought fuzzy set, neither pastoralist will have access to both pastures,
even if the rainfall realizations are not identical. In contrast, whenever there
is any difference at all in the rainfall realizations, under the common property
regime one pastoralist will spend part of the season on the other pastoralist’s
home pasture, regardless of how high the rainfall realizations are.

3.7 Conclusion and policy implications

Governments and international aid donors have been actively involved in
efforts to improve pastoralists’ welfare through various policy interventions.
Some of these efforts involve reforming the underlying system of property
rights. This chapter has defined the traditional rights system analytically
using fuzzy sets in order to reflect how it differs from the private property and
noncooperative common property regimes generally used in economic analy-
ses. Under some conditions, fuzzy property rights are preferred to private
property rights, and to common property rights.

Due to the stresses on traditional institutions, they have weakened in many
areas. In some instances they may no longer be viable, even if efforts are
made to strengthen them. This section discusses the policy implications of the
analysis in two contexts: its predictions regarding the potential impacts of
droughts associated with global climate change and possible policy responses,
and its contribution to explaining the outcomes of previous policy initiatives.

3.7.1 Fuzzy property rights, climate change, and drought

Global climate change is considered one of the most important barriers to
worldwide poverty eradication (World Bank et al. 2003). Although scientific
opinion is not unanimous on this point, increased frequency and duration
of droughts in sub-Saharan Africa is an expected consequence of global
warming, and may, to some extent, already be occurring. Fratkin (2001)
reports increases in droughts in Africa in the second half of the twentieth
century in the Sahel and the Horn of Africa. The Turkana people in north-
western Kenya assess that their region has been in a prolonged drought
since 1999, following an extended drought from 1992 to 1995. Prior to that,
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the last prolonged drought was in 1979 through 1980, and before that in 1970
(Oxfam 2006).

The fuzzy property regime provides insight into the likely effects of
increased generalized and localized droughts associated with climate change.
Under the fuzzy property regime, pastoralist i’s right to the other pastoralist’s
home pasture increases with i ’s home pasture’s degree of membership in the
drought fuzzy set, given the rainfall realization on the other pasture. Thus,
under normal conditions of patchy rainfall, mobility allows pastoralists to
respond to localized drought conditions. However, under generalized drought
conditions, pastoralists’ home pasture rainfall realizations are similar, as well
as low, which restricts mobility within customarily used areas. This corres-
ponds to the observed behavior of the drought-stricken Turkana, who have
followed two strategies: congregating in towns and relief camps, near food
aid and water supplies; and moving herds far outside their traditional grazing
areas in an attempt to find pasture (Oxfam 2006). The widespread nature of
the drought eliminated the value of mutual insurance, which is the primary
benefit provided by traditional property rights. Widespread droughts over
long periods of time are likely to reduce the viability of traditional institu-
tions, since mutual insurance is not applicable in such cases.

Increased frequency and severity of localized droughts has different
implications. Within the fuzzy property regime, this corresponds to increased
frequency of mobility, since a greater share of rainfall realizations will be
members of the drought and worse fuzzy sets. The pastoralist with the lower
rainfall realization will spend a greater share of the season, on average, on the
other pastoralist’s home pasture. This will place greater pressure on the areas
with relatively good supplies of water and forage in a given year, as was
observed in the Ngorongoro Conservation Area in northern Tanzania during
the 1997 drought (Galvin et al. 2004). This will reduce returns to the host
pastoralist. While this analysis focused on homogeneous pastures, in cases
where some pastoralists have naturally more productive pastures, increased
use by others may not be offset by the benefits of mutual insurance. In such
cases, the profitability of the traditional system may decline, and private
property or common property may become most profitable for pastoralists in
more productive areas.

3.7.2 Fuzzy property rights and the implications of access
clarification policies

The fuzzy property regime provides insight into some of the unintended con-
sequences of policies intended to clarify resource boundaries and user groups.
Consider a common outcome of land reform efforts intended to improve
resource use through privatizing land rights in favor of individuals or rela-
tively small groups. Pastoralist groups who had home pastures in relatively
productive areas would be more likely to benefit from privatization, and
hence would be more likely to participate in land titling efforts and land
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enclosure. Observers have noted that the richer and better-connected indi-
viduals within a region have tended to benefit disproportionately from land
privatization efforts, such as the group ranches and later privatizations
in Kenya’s Maasailand (Graham 1988; Thompson and Homewood 2002;
Mwangi 2005), and the Widou Thiengoli borehole controlled grazing scheme
in Senegal (Cotula et al. 2004).

Apart from any correlation of wealth or connections with the quality of a
group’s home pasture, the fuzzy property model suggests an additional impli-
cation of this outcome, which is consistent with empirical observations in
these two cases. Less successful participants in privatization efforts in their
home area are likely to do one of three things: abandon pastoralism entirely,
either voluntarily or involuntarily; increase reliance on agriculture and other
income-generating activities; or become more mobile and attempt to utilize
more intensively other grazing areas to which they have traditionally had
access. In the latter case, if they are successful then greater stress will be placed
on less productive grazing areas, even in years where these areas have rela-
tively high rainfall, and the enclosure efforts will have eliminated or greatly
reduced the insurance that the more productive area would have provided in
other years. Clearly, this outcome places additional stress on the traditional
system in these less productive areas.

Information obtained in interviews with Maasai elders suggested such a
pattern emerging in Kenya’s Narok District. In recent years, Maasai in more
productive areas have leased land to wheat farmers, eliminating access to
forage for a portion of the dry season, until after the wheat harvest. This
trend has occurred in conjunction with the subdivision of group ranches in
these areas into private parcels. Privatization allows individuals to benefit
directly from land leasing, while simultaneously restricting the scope of live-
stock movement for the group as a whole. Consequently, Maasai based in
other, less productive areas not suitable for wheat production lost access to
an area they could traditionally graze. In the year the interviews were con-
ducted, the interviewees had seen an influx of herders from other areas into
the settlement areas they controlled, because they had relatively more pas-
ture. The elders stated that they would deny permission to graze to Maasai
who had leased their own land for wheat.

Consistent with the statements made by the interviewees, the analysis sug-
gests that it may be welfare improving for the pastoralists in the less
productive areas to eliminate the traditional system and exclude secondary
users entirely, or at least to modify the traditional system in a way that would
allow them to exclude pastoralists who can no longer reciprocate with access
to areas for which they are the primary managers. However, the poorer pas-
toralists from the productive area who were effectively excluded from the
benefits of the privatization process are not considered in this welfare analy-
sis. Balancing their welfare with other considerations is a difficult social and
economic trade-off, well beyond the scope of this chapter.
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3.7.3 Conclusion

The results of the analysis in this chapter suggest that policy efforts dealing
with property rights need to take a holistic view regarding the sustainability
of the entire system. If there is no longer a large enough, or diverse enough,
area to physically support the fuzzy property regime’s traditional mobility
patterns, including the lack of mobility when there is insufficient forage in an
area to support both its primary users and other users, then it may be desir-
able to make active efforts to define property rights under an alternative sys-
tem. Creating rights of exclusion may, in this case, increase social welfare. On
the other hand, it may be the case that it is preferable to strengthen the tradi-
tional system, perhaps by reaffirming rights to forage and water and eliminat-
ing any expropriation of these resources by specific user groups. Empirical
studies have found evidence of partial cooperation among pastoralists in the
absence of strict formal rules, which suggests that traditional fuzzy rights
persist successfully in some areas (McCarthy et al. 2003; McCarthy and
Vanderlinden 2004; Benin and Pender 2006).

Determining which of these cases is likely to hold is a difficult problem,
and almost certainly cannot be done without extensive stakeholder participa-
tion, as in the case reported in Haro et al. 2005. An advantage of using the
fuzzy set theory approach to model traditional property rights is that it is well
suited to model linguistic variables. This approach could be used as the basis
for a negotiation support system for participants in negotiations regarding
property rights reform. Doing so would add value because information about
the rights underlying possible location choices could be integrated into the
model, not just information on the realized location choices. Rather than
simply using a history of resource use in specific years and seasons, which are
dependent on the pattern of rainfall realizations, as a basis for defining the
rights of groups in different areas, fuzzy set theory could combine this infor-
mation with stakeholders’ verbal characterization of the rights underlying
these movement choices, and the determinants of these rights.

Notes

1. The authors thank an anonymous referee for identifying and emphasizing this
point.

2. Netting (1972, 1976, 1981) reaches similar conclusions in his study of the southern
Swiss village of Törbel. Lower-elevation agricultural lands were owned privately,
while higher-elevation forests and grazing lands with lower productivity were
owned in common. Interestingly, both the common property and private property
regimes addressed the patchiness and variability of agricultural and forage pro-
duction. The common property nature of the grazing land combined with the
management of all of the village’s cows by a single group of herders allowed all
to benefit equally from the available forage, even when it was patchy. Within the
different agricultural microclimates, households owned multiple, geographically
separated plots.
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4 Application of partition
function games to the
management of straddling
fish stocks

Pedro Pintassilgo and Marko Lindroos

The formation of coalitions among fishing States is a central issue in strad-
dling stock fisheries. In this chapter, this is approached through a game in
partition function form. The game is applied to a fishery represented by the
classical Gordon–Schaefer bioeconomic model and to the North Atlantic
bluefin tuna fishery. Both cases show very pessimistic prospects regarding the
cooperative management of the fish resources. This study concludes that the
breakdown of cooperative agreements on straddling stock fisheries is a very
likely scenario if countries can adopt free-ride strategies.

4.1 Introduction

This chapter addresses straddling stock fisheries through coalition games.
Straddling fish stocks are a special category of internationally shared fishery
resources that straddle exclusive economic zones (territorial seas claimed by
coastal States) and the adjacent high seas.1 These species, usually targeted by
both coastal States and distant water fishing States, became increasingly dis-
puted after the establishment of exclusive economic zones by the United
Nations Convention on the Law of the Sea (United Nations 1982). Lack of
cooperation between coastal States and distant water fishing States has led to
the overexploitation of many stocks worldwide.

Munro (1999) refers to the Alaska pollock fishery in the Bering Sea as a
paradigmatic example of noncooperative behavior among fishing States and
consequent stock overexploitation. A significant part of this straddling fish
stock, one of the largest groundfish resources in the world, straddles the
exclusive economic zone of the United States of America and a high seas
enclave between the United States and Russian exclusive economic zones
commonly known as the Doughnut Hole. The fishing pressure on the high
seas portion of the stock exerted by distant water fishing States after 1984
resulted in the depletion of the stock in the early 1990s. The increasing tension
between the United States and distant water fishing States led the US coast-
guards to seize several foreign fishing vessels allegedly using the Doughnut
Hole as a base for fishing operations within United States waters. In 1992,
after the stock crash, all States involved in the fishery reached an agreement



to impose a fishing moratorium in the Doughnut Hole. Another classical
example, given by Munro (1999), concerns the groundfish stocks on the
Grand Banks of Newfoundland. The lack of cooperation between Canada
and the European Union led to the overexploitation of the stocks and to
conflicts that reached a climax in 1995 when Canadian authorities arrested a
Spanish vessel in international waters.

The economic and biological overexploitation of the stocks and the increas-
ing conflicts among countries, often called “international fish wars”, induced
the United Nations to convene the United Nations Conference on Straddling
Fish Stocks and Highly Migratory Fish Stocks (1993–95). In 1995 the confer-
ence adopted the United Nations Fish Stocks Agreement2 (United Nations
1995), which entered into force in 2001. The core of the agreement consists of
placing regional fisheries management organizations (RFMOs) as the basic
cells for the management of these marine resources. These organizations
should integrate both the coastal States and the distant water fishing States
effectively interested in the fishery. According to Munro (2006), the United
Nations Fish Stocks Agreement left a few problems unsolved that may
undermine cooperative agreements achieved under the aegis of RFMOs. One
problem is the possibility of prospective new members wanting to join an
RFMO and share the harvest following recovery of the stock, thus reaping
the benefits of stock management without having borne any of the cost of the
investment (free riding). Another problem is the one posed by nonmembers
who do not follow an RFMO management regime and thus behave noncoop-
eratively when exploiting the fishery resources in their exclusive economic
zones or in the high seas. Munro (2006) refers to the Commission for the
Conservation of Southern Bluefin Tuna as an example where both these
problems have surfaced.

The economics of straddling stock fisheries is based on coalition games. In
this chapter the main studies on coalition games applied to the management
of straddling fish stocks are reviewed. The core aim of the chapter is to
explore the potential of partition function games, a class of coalition games
recently introduced into the fisheries literature. In these games the payoff
for each player is defined by a partition function that depends not only on
the coalition the player belongs to but also on the way the other players form
coalitions. Partition function games have been suggested for cases in which
coalition formation produces externalities that affect nonmembers (Yi 1997).
This is a typical situation in the management of straddling fish stocks under
RFMOs. The more RFMO member players the better for nonmembers, as
they can adopt free-rider strategies. Thus, partition function games are an
appropriate framework to address free-rider problems faced by RFMOs. In
the present chapter a partition function game on a straddling stock fishery
is defined. In addition, the stability of cooperative agreements and the
equilibrium of the game are analyzed.

The chapter is structured as follows. Section 4.2 presents a brief revision of
coalition games on straddling fish stocks. Section 4.3 discusses the relevance
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of partition function games and defines the main concepts. Section 4.4
presents the partition function game used in the chapter, and is followed by
two applications: section 4.5, a straddling stock fishery represented by the
classical Gordon–Schaefer model, and section 4.6, the North Atlantic bluefin
tuna fishery. Section 4.7 concludes with a discussion of the main findings and
policy recommendations.

4.2 Coalition games

A straddling stock fishery usually involves many countries or fleets. The
analysis of games in which the number of players exceeds two requires analy-
sis of coalitions. A coalition means a subset of the set of players. Two or
more countries are considered to form a coalition if they ratify (or sign) a
multilateral agreement on the particular fishery.

Three types of coalition scenarios may result. If all parties concerned
sign the agreement the situation is denoted as full cooperation, and a grand
coalition is said to be formed. If some countries are left outside the agree-
ment the situation is denoted as partial cooperation and outsiders may act as
free riders. Finally, in the case of noncooperation there are no agreements
between the countries, and each is only interested in maximizing individual
benefit from the fishery.

Based on the three possible outcomes described above a characteristic
function of the game can be established. The characteristic function assigns a
value to each possible coalition. The value in the case of straddling fish stocks
is, generally, interpreted as the net present value of the fishery to a certain
coalition.

The value for coalition members depends on the particular behavior of
nonmembers. The different assumptions about their behavior give rise to the
α, β, and γ characteristic functions. The α and β characteristic functions
assume that the nonmembers jointly try to punish the coalition members. The
problem with this assumption in the context of international fisheries games
is that the punishments decrease the payoff of the nonmembers. Therefore,
the γ-characteristic function, introduced by Chander and Tulkens (1995), is
typically preferred. The assumption made by the authors is that nonmembers
play as singletons and adopt individually best-reply strategies against the
coalition. This results in a Nash equilibrium between the coalition and the
nonmembers.

An example of a γ-characteristic function based on a game between three
players exploiting Norwegian spring-spawning herring (Lindroos and Kaitala
2000) is given in Table 4.1. The players are Norway, Iceland, and the European
Union (EU).

In Table 4.1, the first value (US$6,800 million) corresponds to the payoff
of the grand coalition formed by all the players. This payoff is calculated by
maximizing the joint net present value of profits over a period of 50 years.
Under the full cooperative case, the stock level in the long run is the highest
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compared to the partial and noncooperative cases. The next three values are
the payoffs of the two-player coalitions under partial cooperation. These
values result from the Nash equilibrium of the game among a two-player
coalition, maximizing its joint benefits, and a single country (free rider). The
last three values give the noncooperative equilibrium payoffs. Clearly, coun-
tries gain by joining together; for example, a coalition of Norway and Iceland
would receive $3,000 million compared to $1,100 million, the sum of their
payoffs under noncooperation. Whether a grand coalition can be formed is
a more complex problem. In this case, the conditions when the grand coali-
tion would be stable need to be defined. This is discussed in detail later in
section 4.4. The following sections present an overview of coalition game
literature (see also Lindroos et al. 2006 for a detailed and more technical
review).

Kaitala and Lindroos (1998) introduced coalition games to the economic
analysis of straddling stocks and fisheries economics in general by using a
three-player model. Their main result is that there is a partial cooperation
equilibrium stock level that is higher than the noncooperative stock level
(Clark 1980), though lower than the cooperative stock level (Clark and
Munro 1975). They also applied Shapley value and nucleolus as cooperative
solutions to the sharing of full cooperative benefits. Contrary to previous
results, uneven distribution of benefits was suggested because of coalitional
bargaining power differences.

Lindroos (2004a) extended the Kaitala–Lindroos model (1998) by allowing
for restricted coalition formation in a four-player game. This was analyzed in
the context of straddling stock negotiations where distant water fishing States
negotiated with coastal States. The main result was that, by joining together,
distant water fishing States gained compared to unrestricted negotiations.
Arnason et al. (2000) studied the case of Atlanto-Scandian herring and found
that Norway was a crucial country for any coalition to be stable. Their find-
ings relate to those of Lindroos (2004a), who considered the possibility
of veto countries. The effect of uncertainty and selectivity was studied by
Lindroos (2004b). He showed that the safe minimum economic stock level

Table 4.1 Example of a characteristic function

Coalition Payoffs (net present value)a

Norway, Iceland, EU (grand
coalition)

6,800

Norway, Iceland 3,000
Norway, EU 2,800
Iceland, EU 2,700
Norway 750
Iceland 350
EU 140

a. Approximate values in 106 US$ (constant prices of 1998).
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that would maximize the possibilities for cooperation was higher than the
safe minimum biological level (precautionary level).

Kennedy (2003) applied the concept of coalition-proof equilibrium to the
Northeast Atlantic mackerel fishery. Sang Kwon (2006), in one of the most
recent applications of coalition games to straddling stocks, extended the
Levhari–Mirman (1980) model to include coalitions.

4.3 Partition function games
Characteristic function games have been applied to straddling stock fisheries
since the late 1990s. Nonetheless, as observed by Greenberg (1994), the frame-
work of a characteristic function approach, although sufficiently general
to encompass many contributions of coalition formation theory, is not
fully satisfactory. Most importantly, it ignores the possibility of externalities
among coalitions, that is, the effects that coalition mergers have on the pay-
offs of players who belong to the other coalitions.

Definition 1: Externalities are present, in a game in coalition form, if and
only if there is at least a merger of coalitions that changes the payoff of a
player belonging to a coalition not involved in the merger. If the merger
increases (decreases) the payoff of the player, the externality is con-
sidered as positive (negative).

In the context of straddling fish stock management through RFMOs,
externalities are generally present. In fact, as these organizations tend to
adopt conservative management strategies, nonmembers are typically better
off when more players become members, as free-rider strategies can be
adopted. Therefore, when a player joins an RFMO it generally creates a
positive externality for nonmembers.

According to Yi (1997), the formation of economic coalitions with
externalities has opened a new strand of literature on noncooperative game
theory. Most studies (for example Bloch 1996; Yi 1996) are centered on find-
ing the equilibrium number and size of coalitions and share a common two-
stage game framework. In the first stage players form coalitions, whereas in
the second stage coalitions engage in noncooperative behavior. The coalition
payoffs are represented by a partition function (definition 3). This function
assigns a value to each coalition as a function of the entire coalition structure
(definition 2). Therefore, it captures the externalities across coalitions that are
assumed to be absent in the characteristic function.

Definition 2: A coalition structure C = {S1,S2, . . ., Sz} is a set of coali-
tions that altogether integrates all the players, with each player belonging
to only one coalition.

Definition 3: The partition function Π (Sk; C ) yields the payoff of coali-
tion Sk, which is an element of the coalition structure C = {S1,S2, . . .,
Sz}. The payoff of player i, which is a member of coalition Sk, is given by
the per-member partition function πi (Sk; C ).
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Recently, games in partition function form have been applied to inter-
nationally shared fish stocks. Pintassilgo (2003) models straddling stock fish-
eries as a partition function game and derives general results regarding the
stability of coalition structures and the equilibrium of the game. The author
explores, in particular, the case in which positive externalities are present. An
application to the North Atlantic bluefin tuna fishery is undertaken using an
age-structured, multigear bioeconomic model. Pham Do and Folmer (2003)
study the feasibility of partial cooperation and its impacts on fishing effort
through a game in partition function form. Using a static model, general
results on the coalition structure in the competitive equilibrium are derived.

4.4 Stylized game

In this section, the game framework used by Pintassilgo (2003) is described.
This will be applied to specific bioeconomic fishery models in the following
sections. Assume that an RFMO is established with the purpose of managing
and conserving a straddling fish stock. Consider a two-stage game and a finite
number of players. In the first stage, each player decides whether to become a
member of the RFMO or to remain a nonmember. As nonmembers typically
adopt noncooperative behavior and do not join together, it is assumed that
they will act individually as singletons. This is a standard assumption in
the literature on international environmental agreements (Finus 2001). In
particular, Chander and Tulkens (1997) adopt it in modeling an economy
with multilateral externalities. The authors assume that when a coalition is
formed, the players outside the coalition adopt only individual best-reply
strategies. According to this assumption, coalition payoffs are described by a
γ-characteristic function.

Regarding the rule of coalition formation, the simultaneous-move open
membership game (Yi 1997) is assumed. Under this rule, the membership of
each coalition is open to all players who are willing to follow its strategies.
This game is designed to model an institutional environment in which players
are allowed to form coalitions freely, as long as no player is excluded from
joining any coalition. Thus, any player can choose to be either a member or a
nonmember of the RFMO. This assumption is clearly within the legal
framework set by the United Nations Fish Stocks Agreement. According to
Article 8(3), any State with a real interest in the fisheries concerned should
not be precluded from becoming a member of the regional RFMO (United
Nations 1995). Furthermore, the agreement appears to leave open the possi-
bility of nonmembers fishing in their exclusive economic zones or in the high
seas (Munro 1999).

In the second stage it is assumed that the grand coalition members act
cooperatively by choosing the fishing strategy that maximizes their aggregate
payoff. For all the other coalition structures, each coalition chooses the
strategy that maximizes its own payoff given the behavior of the remaining
players. This noncooperative behavior leads to a noncooperative solution for
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each coalition structure, assumed to be unique. Thus, the coalition payoffs in
the second stage can be defined as a partition function. Given the partition
function, which yields the equilibrium payoffs of the second-stage game,
the equilibrium coalition structures of the first-stage game are the Nash
equilibrium outcomes of the open membership game of coalition formation.

An important issue that emerges by setting a coalition approach to a strad-
dling stock fishery is the coalition structure stability. As the United Nations
Fish Stocks Agreement calls for cooperative management, special interest is
centered on the stability of the grand coalition. According to Greenberg
(1994), since the merger of players into an RFMO tends to create positive
externalities for nonmembers, the analysis of stability based on single-player
deviations emerges naturally. Moreover, in the context of positive external-
ities, Yi (1997) refers to the concept of stand-alone stability as being particu-
larly useful in characterizing equilibrium coalition structures. This concept is
defined as follows.

Definition 4: A coalition structure is stand-alone stable if and only if no
player finds it profitable to leave its coalition to form a singleton (one-
player) coalition, holding the rest of the coalition structure constant
(including its former coalition). In the case of the grand coalition, this
occurs when no player is interested in leaving the cooperative agreement
to adopt free-rider behavior.

The following proposition, presented by Pintassilgo (2003), establishes a
condition under which a given coalition structure is not stand-alone stable.

Proposition 1: A sufficient condition for a coalition structure not to be
stand-alone stable is that the sum of the payoffs of the singleton coali-
tions, resulting from unilateral deviations from any of its coalitions,
exceeds the value of that coalition.

This proposition provides a tool to determine those cases in which no
sharing rule can make a coalition structure stand-alone stable. Specifically, it
can be used to assess the possibility of a stable cooperative agreement.

4.5 Application 1: a classical bioeconomic model
The game setting established in the previous section is now applied to a
straddling fish stock fishery represented by the classical Gordon–Schaefer
bioeconomic model (Gordon 1954). Because of its simplicity, this static
model is commonly used in game-theoretic approaches to internationally
shared fish resources (for example Ruseski 1998; Lindroos 2002).

Consider n ex ante symmetric players3 (fleets/countries) in a straddling fish
stock fishery. The fish stock dynamics follow the standard Schaefer model
(Schaefer 1954), which can be represented through the following equations:

dX

dt
= G (X) − �

n

i =1

Hi (4.1)
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G (X ) = rX �1 −
X

k � (4.2)

Hi = qEiX (4.3)

where X presents fish stock biomass; t the time; G(X ) the logistic growth
function; r the intrinsic growth rate of fish; k the carrying capacity of the
ecosystem; Hi the harvest of player i ; q the catchability coefficient; and Ei the
fishing effort of player i.

According to (4.1), the variation of the stock in time is given by the differ-
ence between stock growth and total harvest. Stock growth is defined by a
logistic function (4.2). This is an inverted U-shaped function. Stock growth
increases with the stock level up to a maximum value, often designated as
maximum sustainable yield. As the stock continues to increase, the growth
starts to decrease, and upon reaching zero, the stock stabilizes at the carrying
capacity of the ecosystem. Thus, for low levels the fish multiply, but once they
begin to compete for food, growth reduces and the stock tends to the level
that can be sustained by the environment. The harvest function (4.3) indicates
that the harvest of each player increases with stock level and fishing effort—
an aggregate measure of the inputs devoted to harvesting, such as days at sea.

Equations (4.1) to (4.3) can be used to determine the equilibrium, or steady
state, stock level that corresponds to a given fishing effort that is constant
through time. This steady state relation is given by:

X =
k

r �r − q�
n

i =1

Ei�. (4.4)

As expected, (4.4) indicates a negative relation between the equilibrium
stock level and the players’ fishing effort.

Assuming constant price and cost per unit of effort, the aggregate eco-
nomic rent from the fishery is:

ER = p�
n

i = 1

Hi − c�
n

i = 1

Ei (4.5)

where ER denotes the aggregate economic rent; p the price; c and the cost per
unit of effort.

Formalizing the economic rent, or economic profit, is the most common
way to introduce the fishery economic dimension in bioeconomic model-
ing. Herein, the standard assumption that agents maximize their profits is
adopted.

The Gordon–Schaefer model is still the main reference in theoretical
approaches to fisheries bioeconomics. This aggregated model has shown
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significant potential to demonstrate fundamental economic principles in fish-
eries management. In particular, it has been the principal bioeconomic model
used in addressing noncooperative management of internationally shared
stocks (Munro 1999). Nonetheless, the scope of application of this model to
empirical studies is very limited, because of its simplicity.

Consider the two-stage framework presented in the previous section. The
per-member partition function is determined assuming that each coalition
chooses the fishing strategy that maximizes its steady state economic profit,
given the behavior of other coalitions. Furthermore, as players are ex ante
symmetric, an equal sharing of coalition payoffs is assumed.

In the case of full cooperation, all players adhere to the RFMO. This
grand coalition maximizes its steady state profit (4.5). The corresponding
aggregate fishing effort and the payoff received by each member are given
respectively by:

E =
r

2q
 (1 − b) (4.6)

π =
1

n
 ( pqk − c) 

r

4q
 (1 − b) (4.7)

where b =
c

pqk
. This is usually designated an “inverse efficiency parameter”,

as it increases with the cost per unit of effort and decreases with price and
catchability coefficient. Therefore the higher b, the lower players’ efficiency.

As expected the payoff decreases with the number of players and the cost
per unit of effort, and increases with the remaining parameters (price, catch-
ability coefficient, intrinsic growth rate of fish, and carrying capacity of the
ecosystem).

In the partial cooperation scenario, a coalition of two or more RFMO
members plays against singleton nonmembers. In the Nash equilibrium, the
fishing effort of each coalition is the following:

E =
r

(m + 2) q
 (1 − b) (4.8)

where m denotes the number of nonmembers. Hence, n − m represents the
number of RFMO members, and m + 1 the number of coalitions.

The per-member payoff of the coalition formed by the players that adhere
to the RFMO is given by:

π =
( pqk − c) r (1 − b)

(n − m) (m + 2)2 q
(4.9)
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The singleton nonmembers receive:

π =
( pqk − c) r (1 − b)

(m + 2)2 q
(4.10)

From (4.9), it can be concluded that the payoff of the RFMO members
decreases with the number of players, for a given number of nonmembers.
Regarding the payoff of nonmembers, (4.10) indicates that it decreases with
the number of coalitions.

Finally, under noncooperation all the players are nonmembers of the
RFMO and behave as singletons. In the Nash equilibrium, the fishing effort
and the payoff of each player are given, respectively, by:

E =  
r

(n + 1) q
 (1 − b) (4.11)

π =
( pqk − c) r (1 − b)

(n + 1)2 q
(4.12)

The payoff of each singleton decreases with the number of players. Moreover,
it converges to zero as the number becomes infinitely large.

Having determined the values of the per-member partition function of this
game, the next step is to explore the properties of this function.

Proposition 2: The per-member partition function game presents positive
externalities.4

This proposition indicates that the merger of coalitions increases the pay-
off of players who belong to the other coalitions. Having established the
presence of positive externalities in the game, its consequences will now be
analyzed in terms of coalition structure stability and equilibrium. The follow-
ing proposition addresses the coalition structure stand-alone stability for the
present straddling stock fishery game.

Proposition 3: In a two-player game both the grand coalition and the
coalition structure formed by singletons are stand-alone stable. In a game
with three or more players the only stand-alone stable coalition structure
is the one formed by singletons.

From this proposition it can be concluded that, aside from the unusual
case of two players, no cooperative agreement is stand-alone stable. This is
because of the presence of free-rider incentives associated with positive
externalities. The free-rider behavior of nonmember fleets, which tends to
occur in the presence of externalities, has been pointed out as one of the main
factors behind the difficulties faced by RFMOs in the cooperative manage-
ment of straddling fish stocks. A paradigmatic case is the Commission for the
Conservation of Southern Bluefin Tuna. In order to protect itself against
free riders, this RFMO has been trying to encourage nonmembers to adhere
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to the organization and has implemented a trade information scheme with
the aim of deterring illegal, unreported, and unregulated fishing by effectively
denying access to markets for the species.

Finally, the equilibrium of the game will be considered. This is a very
relevant aspect since it is the expected scenario in the straddling stock fishery
after all strategic adjustments have been made.

Proposition 4: In a two-player game the grand coalition, formed by the
two players, is the Nash equilibrium coalition structure. If the number of
players is three or more, the Nash equilibrium is the coalition structure in
which all players act as singletons, that is, complete noncooperation.

Proposition 4 indicates that the cooperative management of a straddling
fish stock under an RFMO is a very unlikely outcome. This result emphasizes
the importance of dealing effectively with free-rider behavior by nonmembers.

4.6 Application 2: North Atlantic bluefin tuna fishery
In this section the game in partition function form is applied to the eastern
stock of the North Atlantic bluefin tuna. This straddling fish stock, whose
management falls under the aegis of the International Commission for the
Conservation of Atlantic Tunas (ICCAT), has been pointed out as one
of the most typical cases of failure to implement a cooperative agreement
(Pintassilgo 2003).

4.6.1 The fishery

The North Atlantic bluefin tuna is a large oceanic pelagic and also the
largest of the tunas. Its normal fork length, in adult stage, is between 1.6 and
2.4 meters, but can reach more than 3 meters. Like many other tunas, the
bluefin tend to be found in schools of similar-sized individuals. This species
spawns in two main areas: the West Atlantic (Gulf of Mexico and Florida
Straits) and the Mediterranean Sea (around the Balearic Islands and in the
southern Tyrrhenian Sea). Based on the spawning areas, ICCAT defines two
stocks for management purposes: the West Atlantic and the East Atlantic.5

Hereafter, the analysis is centered on the eastern stock, which is distributed
roughly from the Canary Islands to southern Iceland and in all the Mediter-
ranean Sea.

In the Northeast Atlantic and Mediterranean Sea, the bluefin tuna is har-
vested by a large number of fleets from European Union member coastal States
(Cyprus, France, Greece, Italy, Malta, Portugal, Spain), other coastal States
(Algeria, Croatia, Libya, Morocco, Turkey), and distant water fishing
States (China, Japan, Republic of Korea, Taiwan, United States). A variety
of fishing gears are used, including purse seine, longline, trap, and baitboat.
The different fishing gears target different quality and size specimens, which
have different market values. Large-size and high-quality bluefin tunas are
absorbed by the Japanese sashimi market, where prices are highest.

Partition function games and straddling fish stocks 75



According to recent stock assessments, the eastern bluefin tuna stock is
severely depleted and current reported catches (28,889 tonnes in 2004) cannot
be sustained (ICCAT 2005). Furthermore, ICCAT suspects that there has
been an increasing underreporting of catches over recent years. One of the
main factors contributing to this situation is the high number of fleets
involved in the fishery, both members and nonmembers of ICCAT. Another
factor is the high price of the bluefin tuna in the Japanese market. This
market has a strong and selective demand towards large-size and high-quality
specimens, for which it is virtually the only consumer. The depletion of the
southern bluefin tuna stock in the Pacific Ocean also contributes to the
fishing pressure on the North Atlantic bluefin tuna.

4.6.2 Partition function game

Assume that all the countries participating in the bluefin tuna fishery in
the East Atlantic and Mediterranean are represented in the RFMO, ICCAT,
by one of the following players: European Union (EU), other coastal States
(OCSs), and distant water fishing States (DWFSs). Consider the two-stage
game framework presented in section 4.4. In the first stage, the coali-
tion structure is determined by the players’ choice to join ICCAT or play
outside as singletons. In the second stage, the coalitions choose their fishing
strategy.

The optimal fishing strategy for the coalition formed by ICCAT members
is assumed to be the one that maximizes the net present value of profits over a
25-year period, given the behavior of the nonmembers. Nonmembers are
assumed to follow market behavior by adjusting effort according to the sign
of profits.6 The coalition strategies and payoffs were computed by using an
age-structured, multigear bioeconomic model (Pintassilgo and Costa Duarte
2002). For all the coalition structures, a unique equilibrium7 payoff vector
was obtained. The resulting payoff matrix (Pintassilgo 2003) is shown in
Table 4.2. In representing the coalition structures, all the players that belong

Table 4.2 Coalition payoffs for bluefin tuna fishery

Payoffs (net present value)a

Coalition structure Total ICCAT EU OCS DWFS

(EU, OCSs, DWFSs) 1,291.7 1,291.7 — — —
(EU, OCSs), (DWFSs) 991.8 154.2 — — 837.6
(EU, DWFSs), (OCSs) 976.4 224.0 — 752.4 —
(OCS, DWFSs), (EU)b 7.6 21.4 −13.8 — —
(EU), (OCSs), (DWFSs) 7.6 — −13.8 −5.0 26.4

a. Values in 106 US$ (constant prices of 1995).
b. If ICCAT is composed of OCSs and DWFSs, there is no conservative strategy that can yield

higher payoff for these players than in the case in which the three players act noncooperatively
as singletons.
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to the same coalition are placed within the same parentheses. As it is assumed
that nonmembers act as singleton coalitions, all the coalitions with more than
one member belong to ICCAT. Moreover, it is also assumed that ICCAT
members will never be singletons, as no single player can gain by adopting a
conservative strategy.

This game presents positive externality characteristics. In fact, Table 4.2
shows that when the EU joins the OCSs the payoff of the DWFSs increases
from US$26.4 million to $837.6 million. A similar external effect occurs when
the EU joins the DWFSs. The stability of the cooperative agreement will now
be analyzed.

Proposition 5: There is no sharing rule that makes the cooperative agree-
ment stand-alone stable.

This can easily be shown through proposition 1. The values of the single-
ton coalitions, resulting from unilateral deviations from the grand coalition,
are −$13.8 million, $752.4 million, and $837.6 million for the EU, OCSs, and
DWFSs, respectively. As the sum of these values ($1,576.2 million) exceeds
the payoff of the grand coalition ($1,291.7 million), it can be concluded that
there is no sharing rule that can make the grand coalition stand-alone stable.
Since stand-alone stability is a necessary condition for a coalition structure to
be a Nash equilibrium, the grand coalition cannot be a Nash equilibrium
outcome of this game.

What is the Nash equilibrium of the game? It must be a stand-alone
stable coalition structure. Using definition 4, it can be shown that there
are only three coalition structures that can potentially follow this property:
{(EU, OCSs), (DWFSs)}; {(EU, DWFSs), (OCSs)}; and {(EU), (OCSs),
(DWFSs)}. Whether any is a Nash equilibrium depends on the particular
sharing rule adopted for the division of the coalition payoffs. By using a
variable sharing rule, endogenously determined, that can differ among coali-
tion structures, Pintassilgo (2003) shows that there is no Nash equilibrium
coalition structure for this game.

From these results, a successful cooperative agreement on the management
of this fishery seems an unlikely outcome. However, as shown by Pintassilgo
(2003), if DWFSs are not allowed to adopt free-rider behavior then there
are sharing rules that make the grand coalition stand-alone stable. Thus, the
results indicate that legal restrictions, prohibiting fishing to fleets that do
not follow the regulations set by RFMOs, are essential in order to sustain
cooperative agreements.

4.7 Conclusion and policy implications
The management of straddling fish stocks has become a major international
problem since the drafting of the United Nations Convention on the Law of
the Sea (United Nations 1982). According to Munro (1999), the segment of
the convention that addresses the management of these fishery resources
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“proved in retrospect to be seriously inadequate”. In 1995, the United
Nations Fish Stocks Agreement was adopted in order to supplement the
convention. However, some problems still remained to be solved; for example,
the threat to the cooperative management of RFMOs posed by prospective
new members and nonmembers (Munro 2006). These problems are still
clearly faced by such RFMOs as the Commission for the Conservation of
Southern Bluefin Tuna and ICCAT.

Coalition games have been the main tool used by economists to address the
management of straddling fish stocks. This chapter explores the potential of
partition function games, a particular type of coalition game recently intro-
duced into the fisheries literature. The main advantage of this approach,
compared to traditional characteristic function games, is that it captures
externalities among coalitions, which are generally present in straddling stock
fishery games.

In the chapter, a game in partition function form is defined and applied
in order to address the stability of cooperative agreements and the equi-
librium coalition structures. The first application is a straddling stock fishery
represented through the classical Gordon–Schaefer bioeconomic model. The
results show that the game exhibits positive externalities. Moreover, in the
case of three or more players, no cooperative agreement is stand-alone stable
and the only Nash equilibrium coalition structure is the one formed by single-
tons. Thus, complete noncooperation is the most likely outcome. The second
application is the bluefin tuna fishery in the Northeast Atlantic and Mediter-
ranean Sea. In this application a fairly disaggregated bioeconomic model is
used. It is also concluded that positive externalities are present and there is no
sharing rule that can make the grand coalition stable.

Both games show very pessimistic prospects regarding the cooperative
management of straddling fish stocks under RFMOs. This conclusion is in
line with the results obtained by Yi (1997) for classical economic coalitions
characterized by the presence of positive externalities, such as output cartels
and coalitions formed to provide public goods. The author concludes that
an open membership game rarely supports the grand coalition as a Nash
equilibrium, and equilibrium coalition structures are often very fragmented.

According to the results obtained, the breakdown of cooperative agree-
ments on straddling stock fisheries is a very likely scenario if countries can
free ride on cooperative agreements. Thus, in order to protect cooperation,
the legal regime must prevent those who engage in noncooperative behavior
from having access to the resource. As Munro (2006) stresses, if the RFMO
regime is to prosper, unregulated fishing by nonmembers must be eliminated.
This is clearly on the agenda of the Food and Agriculture Organization of
the United Nations (FAO) and is specifically addressed in its International
Plan of Action to Prevent, Deter, and Eliminate Illegal, Unreported, and
Unregulated Fishing (FAO 2001). This is a voluntary instrument that recom-
mends, among other measures, that States should develop and implement
national plans of action to achieve the objectives of the International Plan of
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Action, and adopt trade restrictions on fish and fish products derived from
illegal, unreported, and unregulated fishing, including import and export
controls or prohibitions. According to the International Plan of Action,
institutional and policy strengthening of RFMOs is a key element in address-
ing the problem of illegal, unreported, and unregulated fishing.

In 2003 a group of fisheries ministers and director-generals of inter-
national nongovernmental organizations created the High Seas Task Force
with the aim of tackling “the root causes” of illegal, unreported, and
unregulated fishing in the high seas. The final report (High Seas Task Force
2006) established a set of proposals intended to enhance enforcement,
thereby increasing the risks to those engaged in illegal, unreported, and
unregulated fishing operations, and making such fishing less profitable.
Among the most prominent measures proposed by the High Seas Task Force
are the improvement of the exchange of knowledge derived from monitor-
ing, control, and surveillance activities through the development of a global
information system on high seas fishing vessels; providing guidance to
RFMOs in order to disseminate best practices in implementation of inter-
national fishery instruments; setting guidelines on flag State performance and
measures in order to promote port State controls; and supporting developing
countries in overcoming illegal, unreported, and unregulated fishing.

A key idea that emerges from this chapter is that the success of the man-
agement of straddling fish stocks under RFMOs, prescribed by the United
Nations Fish Stocks Agreement, is at serious risk unless the gaps in this
document are filled with complementary measures that empower RFMOs to
combat noncooperative behavior.

Notes

1. This broad definition includes what, in the terminology of the Food and Agri-
culture Organization of the United Nations, is called highly migratory fish stocks
(mainly the six major tuna species). According to Munro (2006), there is no mean-
ingful difference between straddling fish stocks and highly migratory fish stocks as
far as economic analysis is concerned.

2. This is the most common abbreviated designation of the agreement and is used
throughout the chapter. The full title is: Agreement for the Implementation of the
Provisions of the United Nations Convention on the Law of the Sea of 10 December
1982 Relating to the Conservation and Management of Straddling Fish Stocks and
Highly Migratory Fish Stocks.

3. The assumption of ex ante symmetric players is dominant in the literature on
partition function games (for example Yi 1997; Finus 2001). Allowing for asym-
metric players raises significantly the level of complexity of the analysis because
the results depend on the particular rule chosen to share the benefits from
cooperation.

4. The proofs of this and the following propositions are provided in the Appendix to
this chapter.

5. Nonetheless, recent data on bluefin tuna releases and recoveries show significant
mixing between the two stocks (ICCAT 2006).

6. This is a very common way to model noncooperative behavior in fisheries (for
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example Amundsen et al. 1995). One of its main advantages is that it can incorpor-
ate the natural restrictions on the effort adjustment.

7. The uniqueness of the equilibrium payoffs was one of the main factors behind
the option for a particular modeling of nonmembers’ strategies rather than the use
of the traditional Nash equilibrium. In fact, the complexity of the bioeconomic
model raised the problem of nonuniqueness of the Nash equilibrium.
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Appendix

Proof of proposition 2

Note that as all players are ex ante identical a coalition can be identified by
its size. Thus, following Yi (1997), C = {S1,S2,. . .,Sz} is hereafter written as
C = {n1,n2,. . .,nz} where ni is the size of coalition Si.

The presence of positive externalities in this game, according to definition 1,
can be proved by showing that the merger of coalitions increases the payoff
of all the players who belong to the other coalitions. Formally, this can be
written as:

π (ni;C ) < π (ni;C ′) (4.A1)

where {ni} � C, {ni} � C ′, and C ′ \{ni} can be derived from C \{ni} by merging
coalitions in C \{ni}.

As it is assumed that all nonmembers of the RFMO behave as singletons,
(4.A1) can be proven by showing that nonmembers are better off when add-
itional players join the organization. Consider the general coalition structure
C = {1,. . .,1, n − m}, m ∈ {1,. . .,n − 1}. Note that it includes all noncoopera-
tive coalition structures. Let C ′ = {1,. . .,1,n − m + l}, l ∈ {1,. . .,m − 1}. Thus,
the condition (4.A1) can be written as:

π (1;{1,. . .,1, n − m}) < π (1;{1,. . .1, n − m + l}) (4.A2)

Using the per-member partition function (equation (4.10)):

( pqk − c) r (1 − b)

(m + 2)2 q
<

(pqk − c) r (1 − b)

(m − l + 2)2 q
(4.A3)

This yields:

�m − l + 2

m + 2 �
2

< 1 (4.A4)

which is always verified.
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Proof of proposition 3

A two-player game will first be considered. The per-member payoff of the
grand coalition and singletons, respectively, are given by:

π (2;{2}) =
(pqk − c) r (1 − b)

8q
(4.A5)

π (1;{1,1}) =
(pqk − c) r (1 − b)

9q
(4.A6)

The grand coalition is stand-alone stable as the per-member payoff exceeds
that of noncooperation. In addition, the coalition structure formed by single-
tons is stand-alone stable by definition.

Take now the case of a game with three or more players. Consider first
the grand coalition, and assume that this coalition structure is stand-alone
stable. Using definition 4:

π (n;{n}) ≥ π (1;{1,n − 1}) (4.A7)

Applying the per-member partition function (equations (4.7) and (4.10)):

1

n
 (pqk − c) 

r

4q
 (1 − b) ≥

(pqk − c) r (1 − b)

9q
(4.A8)

Simplifying the inequality:

n ≤
9

4
(4.A9)

Thus, the grand coalition is not stand-alone stable in a game with three or
more players.

Consider now the coalition structures with at least two coalitions. This can
be represented by C = {1,. . .,1,n − m}, m ∈ {1,. . .,n − 1}. Assume that C is
stand-alone stable. Thus:

π (n − m;{1,. . .,1, n − m}) ≥ π (1;{1,. . .,1, n − m − 1}) (4.A10)

Using the per-member partition function (equations (4.9) and (4.10)):

(pqk − c) r (1 − b)

(n − m) (m + 2)2 q
≥

(pqk − c) r (1 − b)

(m + 3)2 q
(4.A11)
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Rewriting the inequality:

n − m ≤ �m + 3

m + 2�
2

(4.A12)

As 1 < �m + 3

m + 2
 �2

< 2, � m ∈ {1,. . .,n − 1}, then n − m ≤ 1.

Hence, the only stand-alone stable coalition structure is the one formed by
singletons.

Proof of proposition 4

Consider n = 2. From proposition 3 the grand coalition C = {2} is stand-
alone stable. Thus, C = {2} is a Nash equilibrium coalition structure, because
for the grand coalition there is equivalence between stand-alone stability and
Nash equilibrium. The coalition structure C {1,1} is not a Nash equilibrium
as each player becomes better off by joining the other and establishing a
cooperative agreement. This is shown in the proof of proposition 3.

Consider n ≥ 3. From proposition 3, C = {1,. . .,1} is the only stand-alone
stable coalition structure and therefore the only candidate to be an equi-
librium. C = {1,. . .,1} is a Nash equilibrium if and only if:

π (1;{1,. . .,1}) ≥ π (2;{1,. . .,1,2}) (4.A13)

Using the per-member partition function (equations (4.12) and (4.9)):

(pqk − c) r (1 − b)

(n + 1)2 q
≥

1

2

(pqk − c) r (1 − b)

n2 q
(4.A14)

This yields:

� n

n + 1�
2

≥
1

2
(4.A15)

This inequality is verified for n ≥ 3. Thus, in the case of three or more players
the coalition structure formed by singletons is the only Nash equilibrium of
the game.

84 Pedro Pintassilgo and Marko Lindroos



5 To negotiate or to game
theorize
Evaluating water allocation
mechanisms in the Kat basin,
South Africa

Ariel Dinar, Stefano Farolfi, Fioravante
Patrone, and Kate Rowntree

Governments and developing agencies promote participatory approaches in
solving common pool resource problems such as in the water sector. Two
main participatory approaches have been applied separately, namely negoti-
ation and mediation. This chapter applies the role-playing game that is a
component of the companion modeling approach—a negotiation procedure
—and cooperative game theory (Shapley value and the nucleolus solution
concepts), which can be mirrored as a mediated mechanism, to a water alloca-
tion problem in the Kat basin1 in South Africa. While the absolute results of
the two approaches differ, the negotiation and cooperative game theory
approaches provide similar shares of the benefit allocated to the players from
various cooperative arrangements. By evaluating the two approaches, the
chapter provides useful tips for future extension of both the role-playing
game and the cooperative game theory applications.

5.1 Introduction

Common pool resources are those resources to which a community rather
than a private individual has right of access, and which are managed jointly
by that community. Examples of such resources (and relevant studies of the
conflicts that may arise and the management arrangements among the com-
munity members who may have free access) include grazing land (Goodhue
and McCarthy 2008), watershed (basin) resources (White and Ford Runge
1994), fisheries (Munro 1979), and irrigation water (Ostrom 1992; Aadland
and Kolpin 1998, 2004).

Common pool resource disputes are increasing because of increase in
competition and deterioration of resource quality. Cooperative and partici-
patory arrangements have long been in the center of public interest, especially
regarding the mechanisms used by communities to share and manage the
resource. Governments and development agencies promote participatory
approaches that allow the stakeholders to agree on the arrangements by which
the common property resource is managed, allocated, and used. Negotiation



approaches have been used by communities as a cooperative mechanism for
solving common pool resource problems (Farrington and Boyd 1997; Steins
and Edwards 1999; Ostrom et al. 1994). In parallel, cooperative game theory,
which involves an agreed-upon mediated mechanism that, among other
things, explores the conditions supporting specific mediated solutions, has
been applied with success to many common pool resource problems (see
review of relevant literature by Parrachino et al. 2006).

Although the two approaches of negotiation and cooperative game theory
come from different directions and are based on different assumptions, they
complement each other in that they are both based on the principles of
fairness that were suggested by Carraro et al. (2005b: 39): “The perception of
fairness plays a crucial role in determining how a surplus is divided, and the
potential allocation rules must be perceived as ‘equitable’ and ‘envy-free’ by
all parties.” These principles of fairness together with the efficiency principle
lead, under certain circumstances, to stable cooperative outcomes.

Negotiation approaches focus on the resolution of conflicts originating
from stakeholders’ different perceptions and use of natural resources. Recent
literature on environmental management and catchment or basin manage-
ment in particular places strong emphasis on achieving negotiated settle-
ments to such conflicts (Becu et al. 2003). In the water sector, there have
been many applications of both negotiation and cooperative game theory
approaches at various levels, from sectoral to international (Carraro et al.
2005a; Parrachino et al. 2006). So far, the literature has applied negotiation
and cooperative game theory approaches separately to the evaluation of allo-
cation issues and has not attempted to compare the solutions emerging from
both approaches. Other authors argue that participation in knowledge
sharing for water is a fundamental requirement for efficient and equitable
use because of the cumulative effects of individual actions on the patterns of
water use at the irrigation system and river basin scales (Lankford and
Watson 2006). Although it is expected that, under certain conditions of
interaction among the parties, negotiation and cooperative game theory
approaches will lead to similar allocation solutions, there is still no clear
empirical evidence that this is the case.

In this chapter a negotiation procedure and a cooperative game theory
solution approach are applied to a water allocation problem in the Kat basin
in South Africa. Simplifying assumptions are used to allow an evaluation,
based on similar parameters, of the allocation solutions. The role-playing
game that is applied is a component of the companion modeling approach
(Barreteau et al. 2003), which has already demonstrated its usefulness in
promoting discussion among stakeholders with contrasted and eventually
conflicting viewpoints (Dray et al. 2006). The same allocation problem is then
also formulated as a cooperative game theory problem, explaining and evalu-
ating a couple of allocation solution concepts (Shapley value and the nucle-
olus); these allocations in the present case are contained in the core, which
means that they enjoy a relevant stability property. An explanation is given
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for sources of differences between the role-playing game and the cooperative
game. Although the approach is centered on a specific case, the general issue
of stable allocation arrangements in a basin that is characterized by multiple
externalities is of interest to many around the world. Therefore, this chapter
aims to demonstrate the application and usefulness of the cooperative game
theory and role-playing game methods.

The chapter is structured as follows. Section 5.2 provides a short descrip-
tion of the geographical, historical, political, and institutional aspects of the
Kat basin. In section 5.3 the water allocation issues in that basin is discussed.
Section 5.4 formulates the water allocation problem as a negotiation game
and section 5.5 presents the cooperative game solution to the allocation
problem. Section 5.6 evaluates and explains the differences, and section
5.7 provides possible extensions. The chapter is then concluded.

5.2 The Kat basin in South Africa2

The valley of the Kat River (Figure 5.1), a tributary of the Great Fish River,
is situated in Eastern Cape Province, South Africa. Although the catchment
has a relatively high rainfall, much of the climate of the 1,700 square kilo-
meter Kat basin is subhumid to semiarid. The fertile valley land can be
utilized only through irrigation, using water from the Kat River. Prior to
1969, irrigators relied on the natural flow in the river, but since 1969 water
from the Kat Dam (24 million cubic meters storage capacity) has been avail-
able. While irrigation takes up the majority of the water in the basin,
domestic water users (about 49,500 inhabitants in 2001) represent an increas-
ingly important component of the demand for water in the basin.

Four groups of irrigators can be identified in the Kat basin: small-scale black
farmers, often forming cooperatives; large-scale “emerging” black farmers;3

white commercial farmers with scheduled water rights; and white commercial
farmers without scheduled water rights. The main water-related stakeholders
in the Kat basin are therefore (a) the four groups of irrigators; (b) domestic
water users; and (c) the municipality of Nkonkombe. The South African
Department of Water Affairs and Forestry, currently operating the Kat Dam,
is considered the fourth important stakeholder in the system. The complex and
contentious political history of the valley has given rise to power dynamics that
have historically favored the white commercial farmers producing citrus, who
controlled water use through the Kat River Irrigation Board.4

5.3 Water allocation issues in the Kat basin
Water sources in the Kat basin are currently almost exclusively from surface
water. Some groundwater developments are foreseen in the near future and
this could increase water availability in the basin by nearly 10 percent
(DWAF 2001).5 As mentioned above, decisions about water allocation
strategies will become the responsibility of the recently established Water
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Users Association (WUA), which represents the various groups of stake-
holders in the basin.

Irrigated agriculture is at present the largest water user in the basin, account-
ing for 60 percent of the total water requirements. The other use requirements
in the basin are the environmental flow requirement, known as the ecological
Reserve6 (12 percent), domestic uses (13 percent), afforestation (10 percent),
and losses arising from alien vegetation (5 percent). The recent history of
South Africa has led to the coexistence of different groups of irrigators in
the basin. These farmers are located in specific portions of the basin7 (Figure
5.1), namely smallholders and emerging farmers in the upper subbasin (U ),
emerging and large-scale farmers in the middle subbasin (M ), and large-scale
farmers in the lower subbasin (L) (Farolfi and Rowntree 2005).

Domestic water consumption per capita is low by modern standards,
mainly because of striking rural poverty and limited services (Farolfi and
Abrams 2005). A crucial issue for the National Water Resource Strategy of
South Africa is the protection of environmental and ecological needs, which
is translated into the definition of and respect for the ecological Reserve in
each subbasin. Therefore, it is taken for granted in this study that the WUA
that represents the water users respects the ecological Reserve.

The Kat Dam is certainly the main tool for water supply management in the
basin. The dam is currently operated by the Department of Water Affairs and
Forestry based on a mechanism of water licenses and scheduled and nonsched-
uled users. It is expected that soon the WUA will be responsible for the man-
agement of the dam. Therefore, in this chapter it is assumed that it is the WUA
and not the Department of Water Affairs and Forestry that decides on dam
water allocation. Future demands were identified (Farolfi and Abrams 2005) to
include increase in citrus area; increase in small-scale irrigation schemes;
increase in domestic uses, particularly in rural areas; and more tourism, game
farms, and possibly golf courses. These will be addressed in future analyses.

5.4 Formulating water allocation decisions as a
negotiation process

To facilitate discussions about water allocation strategies within the Kat
River WUA, stakeholders’ representatives agreed to take part in a process of
companion modeling (Barreteau et al. 2003) consisting of an iterative and
participatory development of a simulation model, KatAware (Farolfi and
Bonté 2005), which illustrates alternative scenarios of water allocation in the
basin (Farolfi and Rowntree 2005).

An important component of companion modeling is the use of role-
playing games to facilitate stakeholders’ comprehension of the developing
model and to allow modelers to better understand the stakeholders’ strategies
and behavior. For this purpose, a role-playing game was constructed based on
the model KatAware, which is being developed with the WUA following the
companion modeling approach.
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5.4.1 Structural details of the role-playing game

In the role-playing game, the Kat basin (Figure 5.1) is divided into three
subbasins corresponding to the three mentioned areas: upper, middle, and
lower. For the purpose of this game, two smallholding irrigation schemes
(20 hectares each)8 are located in the upper subbasin (U ), two citrus farmers
(30 hectares each) are located in the middle subbasin (M ), and a citrus farmer
(40 hectares) is located in the lower subbasin (L). Farmers have irrigated land
on which they produce cabbages if they are smallholders or citrus if they
are large-scale farmers. Domestic water users live in three villages: one in
U (3,000 inhabitants), one in M (5,000 inhabitants), and one in L (15,000
inhabitants). An average amount of rainfall equivalent to 2 million cubic
meters per year falls on U, whilst annual rainfall equivalent to 1 million cubic
meters per year falls on M and on L. A dam with a storage capacity of 4
million cubic meters is located in U. A WUA exists in the basin and is respon-
sible for water management and allocation according to the principles of
social equity, environmental sustainability, and economic efficiency, as indi-
cated in the water legislation of South Africa. All players are members of the
WUA.

To simplify the game while still reflecting its reality, data representing
the actual basin are transformed into values that are relatively proportional
to the real ones, and only eight players plus the WUA are left to interact
(Table 5.1).9 The primary goal of the game is to allow for the available water
resource of the basin as a whole to be managed in a sustainable way, taking
into consideration the above-mentioned principles. At the same time, the goal
for each player is to maximize his or her individual economic gain and if they
are a village manager, to also maximize villagers’ satisfaction, within the
context of the group goal (see additional discussion in section 5.5). The game
is set to allow sessions of up to seven simulated years. This choice is a com-
promise between playability and a time span sufficient to provide elements of
discussion on midterm consequences of water allocation. The role-playing
game session presented here spans six years.

Table 5.1 Actual and transformed values for use in role-playing game of main
variables in Kat basin

Variablea Actual values Values in role-playing game

Dam capacity (m3) 24,000,000 4,000,000
Natural runoff (m3) 13,500,000 3,300,000
Domestic consumption (m3) 1,500,000 580,000
Irrigation consumption (m3) 11,000,000 1,064,000
Cabbage area (ha) 180 40
Citrus area (ha) 1,300 100
Inhabitants in basin 49,000 23,000
Annual outflow 1,600,000 550,000

a. m3 = cubic meters; ha = hectares.
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At the beginning of the game farmers receive the number of hectares
corresponding to their farm (or irrigation scheme) and for each hectare a
symbol corresponding to their production (cabbage or citrus). As the game
progresses, farmers also receive an amount of money corresponding to their
previous year’s profit and a number of workers indicating how many per-
manent or seasonal employees they hired the previous season (see Appendix
at end of this chapter). Every year farmers may decide to increase or reduce
their irrigated area. They can also decide to change their crop (cabbage to
citrus or vice versa). If they decide to plant new citrus, they can choose a
more advanced irrigation technology (drip), which would cost more but will
save water. Cabbage producers can decide to have one cycle, two cycles, or
three cycles of cabbage production per year on their fields. Budgets and water
consumption data for citrus and cabbage are provided to farmers at the
beginning of the game. Village managers receive, and pay for, bulk water from
the WUA, which manages the entire water in the basin and provides water
services (including water distribution) to the households of each village. They
start with a given ratio of water sources for the households of their village.
These water sources are river water, collective tap, and in-dwelling tap. Each
water source has a different cost (investment + operating cost) that has to be
added to the cost of the bulk water the managers “buy” from the WUA.
Village managers can charge their inhabitants a per capita tariff for the water
services they provide, and this corresponds to their annual income. The
households derive a certain level of satisfaction (utility) from their income
that can be spent on consumption goods. Because households have different
levels of effort associated with the various water sources they are provided
with, they also obtain different levels of utility from each of the three sources
of water.

The village manager’s objective is twofold: to maximize his or her profit
resulting from the difference between the tariff collection and the water pro-
vision cost + bulk water cost; and at the same time to maximize the sum of
households’ utility (see profit function in Appendix). Elements of budgets
and utility values for households are provided to local village managers at the
beginning of the game.

A number of factors that vary annually, such as rainfall, market prices, and
population dynamics, can influence players’ strategies. Variations in rainfall
and prices over time in the presented role-playing game session are illustrated
in the following section.

5.4.2 Negotiation results

This section illustrates some outcomes of a role-playing game session held in
the Kat basin in November 2005. The setup of the game and the players
participating in the session are presented in Figure 5.1 (panel to the right of
the map). Table 5.2 shows the initial values of the exogenous factors con-
trolled by the game operators, and the final values at the end of year 6 of the
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negotiation game. In Tables 5.3, 5.4, and 5.5, year 1 is the initial state and was
set by the game facilitators; years 2 to 6 were actually played.

The game facilitators introduced a general trend of increasing water scar-
city. This stress was produced by a combination of lower rainfall and increas-
ing population in the basin. Some marginal changes (mainly reductions)
affected crop prices. A relatively low level of uncertainty was introduced in
the session, corresponding to a small difference between expected (fore-
casted) and actual exogenous factors stakeholders faced.

Clear differences in behavior and strategies among players were observed
for the different sectors and in the three subbasins (Tables 5.3 and 5.4). In
subbasin U the two irrigation schemes opted first for an intensification of
their cabbage production (from two to three cycles per year). At the end of
the game session the second irrigation scheme decided to reduce the culti-
vated area by 50 percent. In subbasin M, the two citrus farmers adopted two
very different strategies: one farmer opted first for diversification (cabbage in
addition to citrus) and then abandoned citrus, whilst the other farmer kept
the citrus area constant but also planted an equivalent area of cabbage. In
subbasin L, the large citrus farm adopted quite a conservative strategy con-
sisting of reducing the planted area of citrus by 25 percent and not moving to
cabbage. All new citrus plantations in the three farms were equipped with
advanced irrigation technologies consisting of drip systems, more costly in
terms of investment, but water saving.

Table 5.4 shows the dynamics in the village managers’ decisions regarding
water services and tariffs for their households. As a general trend, better
water provision was introduced in all villages, and this was accompanied by
an increase in water tariffs required from the households. In some cases the
increase in domestic water tariffs was perceived as too high by local residents
(village L), affecting negatively their utility. On the other hand, this water
tariff increase in village L triggered a significant increase in the village man-
ager’s profit.

It was clear that the WUA gave priority to the domestic uses of water, not

Table 5.2 Exogenous factors in role-playing game session: initial, final, and difference
values

Variable Initial Final Difference %

Rainfall upper (m3) 2,000,000 1,400,000 −30
Rainfall middle (m3) 1,000,000 600,000 −40
Rainfall lower (m3) 1,000,000 600,000 −40
Population upper (inhabs.) 3,000 3,500 17
Population middle (inhabs.) 5,000 5,500 10
Population lower (inhabs.) 15,000 16,000 7
Market price citrus (R/tonne)a 2,000 2,000 0
Market price cabbage (R/bag)a 6 5 −17

a. R = rand, the South African currency. US$1 = 6 rands at the time of the experiment.
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Table 5.3 Strategies and outcomes for the five farms during role-playing game session:
initial and final values

Farma Initial Final Difference (%)

Irrigation scheme 1 (U)
Citrus old technology (ha) 0 0 0.0
Citrus new technology (ha) 0 0 0.0
Cabbage (ha) 20 20 0.0
Cycles cabbage 2 3 50.0
Total ha 20 20 0.0
Employment (n) 51 77 50.1
Profit (R) 64,208 250,000 289.4

Irrigation scheme 2 (U)
Citrus old technology (ha) 0 0 0.0
Citrus new technology (ha) 0 0 0.0
Cabbage (ha) 20 10 −50.0
Cycles cabbage 2 2 0.0
Total ha 20 10 −50.0
Employment (n) 51 25 −51.0
Profit (R) 64,208 250,000 289.4

Citrus farm 1 (M)
Citrus old technology (ha) 30 0 −100.0
Citrus new technology (ha) 0 5
Cabbage (ha) 0 30
Cycles cabbage 0 1
Total ha 30 35 16.7
Employment (n) 46 46 0.0
Profit (R) 829,300 3,290,000 296.7

Citrus farm 2 (M)
Citrus old technology (ha) 30 0 −100.0
Citrus new technology (ha) 0 30
Cabbage (ha) 0 30
Cycles cabbage 0 1
Total ha 30 60 100.0
Employment (n) 46 84 82.6
Profit (R) 829,300 740,000 −10.8

Citrus farm 3 (L)
Citrus old technology (ha) 40 0 −100.0
Citrus new technology (ha) 0 30
Cabbage (ha) 0 0 0.0
Cycles cabbage 0 0 0.0
Total ha 40 30 −25.0
Employment (n) 62 44 −29.0
Profit (R) 1,105,700 2,710,000 145.1

a. Key:
U = upper subbasin, M = middle subbasin, L = lower subbasin,
ha = hectares, R = rand.
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hampering any initiative by the local managers to increase water provision.
Respect of an ecological Reserve set at 500,000 cubic meters per year in
drought years and 750,000 cubic meters per year in normal years was another
WUA priority, arising from recognition of legal requirements. Agricultural
uses were more controlled and the release of new water licenses to farmers
was less automatic, especially when the dam reserve became scarce (in the last
three years of the game session).

The water allocation policy of the WUA allowed positive results (profit) in
terms of economic outputs for four farms out of five. Cabbage was more
profitable than citrus because of a relatively steady rise in market price
(excluding the final two years) and, more importantly, because no investment
is required for new plantations. Farm 4, in the M subbasin, registered the worst
performance, paying the cost of heavy investment in new hectares planted
with citrus combined with lower market prices in years 3 and 4. In addition,
the session was too short to allow the farmer to recover the investment

Table 5.4 Strategies and outcomes for the three villages during role-playing game
session: initial and final values

Villagea Initial Final Difference (%)

Village 1 (U)
Population (inhabs.) 3,000 3,500 16.7
Share of river source 0.8 0.0 −100.0
Share of collective tap 0.2 0.2 0.0
Share of in-dwelling tap 0.0 0.8
Water tariff (R/m3) 1.0 2.0 100.0
Satisfaction index 40.6 41.7 2.8
Manager’s profit (R) 20,500 420,000 1,948.8

Village 2 (M)
Population (inhabs.) 5,000 5,500 10.0
Share of river source 0.8 0.0 −100.0
Share of collective tap 0.2 0.2 0.0
Share of in-dwelling tap 0.0 0.8
Water tariff (R/m3) 1.0 1.7 70.0
Satisfaction index 40.6 42.89 5.7
Manager’s profit (R) 34,180 300,000 777.7

Village 3 (L)
Population (inhabs.) 15,000 16,000 6.7
Share of river source 0.1 0.0 −100.0
Share of collective tap 0.4 0.0 −100.0
Share of in-dwelling tap 0.5 1.0 100.0
Water tariff (R/m3) 1.5 2.0 33.3
Satisfaction index 42.7 41.9 −1.8
Manager’s profit (R) 128,130 2,110,000 1,546.8

a. Key:
U = upper subbasin, M = middle subbasin, L = lower subbasin,
m3 = cubic meters, R = rand.
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through production from the new citrus plants (in the role-playing game,
citrus takes two years after plantation to become productive).

Job creation was generally positive for all farms. The water shortage pro-
voked by the WUA’s decision to stop releasing water in the last year had very
negative impacts on job creation, particularly in the M and L subbasins,
where citrus is cultivated.

Table 5.5 shows also the dynamics of water consumption in the three
subbasins. At year 1 L is the most water consuming (large village and large
citrus farm) followed by M and U. Subbasin U consistently increased its
water consumption during years 2 to 4 because of the intensification of
cabbage production. The increases in water consumption in the remaining
subbasins stemmed from higher domestic demand. At year 5, water con-
sumption in U decreased because of a change in strategy in one of the two
irrigation schemes from three to two cycles of cabbage production per year.
In year 6 the WUA decided to stop releasing water from the dam in order to
allow it to refill.

The increasing water demand in the three subbasins is partially compensated
by water releases from the dam decided by the WUA (Table 5.5). During the
first four years of the game the WUA opted for the use of the dam water to
satisfy users’ water demand and to provide a water flow in the river able to
maintain ecosystem functioning (the ecological Reserve).

At the end of year 5, as the dam level reached 1.3 million cubic meters,
the WUA decided to stop suddenly and completely water releases. This deci-
sion contributed to an improvement in the dam water quantity, but had an
immediate and dramatic consequence on the socioeconomic and environ-
mental indicators in the basin. It is worth mentioning that in the role-playing
game farmers could not pump groundwater nor extract water from the river
against the allocation rules. Therefore, the WUA decision to stop water
releases at year 6 had an amplified effect compared to reality.

Table 5.5 allows a comparison of general socioeconomic and environ-
mental trends by subbasin. Job creation is linked to the area cropped and to
the intensity of production (cycles of cabbages on the same area); therefore,
it closely follows the dynamics of water consumption. As a general trend,
annual job creation is positive in all subbasins (except for the last two years).
Profit is more sensitive to water availability and during the first years of the
game it is (negatively) influenced by high investments in the citrus farms.10

This is also why the profits of M and L decline dramatically during the game
compared with that of U, which increases. The net present value figures show
clearly the dramatic impact of the WUA decision at year 5 on profit gener-
ation for the three subbasins. Again, M and L, where citrus farms are located,
suffer because of the water shortage. Annual profit values are obtained by
first calculating the net present value of the stream of profits for each sub-
basin and then spreading it over the game duration, using the capital recovery
multiplier of 0.20336. A 6 percent discount rate, reflecting the real interest
rate in South Africa, and six years are used.
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Finally, it is worthwhile noticing that the decision to stop completely water
releases from the dam had a negative impact also on the ecological Reserve,
with flow well below the limit of 500,000 cubic meters per year at year 6.
On average, the ecological Reserve was kept at about 1 million cubic meters
per year, corresponding to 40 percent less than its level at the beginning of the
negotiation game session, but 33 percent more than the limit set for wet years
and 100 percent more than the limit set for dry years.

5.5 Formulating water allocation decisions as a
cooperative game

The cooperative game theory model will introduce several assumptions. It is
assumed that the players are rational price takers11 and profit maximizers.
They will engage in cooperative arrangements only if it can improve their
economic situation compared with the status quo.

5.5.1 Physical characteristics and economic behavior of players
in the cooperative game

The basin includes three players (each with several water activities)—upper,
middle, and lower subbasin—designated U, M, and L, as is described in the
right panel of Figure 5.1 (using i = 1 for U, i = 2 for M, and i = 3 for L). There
is water storage (a dam) in the U subbasin, and an outlet of the river beyond
the L subbasin. There is a determinable rainfall quantity that falls on the area
of each subbasin and ends up in the river. There are no losses of water and all
the rainfall can be used as a source for the water activities (this assumption
can also be modified by having a fraction of the rainfall available for use,
assuming losses and evaporation). So, each player refers to the amount of
rainfall on its area as water in the river available for use. There are also
groundwater sources not yet fully developed, so they are not included. Players
can also use water from the reservoir that is released (flushed) by the WUA
upon a request from the player (if supplies last). The WUA can refuse to
supply water from the reservoir if the amount in the reservoir is below a given
level.

The WUA in this game is the authority that oversees and regulates the
players’ behavior. From the point of view of cooperative game theory, the
WUA could decide on an allocation of water that respects agreed-on prin-
ciples (for example social equity, environmental sustainability, and economic
efficiency). It is assumed that the players obey the WUA rules of behavior.
The objective of each player is to maximize annual profits subject to water
availability, prices and costs, and the WUA rules of behavior.

A rule of behavior respected by the players is that no player extracts water
that runs in the river that does not belong to that player. Such water includes
the ecological Reserve that flows through the segments of the river running
through U, M, and L, and water that was released from the dam at the request
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of a given player and has to run in the river through the “territory” of other
players. While such behavioral requirements may look naïve in the light of
cheating attempts on the part of the users, one can include monitoring and
enforcement costs associated with operating such a system in a real-world
situation.

The cooperative game played is an annual one. Therefore, constraints for
each player include (a) fixed citrus land; (b) limited land for cabbage; (c) fixed
number of inhabitants consuming water; and (d) given amount of rainfall
that can be utilized via the flow of the river. The cooperative game uses the
values applied in the role-playing game. Constraints or rules for the WUA
include (a) a given amount of water in the storage at the beginning of the
year; (b) a given amount of water required in the storage at the end of the
year; (c) a given amount to be released from the Kat to the Fish River; (d) a
given amount to be left in the river for local benefits; (e) a minimum annual
amount of water per inhabitant to fulfill human needs; and (f ) a given amount
of available laborers to work in citrus or cabbage operations. It is assumed
that these laborers can move freely between the three subbasins. Additional
assumptions represent the linkage between the water use and water flow in
the river. These linkages are expressed in the equations of the cooperative
game theory model in the Appendix.

The study investigates the likelihood of cooperation among the three
players, U, M, and L. Cooperative game theory introduces the concept of the
characteristic function for each set of coalitional arrangements among the
players in the subbasin. A characteristic function is the best outcome of a
coalition. Further assumptions are needed. As indicated above, in this analy-
sis a one-year game period is considered. The essential aspect of this choice is
that investment decisions will not be considered.12 This is a clear limitation,
but in the game players are not in a position to make optimal investment
decisions (especially because of the short time span allowed). Hence, the
one-year time span used in the cooperative game theory approach should
offer an appropriate benchmark as far as evaluation of the role-playing game
and the cooperative game is concerned.

The status quo individual coalitions will first be considered. The status quo
is represented by each player (subbasin) working on their own to maximize
their utility (profits) from the available water they have, subject to the indi-
vidual constraints of each player and the rule of behavior constraints imposed
by the WUA. There is no special treatment of the water activities and the land
constraints. However, in the maximization problem for each player in the case
of the status quo, there is a need to add several assumptions to deal with the
subbasin constraints: labor, minimum ecological flow in the Kat River, and a
given amount be released for the Fish River.13 A total amount of available
labor in each subbasin and a total amount of environmental flow to be released
to the Fish River are assumed. The total labor available to each player will be
based on the relative total available land of that player (indicating the poten-
tial employment ability of that player). The allocation of the environmental
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flow amount will be made on the basis of the total amount of water used by
that player. The minimum flow in the Kat River will be simply deducted from
the amount of water available for each player.

The next step involves calculation of the characteristic functions of the
partial coalitions. It is assumed that all permutations are possible, even that
between player 1 (U ) and player 3 (L). However, for these players it will
simply be assumed that what they can achieve in cooperating with each other
is just the sum of what they can get separately. The difference between the
calculation of the value of the other partial coalitions and the individual
coalitions will be that the decision on water allocation and the total amounts
of the minimum flow and the environmental flow can be made jointly rather
than individually. Additionally, the allocation of the rule values for labor,
minimum flow, and environmental flow will follow the pattern suggested in
the case of the individual coalition calculations.

The final step involves calculation of the characteristic function of the
grand coalition. In this case the labor constraint is at the subbasin level, the
minimum flow constraint is also at the subbasin level, and the environmental
flow constraint can be met at the outlet of the Kat when it leaves the area of
player 3 (L).

The variables will now be introduced (remember that i = 1,2,3 is equivalent
to i = U, M, L). Fiα is the (natural) available flow (with probability greater than
or equal to α). In this model, α = 1 in subbasin i. Si is the stream entering
subbasin i (S1 = 0). Ei is the ecological Reserve constraint for part i (flow
leaving part i). Since the ecological Reserve level that is of interest is the
quantity that leaves the subbasin, each subbasin i is expected to release to the
next one, and L is expected to release to the environment that same quantity,
denoted by E. This is another simplifying assumption, as the level of E in each
subbasin i could quite easily be a decision variable. Ci: water for domestic use
in part i. W(D) is the additional water available from the dam.

A player, or a coalition, will use its available water to maximize its revenue.
Actually, it is assumed that each player solves an optimization problem to
maximize the use of the available water via allocation among all possible
water uses. The plan that maximizes the returns is called the characteristic
function of the coalition or player. A very general exposition of the optimiz-
ation problem (generalized to each coalition) is as follows:14

Max �(land under citrus); (land, water intensity, �water from dam, water fee, cycles of cabbage); (water consumption in
water from river villages by source); (environmental release)

Subject to:
(1) environmental Reserve outflow
(2) rain availability
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(3) water in river
(4) land
(5) labor force
(6) other institutional and technical constraints

Such an optimization problem is solved to yield solutions to the following
coalitions (individuals, partials, and grand coalition): {U}, {M}, {L},
{U, M}, {M, L}, and {U, M, L}. In the solution for each coalition, the
characteristic functions are denoted by: v({U}), v({M}), v({L}), v({U, M}),
v({M, L}), and v({U, M, L}). Note that according to the simplifying assump-
tion v({U, L}) will be replaced by v({U}) + v({L}).

Using various game theory solution concepts, allocations of payoffs are
made among the three players. For demonstration the Shapley value solution
concept is used (Shapley 1953):

�i =
1

n �
n

s = 1

1

c(s) �
i � s
|S| = s

[v(S) − v(S \ {i})], i = U, M, L

where c(s) is the number of coalitions of size s containing player i:

c(s) = �n − 1
s − 1� �

(n − 1)!

(n − s)! (s − 1)!

Another cooperative game theory solution concept, the nucleolus (Sch-
meidler 1969), is also used (for a definition of the nucleolus see standard
references, such as Owen 1995). The nucleolus always lies in the core, provided
that it is nonempty. In these results, the values of the nucleolus differ very
little from those of the Shapley value.

5.5.2 Cooperative game solution results

Based on the model calculations (see Appendix at end of this chapter), the
following are the characteristic values of the Kat cooperative game (in rands):

v({U}) = 336,060
v({M}) = 1,758,946
v({L}) = 1,185,693
v({U, M}) = 2,341,140
v({U, L}) = 1,521,753
v({M, L}) = 2,944,639
v({U, M, L}) = 3,552,913

The resulting Shapley allocation is:
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�U = 467,820.33
�M = 1,890,706.33
�L = 1,194,386.33

with

�U + �M + �L = v({U, M, L}), since the Shapley value provides an efficient
allocation,
�i ≥ v({i}), i = U, M, L, which suggest individual rationality, and
�U + �M ≥ v({U, M}), �U + �L ≥ v({U, L}), and �M + �L ≥ v({M, L}), which
suggests group rationality (otherwise stated, the Shapley value lies in the core).

The payoff is distributed among the three players such that U, M, and L get
13 percent, 53 percent, and 34 percent of the total cooperative profits, respect-
ively. U is clearly the main beneficiary from the cooperative game allocation,
increasing its share in the cooperative payoff by 39 percent compared with
the noncooperation payoff, while M and L gained 7 percent and 1 percent,
respectively. Cooperative game theory assumes utility transfer in the form of
payments (or compensations).

For the nucleolus, the allocation is 465,647 for U, 1,888,533 for M, and
1,198,733 for L (all allocations in rands). Since the core is nonempty (the
Shapley value, as seen, lies in it), the nucleolus is also in the core. Since
the allocations provided by the nucleolus are so close to those provided by the
Shapley value (the differences are much smaller than variations because of
the approximations used or to the assumptions done), the same comments in
the next section will apply for both.

5.6 Evaluation of the negotiation and cooperative game
theory allocations

This section attempts to evaluate the results from the role-playing game and
the cooperative game allocations. The basic features of both approaches that
lead to the solutions obtained will be reviewed. Some extensions will then be
suggested that may be likely to bring the results of the two closer. Table 5.6
displays the annualized allocations of profits by the role-playing game, the
Shapley value, and the nucleolus.

Any comparative evaluation of the negotiation approach (role-playing
game) and cooperative game outcomes has to be subject to several caveats.
First, the role-playing game is based on an empirical/real negotiation frame-
work and the cooperative game is based on an axiomatic model. Second, the
role-playing game has a dynamic nature that cannot be captured with the
present version of the cooperative game model. And third, the main differences
(between the role-playing game and the cooperative game) in the calculations
of the profits of the players lead to possible discrepancies between the total
and individual profits. While the calculation of profits to the U, M, and L
players in the case of the cooperative game is a result of an optimization
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process that takes into account a very strict set of variables, the role-playing
game process incorporates “real” players that take into consideration many
more factors than the algorithm used in the cooperative game. Just these
three caveats may explain possible differences in total basin outcomes.

As for the behavior of individual players, observations from the role-playing
game session suggest that both irrigators and village managers aim at improv-
ing their respective indicators of performance (profit for irrigators; profit +
residents’ satisfaction for village managers) without necessarily maximizing
them. This might be because of a lack of information on the possible alterna-
tive strategies they could adopt during the game session and exemplifies a
behavior called “satisficing”, where satisficing is an alternative to optimiza-
tion in cases where there are multiple and competitive objectives and one
gives up the idea of obtaining a “best” solution (Simon 1992). Players there-
fore adopt year-after-year strategies of incremental improvement of their
indicators. These strategies take into account external factors and must be
discussed within (and cleared by) the WUA before they can be put in practice.
In addition, willingness to reach an improved state does not correspond
necessarily to an improved state for all the players through the role-playing
game session: lack of play skills or external factors whose dynamics are worse
than forecast can be the causes of performances less positive than expected.
There is another reason behind the difference in the results: in cooperative
game theory there are less “players” than in the role-playing game approach.
In the cooperative game, each of the three players corresponds to a group of
players in the role-playing game approach.15 For example, farm 1 and farm 2
and the village in U are merged and transformed into player U in the coopera-
tive game. Because of the optimization approach used in cooperative game
theory, this leads to an optimal coordination and allocation among these
players. This is a condition that cannot be taken for granted in the role-
playing game approach. A further caveat is that UV (and similarly other
village managers) is assumed not to have any strategic role in the cooperative
game theory approach.

As can be seen from Table 5.6, the basin profit (outcome) based on the role-
playing game outcomes is 1.891 million rands on an annualized basis for each
of the six years. The annual profit based on the cooperative game characteristic

Table 5.6 Allocation of annual (and annualized) profits according to the role-playing
game, Shapley value, and the nucleolus in the Kat game

Role-playing game Shapley value Nucleolus

Player Rands

U 173,371 467,820 465,647
M 840,854 1,890,706 1,888,533
L 875,872 1,194,386 1,198,733
Total 1,890,097 �3,552,913 3,552,913
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function calculations is 3.553 million rands. The difference arises from eco-
nomic decisions that are based on different algorithms and assumptions.
While the total payoff at the basin level may be different in the role-playing
game and cooperative game procedures, because of use of different assump-
tions, a more useful insight is obtained from the distribution of the payoff
among the players. In this case, the shares of the three subbasins U, M, and L in
the basin total profit were 9 percent, 45 percent, and 46 percent respectively in
the role-playing game based on the annualized allocation, and 13 percent, 53
percent, and 34 percent respectively in the cooperative game solution. Note the
equal share of profit for M and L in the role-playing game solution, compared
with a lower share to L (compared to M ) in the cooperative game solution.

5.7 Conclusion and policy implications

This chapter has developed a framework that helps to evaluate cooperative
game theory and role-playing game solutions to a problem of water alloca-
tions and payoff distribution among competing uses. Such a framework is
useful for several reasons. First, it allows the analysts to assess the nature of
the assumptions made during the calculations or negotiation session. Second,
it creates feedback loops between the cooperative game and the role-playing
game that may assist further development of the tools. And third, it may
suggest complementary roles for each approach under different conditions
that the parties in the allocation problem face.

The role-playing game results indicate a clear willingness of the WUA
members to interact and cooperate for better management of water resources
in the basin. Domestic water provision and the protection of the ecological
Reserve are priorities for the local stakeholders, and as a consequence the
improvement of individual profits is subject to these objectives. These find-
ings have important policy implications, as the WUA will be responsible for
water allocation in the near future. The WUA attitude during the role-playing
game session will be discussed and possibly translated into a water manage-
ment plan that the WUA will submit for approval to the Department of
Water Affairs and Forestry.

With the present level of analysis, it is believed that the role-playing
game approach has the potential to support management of common pool
resources. Interest groups that are associated with the resource have a reliable
and flexible tool, allowing them to respond to various states of nature and
changes in prices and other institutional reforms that could be imposed by the
regulator. Cooperative game theory provides a fast and dirty approximation
to the details that the role-playing game is capable of obtaining. It is believed
that with the proposed improvements in both approaches, synchronization
with and reflection of real-life policies would be better captured.

Acknowledging the overly simplified optimization procedure in the case of
cooperative game theory, it is suggested that the baseline scenario in the
cooperative game will be modified in order to address new constraints and
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scenarios that have been considered in the role-playing game session. This
will include the dynamic nature of the allocation problem, and various struc-
tures to consider the environmental flow needs. Outstanding issues that have
an intrinsic dynamic characteristic are investment decisions and dam man-
agement. The latter issue, in particular, calls for due consideration on the part
of the WUA, taking into account its (already mentioned) future responsi-
bilities. Future sessions of the role-playing game will take cooperative game
theory results into consideration, such as allowing for negotiation among
subbasins, and integrating WUA and subbasin procedures in order to elimin-
ate unilateral decisions, such as the decision to stop releasing water from
the dam.

As was indicated in the introduction, there is already a sizeable number of
contributions using individual negotiation and bargaining theory and using
cooperative game theory to analyze common pool resource management and
allocation. The approach used in this chapter offers the possibility of creating
a bridge between these two theories.

Notes

1. The term “basin” is used here to mean the total area drained by a river and its
tributaries. Other terms for this area used in the literature include “catchment”, a
hydrological term referring to the area from which a river catches or collects its
water; and “watershed”, a term that properly refers to the high ground forming
a dividing line between two river basins, but is often used as synonymous with
“basin”.

2. Modified from Farolfi and Rowntree 2005.
3. “Emerging” citrus farmers are black farmers who after 1994 had the right to

occupy and develop citrus farms located during the apartheid period in the
Ciskei Bantustan and previously owned and managed by the public Bantustan
administration.

4. The Irrigation Board was transformed recently into a more participatory Water
Users Association including representatives of all main groups of stakeholders in
the Kat basin. This organization is now responsible for defining the water business
plan indicating water allocation strategies and resource management for the
basin. While the difference between the Irrigation Board and the Water Users
Association may not be essential for cooperative game theory, it is very important
for the negotiation process, as will be discussed later in the chapter.

5. Developing groundwater resources in the basin would help irrigators overcome
droughts. However, in this chapter groundwater development is not considered
because of the need for external financial support.

6. Defined in the National Water Act as “the quantity and quality of water required
to protect the aquatic ecosystems of the water resource in order to secure
ecologically sustainable development and use of the resource”.

7. These portions of the basin correspond to the three voting areas identified to nom-
inate the Kat River Valley Water Users Association representatives (Figure 5.1).

8. 1 hectare = 2.5 acres.
9. The conversion factors for the different variables range between 2.1 (Inhabitants

in basin) and 13 (Area citrus). The arbitrary choice of the conversion factors
arose from the tradeoff between having a role-playing game that represents the
reality and a role-playing game that is “playable”. It may be noted that players
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validated the role-playing game representation of the Kat during the first session.
The only criticism was for the disproportionately high importance of domestic
water consumption in the role-playing game compared to the real one. This issue
was addressed in a second version of the game by changing the conversion factor
of “Inhabitants in basin” from 2.1 to 4.9.

10. In this game, profit = total income less total costs. If a farmer invests in citrus
plantations, therefore, that farmer’s annual income during the first years of new
orchards is constant (no production) whilst the costs increase. It was noticed by
citrus farmers during the game debriefing that this is not really how they see
things because an investment is calculated as a positive asset in their budget,
whereas here it is a negative (cost) item. They suggested calling “cash flow” what
is called “profit” in the game outcomes.

11. Price takers face given prices rather than affecting the prices in the market.
12. It should be stressed that the formulation of this cooperative game theory prob-

lem allows consideration of longer time horizons by creating for each player
and coalition optimization problems that span over T years but what the player
considers is the expected annualized value.

13. It is assumed that the ecological Reserve serves both for environmental health in
the Kat River and for releases into the Fish River’s estuary.

14. A multiyear problem will be developed in future work.
15. We are indebted to a referee for having suggested giving due emphasis to this fact.
16. The capital recovery multiplier equation used is [r · (1 + r)t] /[(1 + r)t − 1], where r is

discount rate (0.06), and t is number of years of the game (6).
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Appendix: The formulation of the profit function in the KatAware
model and the characteristic function in the cooperative game

The assumptions used in the calculation of the annual profit in the role-
playing game and in the formulation of the characteristic function in the
cooperative model are provided here.

Since the cooperative game model and the role-playing game differ in the
way they calculate payoffs and players, different symbols will be used for
the same variables in the calculations of the characteristic function and in the
profit function.

Calculation of the profit functions in the KatAware model

In the role-playing game, irrigators’ annual profit per hectare is calculated
by subtracting a unitary production cost from the income resulting from the
produced crop multiplied by the crop price for that year:

Πij = QijPi − Cij,

where Π is annual profit per hectare (in rands); Q is annual crop yield per
hectare (in tonnes for citrus and in bags for cabbage) using technology j.
However, in the empirical calculations no distinction is made between the
yields obtained by each technology; P is price per unit of crop, net of market-
ing and harvesting cost; C is annual cost per hectare (in rands); i = crop
(citrus or cabbage); j = irrigation technology (traditional or innovative).

A crop yield response to available water is introduced in the model
following a linear relationship:

Q = mx + k,

where x is irrigation water (in cubic meters per hectare); m is an irrigation
coefficient with a value of 0.00434 for citrus and 0.2057 for cabbage; and k is
an intercept having a value of 14.62 for citrus and 1,800 for cabbage.

The profit function for a village manager is:

π =
max
y · xi

�y · xi · N [p · qxi
− wxi

− τ · qxi
]�

where y · xi is the proportion of water source for villagers (0 < y · xi < 1); i = 1
for river, 2 for collective tap, 3 for in-dwelling tap (to each source an amount
per capita of consumption is fixed); p is tariff that villagers pay to the village
manager for water; qxi

 is water consumption per capita per month for each
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water source; wxi
 is cost of water source (rands per capita per year); τ is water

price paid to the Department of Water Affairs and Forestry; N is number of
inhabitants in the village.

The formulation of the characteristic function in the cooperative game

The physical model

Denote by D0 the water stock behind the dam at the beginning of the plan-
ning period. Ri (i = 1,2,3) is the amount of rainfall on the area of player i
(1 = U, 2 = M, and 3 = L are used interchangeably). The variable D0 is also
interpreted to be the amount of water available for use by player i, and also
the amount of water in the river that player i can use. Di is the request for
flashes of water from the dam operator by player i. RD

1 is the amount of water
stored behind the dam during the planning period. As noticed, only rainfall
in the part of the area of player 1 can be dammed. D will be the amount of
water behind the dam that can be used during the planning period.

Several relationship hold so far:

RD
1 ≤ R1 (5.A1)

D = D0 + RD
1 ≥ �

i

Di (5.A2)

Denote by Wi the total demand for water, during the planning period, by
player i and by E the demand (allocation) for environmental needs where the
basin ends and the Kat River becomes a tributary of the Fish River. This
occurs after player L’s area.

Here several more relationships are added:

Wi ≤ Si, (5.A3)

where, Si is the supply of water available to player i as follows:

S1 = D1 + R1 − RD
1 (5.A4)

S2 = D2 + R2 + (S1 − W1) (5.A5)

S3 = D3 + R3 + (S2 − W2) (5.A6)

It is now necessary to include more specific relationships representing the
total water demand by each player. Given the water use patterns by each
player, there are agricultural uses (citrus and cabbage), and domestic uses (in
the villages and urban centers). This amount is imposed on the subbasin and
is subject to a policy decision.
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For the purposes of this study, let V v
i, V

u
i, C

C
i , and CB

i  be the amounts of
water used by the village, the urban center, the citrus, and the cabbage,
respectively, for player i. The total demand for water by player i is:

Wi V v
i + V u

i + CC
i + CB

i . (5.A7)

Additional constraints

The WUA imposes minimum flow (MFi) to keep the river flowing in each
subbasin. This minimum flow amount is deducted from each player’s amount
of available water Si.

SMF
i = Si − MFi (5.A8)

In addition, the WUA imposes the environmental flow constraint. That
constraint is handled in the following way: a total of EF has to leave the
Kat River to the Fish River; this amount has to fulfill the following
relationship:

EF ≤ �
i

EFi (5.A9)

The optimization process in each subbasin

The villages. Assume that each village has a given population N r
i , that the

annual water consumption per person is v r
i , the cost of providing each unit

of water is Prr
i, and that the utility per inhabitant in the village from being

provided a unit of water is ur r
i. It is assumed that the utility is linear in

money. For simplicity assume that the ratio is 1:1. The total “benefits” (U v
i)

from providing water to the village is therefore:

U r
i = V r

i · (ur r
i − Pr r

i ),

where V r
i = N r

i · v r
i ,

with V v
i being the amount of water consumed in village i.

A constraint is introduced on the minimal amount per year that a village
inhabitant should be receiving:

vr
i ≥ v (5.A10)

The citrus industry. Assume that citrus is grown with three factors of pro-
duction, namely land, water, and labor. Since this is a perennial crop and it
can be assumed there will be no investment in new plantation, the area of
citrus in each subbasin will be fixed at LC

i . Since in this model the area is
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fixed, the decision growers make is how much water per hectare to apply; they
may opt not to irrigate at all, giving a minimum yield (Farolfi and Bonté
2006).

The payoff for citrus production in subbasin i is:

F C
i = LC

i · [Y C
i (CC

i ) · PC − CC
i · PCC

i
i − BC

i · PB ],

where YC
i  (C

C
i ) is the citrus production function. It has a positive intercept

at CC
i = 0; PC is the price per unit of citrus produced, which is a function of

the amount of water applied per hectare, CC
i ; and PCC

i
i  is the cost of water

charged to the citrus operation in subbasin i. Note that different water
charges are allowed per crop and subbasin; BC

i  is the labor per hectare of
citrus; and PB is the cost per unit of labor, assuming the same for the entire
Kat basin.

The cabbage industry. Production is very similar to that of citrus except
that, under the set of assumptions used here, the land for growing cabbage is
not fixed (however, for realism a constraint of 60 hectares is imposed on the
extension of land that can be used for cabbage; this constraint turns out to be
binding only for player U and for the subcoalition {U,M}). In the case of
cabbage, the growers do not vary the amount of water per hectare, but
decide only the area to be cultivated with cabbage with a given amount of
water per hectare. The payoff per hectare of cabbage is:

FB
i = LB

i · �CB
i · PB − CB

i · PCB
i

i − BB
i · PB	,

where PB is the cost per unit of cabbage produced (cost of labor has the
same symbol); CB

i  is the amount of water applied per hectare of cabbage; PCB
i

i

is the cost of water charged to the cabbage operation in subbasin i; BB
i  is the

labor per hectare of cabbage. Cabbage growers decide on the area they plant
with cabbage LB

i .
The objective function of subbasin i. Subbasin i maximizes payoff from the

three activities, subject to physical and institutional constraints:

Yi =
Max
V V

i + C C
i + C B

i
�U u

i + U v
i + FC

i + FB
i �, i = 1, 2, 3 (5.A11)

s.t. the relevant constraints in (5.A1)–(5.A10).

The characteristic functions

The value of the characteristic function for each individual coalition is actu-
ally a solution to a linear programming problem that is unique to the coali-
tion at stake. In the case of the individual coalitions, (5.A11) is solved subject
to relevant constraints in (5.A1)–(5.A10), including imposed rules of alloca-
tion of water from the dam, allocation of the minimum flow, and allocation
of the environmental flow among players 1, 2, 3.
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Then there is the possibility of subcoalitions. Clearly a coalition of {1, 2}
and a coalition of {2, 3} can be envisioned. As said, a coalition of {1, 3} is
less obvious. Such coalitions can be included on the premise that the WUA
enforces rules and water transfers that are respected by its members.
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6 Cooperation and equity in the
river-sharing problem

Stefan Ambec and Lars Ehlers

This chapter considers environments in which several agents (countries,
farmers, cities) share water from a river. Each agent enjoys a concave benefit
function from consuming water up to a satiation level. Noncooperative extrac-
tion is typically inefficient and any group of agents can gain if they agree on
how to allocate water with monetary compensations. This chapter describes
which allocations of water and money are acceptable to riparian agents
according to core stability and several criteria of fairness. It reviews some
theoretical results and then discusses the implementation of the proposed
allocation with negotiation rules and in water markets. Lastly, it provides
some policy insights.

6.1 Introduction

Water is essential to life. It is consumed for a variety of purposes, from domes-
tic to agricultural and industrial uses. Because of population growth, the
development of irrigated agriculture, and industrialization, demand has tre-
mendously increased, and water has become a locally scarce resource in many
regions on earth. The so-called tragedy of the commons has considerable
relevance to water resources: free-access (or decentralized) extraction leads to
inefficiencies, and increasing benefits to all users requires centralized planning
and cooperation of the economic agents (farmers, firms, cities, countries)
who share a water resource. In practice, concretization of such coordination
may take many forms, from international agreements signed by sovereign
countries to allocation rules or water markets established by communities of
farmers. The process is often facilitated by local authorities, in many cases
with the involvement of users.

This chapter deals with the issue of coordinating water management along
rivers. It investigates the incentives of riparian agents to agree to share water
efficiently. It examines what kind of agreement is acceptable. The definition
of “acceptability” is twofold. First, the river-sharing agreement (or allocation)
should be stable in the sense that no users or group of users are better off
designing another river-sharing agreement. Second, it should be perceived as
fair according to certain justice principles.



This issue is tackled using cooperative game theory and the axiomatic
theory of justice. The chapter describes the cooperative game induced by a
river-sharing problem, and analyzes the stable river-sharing agreements in
this cooperative game. Next, it considers standard axiomatic principles of fair
division and adapts them to the river-sharing problem.1 It posits fair sharing
rules for total welfare.

The chapter reviews several important theoretical papers on the river-
sharing problem in an informal and simple way, without formal proofs. The
goal is to provide the intuition of these results and their policy implications.

Note that the focus here is on the direct benefits of water consumption.
The model ignores other benefits for which water is not directly consumed,
such as flood control, navigation, recreation activities, biodiversity, and
hydropower production.2

Rivers are common water resources that possess several interesting features.
First, each agent can only consume water entering the river upstream of its
location. Therefore, agents have unequal access to the resource, depending on
their location on the river. Upstream agents have a first mover advantage in
water extraction. Yet, as river flow increases downstream, this advantage is
offset by the lower amount of water available upstream. Second, the welfare
achieved by cooperation depends on the locations of the cooperating agents.
In order to increase welfare, a group of agents exchanges water. This can only
be done from upstream agents to downstream agents and, preferably, by
neighbors: water exchange among distant agents is subject to extraction or
free riding by those located in between.

International river-sharing agreements are numerous worldwide. For
instance, the Nile Treaty, signed in 1929, specifies a sharing rule for the Nile
River water flow between Egypt and Sudan. The Columbia River Treaty
specifies a sharing rule for the costs and benefits from flood control and hydro-
power production between Canada and the United States (Barrett 1994). In
the case of the Syr Darya River, the upstream country, Kyrgyzstan, agreed to
increase summer discharges to supply the downstream country, Uzbekistan,
in exchange for fossil fuel transfers (Abbink et al. 2005). Similarly, the Lao
People’s Democratic Republic and Thailand signed an agreement on develop-
ing hydropower production on one of the tributaries of the Mekong River
inside the former country. It specifies a payment in hard currency from
Thailand to the Lao People’s Democratic Republic in exchange for electricity
supply (Barrett 1994). In the United States, states sign interstate river com-
pacts that prescribe a fixed or a percentage allocation of water (Bennett et al.
2000).

Governments or farmers themselves set up rules to encourage efficient
exploitation of water for irrigation, including water pricing, subsidies, and
water markets (Ostrom 1990; Dinar et al. 1997). Such rules lead to an alloca-
tion of water and can result in a redistribution of the benefits arising from
water extraction. Because different users (for example farmers, urban dwellers)
use water for different purposes and thus derive different values from an
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additional unit of water, there is an impetus for moving water from lower-
value to higher-value uses. During this process, the seller of a certain volume
of water obtains monetary compensation from those who buy it. In general,
farmers have to pay for water consumption. The money collected is then
spent on maintenance or transferred to some users through subsidies. For
instance, Thomas et al. (2004) provide evidence that French farmers receive
on average four times more subsidy than the amount they pay to the water
agencies.

These monetary transfers, whether they are direct (peer-to-peer in a water
market) or not (through centralized water pricing, taxes, or subsidies), and
the allocation of water comprise the total benefit from consuming water,
defining a particular distribution of the total welfare. When water is exclu-
sively consumed to irrigate crops, the farmer’s total welfare is simply the value
of total production, though it could include the monetary equivalent of the
utility consumers derive from consuming water.

This chapter proceeds as follows. Section 6.2 introduces a general model
to address the issue of cooperation and equity in river sharing. Section 6.3
examines the optimal allocation of water in this model. Section 6.4 shows
how noncooperative free-access extraction leads to an inefficient allocation
of water. Therefore, any movement towards Pareto optimality requires coop-
eration and monetary compensation mechanisms that are acceptable to all
agents. The transfers are only acceptable if the allocation of water and money
belongs to the core of the cooperative game (section 6.5) or is perceived as
fair (section 6.6). Section 6.7 presents a negotiation game that lead to an
efficient allocation of water and fair and stable transfer schemes in the sub-
game perfect equilibrium. Section 6.8 posits property rights that lead to
efficient water allocation and fair transfers in competitive water markets. The
concluding section discusses the policy implications of the analysis of the
river-sharing problem.

6.2 General framework

The river-sharing problem is represented by the following stylized model.
Agents are ranked according to their location along the river and numbered
from upstream to downstream: i < j means that i is upstream of j and j is
downstream of i. There are n agents. The set of agents is denoted by N =
{1, . . ., n}. Agent i’s benefit or production function from consuming a level xi

of water is bi (xi). Benefits are measured in monetary terms. The function bi is
strictly concave and differentiable for every xi and i ∈ N. It is increasing up to
a satiation level yi. Above this level, the agent infers a loss from over-
consumption. Indeed, above satiation, the cost of extraction and sanitation
exceeds the benefit from consumption; or, even worse, the agent suffers from
flooding. Marginal benefits are strictly decreasing and positive up to the
satiation level. Above that, they are strictly decreasing and negative. It is also
assumed that the marginal benefit at 0 (no water) is high enough to avoid
corner-type solutions (no water consumption by some agents) in the efficient
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water allocation program. This means that water is indispensable for a user,
as it is very costly (or deadly) to be deprived of water. Examples of such
benefit functions are quadratic forms such as

bi (xi) = ai xi − bi

x2
i

2

where yi =
ai

bi

, provided that the marginal benefit at zero ai is high enough

that everybody should be supplied with water. Our assumptions on the bene-
fit functions are broadly consistent with the production function for irrigated
crops, as represented, for example, by Griffin (2006: 19), except for the mar-
ginal benefit at 0.

The amount of water entering the river at the location of the most upstream
agent 1 is e1 > 0. In addition, several tributaries might enter the river after the
location of agent 1. Denote by ei ≥ 0 the amount of water flowing from
tributaries located between agents i − 1 and i for i = 2, . . ., n. The highest
total amount of water available at location i (without extraction upstream) is
thus Ei = e1 + e2 +  . . . + ei − 1 + ei > 0. A river-sharing problem is formally
defined by a set of agents N, a vector of (strictly concave and single-peaked)
benefit functions (b1, . . ., bn), and a vector of water inflows along the river
(e1, . . ., en).

6.3 Noncooperative extraction
Under noncooperative extraction, the river-sharing problem defines the fol-
lowing sequential game. Player 1 chooses how much to consume x1 under the
constraint that this level does not exceed the amount available e1. Then player
2 selects x2 from the remaining water e1 − x1 + e2, that is, the water left by the
upstream agent 1 added to the water flowing between 1 and 2. And so forth
until agent n. Of course, guided by selfishness, each player i maximizes its
benefit function bi when choosing xi subject to the constraint xi ≤ e1 − x1 +
. . . + ei − 1 − xi − 1 + ei.

In the subgame perfect equilibrium of this game, each player i extracts the
maximum between its satiation level yi and the amount of water available at
its location e1 − x1 +  . . . + ei − 1 − xi − 1 + ei. The remaining water is left in the
river to be consumed by the downstream agents.

The noncooperative equilibrium is in general inefficient in the sense that
the payoff of players can be increased with another allocation of water through
monetary compensations. In other words, there is often room for Pareto
improvement by allowing transfers between agents.

To understand that, consider simply a river shared by two agents (n = 2)
with no tributaries (e2 = 0). The upstream agent 1 consumes the minimum of
y1 and e1, enjoying a benefit b1 (min{e1,y1}). If e1 ≥ y1 then the downstream agent
2 gets nothing. If e1 > y1 and e1 − y1 < y2, agent 2 consumes e1 − y1 and enjoys
b2(e1 − y1). This case is represented in Figure 6.1.

Now reduce the upstream agent’s extraction by ε, as in Figure 6.1, to
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increase the downstream agent’s consumption by the same amount, thus
benefiting the latter. Because of the strict concavity of the benefit functions
(or because of diminishing marginal benefits), the increase in benefit to the
downstream agent is larger than the loss of benefit to the upstream agent.
Formally, for ε > 0 small enough b2(e1 − y1 + ε) − b2(e1 − y1) > b1(y1)
− b1(y1 − ε). In Figure 6.1, the vertical downward arrow is shorter than the
vertical upward arrow. Of course, the same argument applies if the upstream
agent consumes e1 so there is no water left downstream (and also for other
assumptions on the number of agents and water inflows). This change of
water allocation is Pareto improving if the upstream agent is somehow com-
pensated by the downstream agent for its loss of benefit. It therefore requires
some sort of transfer from agent 2 to agent 1. But which transfer?

With two agents, the problem is easy. Let us denote (x*1, x*2) the efficient
allocation of water (where x*i stands for the water consumed by agent i),
which, by definition, maximizes the sum of the two agent’s benefits, b1(x1) +
b2 (x2) subject to the resource constraint x1 + x2 ≤ e1. The two parties will
agree to change their water consumption to (x*1, x*2), provided that 2 pays a
transfer t to 1, if they are both better off doing so. The upstream agent 1
accepts if b1(x*1) + t ≥ b1(y1) while downstream agent 2 agrees if b2(x*2) −
t ≥ b2(e1 − y1). The transfer must therefore satisfy the two acceptability con-
straints b2(x*2) − b2(e1 − y1) ≥ t ≥ b1(y1) − b1(x*1). With more than two
agents, the transfers need to be acceptable not only to individual agents but
also to any group (or coalition) of agents. Otherwise, a group of agents is
better off refusing the agreement and signing its own agreement on the part
of the river it controls. Technically speaking, the transfer scheme defines a
distribution of welfare. To be acceptable, this distribution of welfare should

Figure 6.1 Example of inefficient noncooperative extraction with Pareto improving
reallocation of water.

116 Stefan Ambec and Lars Ehlers



be in the core of the cooperative game in the sense that no coalition of agents
is better off forming its own river-sharing agreement.

Furthermore, the transfer should be perceived as fair by riparian agents.
Indeed fairness is often invoked as the main principle for sharing life-essential
natural resources such as water. Several fair ways to share the benefit of river
water extraction will be considered.

This chapter focuses on transfer schemes that implement efficient alloca-
tions of water while being acceptable to n riparian agents (in ways to be
defined) for any n > 1 (for example more than two agents). It then discusses how
to implement them. First, the optimal allocation of water in the river-sharing
problem is analyzed.

6.4 Efficient extraction
To simplify the analysis without loss of generality, assume ei ≤ yi for every i.
Indeed, if ei > yi for one i, then since agent i will never choose to consume more
than yi, the next downstream agent i + 1 can rely on e′i + 1 = ei + 1 + ei − yi. So
the river-sharing problem can always be redefined with water supplies e′i = yi

and e′i + 1 = ei + 1 + ei − yi and so forth.
The efficient allocation of water is the allocation that maximizes the total

benefit from water extraction. Formally, it is the vector x = (x1, . . ., xn) that
maximizes the sum of all bi, that is, b1(x1) +  . . . + bn(xn). Such an allocation
should be feasible in the sense that what is extracted up to any location i
should not exceed what is available up to that point, that is, x1 +  . . .
+ xi ≤ Ei = e1 +  . . . + ei for i = 1, . . ., n.

The above feasibility conditions define n resource constraints. The solution
to this problem is formally described in Ambec and Sprumont 2002 and
Kilgour and Dinar 2001. An informal description is provided here.

Basically, the efficient allocation divides the set of agents N into K subsets
of consecutive agents N1 = {1, . . ., i}, N2 = {i + 1, . . ., j}, . . ., NK = {h + 1,
. . ., n}. In a given subset Nk, the allocation of water equalizes marginal
benefits among all members. Across subsets, the marginal benefits decrease.
Agents consuming their satiation level have marginal benefit 0 and they must
belong to NK. The intuition is as follows. Since the marginal benefits are
decreasing, the efficient way to share the total amount of water flowing down
the river En = e1 +  . . . + en is to equalize marginal benefits across agents
when possible. This marginal benefit is positive as soon as water becomes
scarce (that is, if not everybody can consume its satiated level yi) and is equal
to the shadow cost of the water.

In the special case of all water inflows coming from the source e1 (i.e.,
e2 = e3 =  . . . = en = 0 or e1 = En) and with the same benefit functions, the total
amount of water e1 is optimally shared equally among all users, each of them

getting 
e1

n
. But, in general, agents are heterogeneous. Then those with higher

marginal benefits (for example the more productive farmers) obtain more
than the others. Still, with only one source of water e1, the water is shared
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such that the marginal benefits of all agents in the river are equal to the
shadow cost of the unique resource constraint x1 +  . . . + xn = e1.

Now, if the water picks up volume along its course, there is more water
downstream than upstream. The total amount of water available at the
downstream end En is efficiently shared among riparian agents if marginal
benefits are equalized. The condition might not be feasible because of the
lack of water at some location along the river. At say location j, there might
not be enough water to achieve this goal. For instance, if agents are endowed

with identical benefits, it might not be possible to assign 
En

n
 to agent j and,

therefore, to those upstream of j. This means that water is more scarce at j
than downstream. Therefore the shadow value is higher. Then it is efficient to
make the agents upstream of j, including j, share the total inflow up to j
Ej = e1 +  . . . + ej, those downstream of j relying on the water flowing from
tributaries j + 1, . . ., n. This defines the subset NK in which agents’ marginal
benefits are equal. Again, efficiency prescribes that Ej is shared so as to equal-
ize marginal benefit among agents 1, . . ., j. But this might not be feasible at
say i < j, in which case marginal benefits are equalized among agents i and j
and all others in between. This defines the subset NK − 1. And so on until the
source of the river is reached.

To sum up, the efficient allocation defines the subset of consecutive agents
or portions of the river Nk in which the total water inflow is shared so as to
equalize marginal benefits among agents and to the shadow value of water.
This shadow value decreases strictly moving downstream from one portion
of river Nk to the next one Nk + 1.

For instance, suppose that n = 3, b1(x) = 20x − x2 = b3(x), and b2(x) =
8x − x2. The satiated consumption levels are y1 = y3 = 10 and y2 = 4. Suppose
first that (e1, e2, e3) = (9, 3, 6). Then efficiency is achieved when the total
amount of water e1 + e2 + e3 = 18 is divided such as to equalize marginal
benefits among agents. Formally, (x*1, x*2, x*3) satisfies 20 − 2x*1 = 8
− 2x*2 = 20 − 2x*3 and the binding resource constraint at the end of the river
x*1 + x*2 + x*3 = 18. This leads to x*1 = x*3 = 8 and x*2 = 2. The shadow cost of
the resource is then 4 at any location on the river. Now suppose that (e1, e2,
e3) = (6, 4, 8), that is, most water flow comes from a downstream tributary
and not the source, but still the total amount of water to be shared is
e1 + e2 + e3 = 18. Then agent 1 cannot consume 8 units of water so as to
equalize all marginal benefits. The resource constraint at that agent’s loca-
tion, formally x1 ≤ e1, is binding and therefore x*1 = e1 = 6. The next two
agents share the rest of the water flow e2 + e3 = 4 + 8 = 12 = x*2 + x*3 so as to
equalize marginal benefits, that is, 8 − 2x*2 = 20 − 2x*3, which leads to x*2 = 3
and x*3 = 9. Therefore the set of agents N is divided into two subsets N1 = {1}
and N2 = {2,3} whose agents share the water they control. The marginal
benefit of agent 1 in N1 is 8. This is the shadow value of water at its location,
and is higher than the marginal benefits of agents 2 and 3 in N2, or the
shadow value of water downstream, which is 2.
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6.5 Cooperation

The efficient allocation of water x* = (x*1, . . ., x*n ) described above generally
requires that upstream users refrain from extracting water from the river. If
nobody (for example a regulator) can oblige them to act thus, they will accept
only if they receive (monetary) compensation, which should at least cover the
loss from consuming less water than available. But, since such compensation
would be financed by downstream agents, it should not exceed the gain in
benefit of the downstream agents. In the two-agent example in Figure 6.1, the
upstream agent would accept a reduction in consumption of ε if compensated
by at least the amount represented by the vertical downward arrow. On the
other hand, the maximum compensation of the upstream agent acceptable to
the downstream agent is represented by the vertical upward arrow. With more
than two agents, the arguments should apply not only to individuals, but also
to groups. Any group of agents should be compensated at least for the total
of the amounts that the agents could obtain if operating individually. These
acceptability conditions of transfers, which implement the efficient allocation
x*, are based on the notion of the core in cooperative game theory. They
require defining formally what a group of agents can achieve by itself in the
river-sharing problem—the value or characteristic function, in the jargon of
cooperative game theory.

Consider a group of agents or coalition S. The total benefit or welfare that
a coalition can achieve alone is called the “value” of that coalition. In the
river-sharing problem, it is the total benefit of the best way to share the water
the coalition can rely on. In other words, it is the group’s benefit from the
efficient allocation of water available. Yet what is available to a coalition still
has to be defined. A coalition can, of course, rely on the flow from tributaries
they control, or ei for every i ∈ S. But they might also receive inflow of water
from outside the coalition. The amount of external water flow depends on how
the agents outside the coalition behave, in particular whether they cooperate
(by forming a coalition) or not (by playing noncooperatively). To understand
that, consider a river shared by three agents. Consider the middle agent 2,
located between 1 and 3. How much water can 2 expect to rely on at its loca-
tion? It will depend on whether the other two agents 1 and 3 cooperate or not.
If they do not, 1 consumes the maximum of the water inflows e1 in the river at
its location, with a satiation consumption y1. This maximum is equal to e1

(recall that by assumption ei ≤ yi for every i). Thus the amount of water avail-
able at 2’s location is just the inflow from the tributary it controls e2. The
maximal benefit that 2 achieves is therefore b2(e2) when agents 1 and 3 act
noncooperatively, that is, when they belong to different coalitions. Now, if 1
and 3 group together, then it might be in their interest to pass some water
from 1 to 3 through 2 (even if 2 consumes part of this water flow). This is
particularly likely if there are no tributaries between 2 and 3 (e3 = 0), when the
most downstream agent 3 can rely on is water left in the river by upstream
agents 1 and 2. Agent 3 thus consumes 0 if agent 1 does not leave any water
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running down the river (which is very costly or deadly). But if agent 1 leaves a
sufficient amount of water, at least more than y2 − e2, then even if 2 consumes
up to its satiation level y2 (which it would do), 3 enjoys a positive consump-
tion level of water. The marginal benefit of these first units of water being
high, 3 might overcome the loss of benefit by 1 even if there is some water lost
to agent 2. Therefore, passing some water between 1 and 3 sometimes
increases the total benefit of {1,3} even if it is at the cost of supplying 2,
an outsider of {1,3}. Then 2 consumes its satiation level y2 and obtains its
highest benefit b2(y2), while the coalition {1,3} loses y2 − e2 from e1 in this
transfer.

The above argument can easily be illustrated with the example introduced
in section 6.4. Suppose n = 3, b1(x) = 20x − x2 = b3(x), b2(x) = 8x − x2 and
(e1,e2,e3) = (9,3,6). Consider agent 2. How much water can it expect to rely on
at its location? What benefit can it achieve on its own? If agents 1 and 3 do
not cooperate, then agent 1 consumes e1 = 9 units of water flow coming from
the source and, therefore, agent 2 relies only on e2 = 3 units, enjoying a benefit
of b2(e2) = b2(3) = 15. If agents 1 and 3 do cooperate, in other words if 1 and
3 are in the same coalition, then agent 1 might supply agent 3 with some of its
9 units of water. In this case, agent 2 would extract the water flowing down at
its location up to its satiated level y2 = 4. Since e2 = 3, it would consume up to
1 unit of the water transferred by agent 1 to agent 3. To reach agent 3, the
water flow left by agent 1 should therefore exceed 1 unit. By transferring
water downstream, the coalition {1,3} loses y2 − e2 = 1 unit of water and,
therefore, can rely on e1 + e3 − 1 = 9 + 6 − 1 = 14 units of water. Since they
have the same benefit function, the efficient way to share these 14 units is to
divide the amount equally x1 = x3 = 7 (which is feasible because 7 ≤ e1).
In doing so, the coalition {1,3} enjoys a benefit of b1(7) + b3(7) = 196, which
is higher than its benefit without transferring water, which is
b1(e1) + b3(e3) = b1(9) + b3(6) = 99 + 84 = 183 < 196. Therefore, despite the
loss of 1 unit of water, if agents 1 and 3 cooperate, agent 1 leaves 3 units of
water flowing down the river but only 2 units reach agent 3. Agent 2 con-
sumes its satiated level y2 = 4, enjoying a benefit of b2(4) = 16, which is
strictly more than the 15 units it gets if 1 and 3 do not cooperate.

As shown above, the maximal benefit or value of a coalition S depends on
the coalition structure of the other agents N\S.3 At one extreme, all members
outside S can act cooperatively by forming a single coalition N\S. Similarly,
as above, they might pass some water through some agents that belong to S.
At the other extreme, all members outside S form singletons. They act non-
cooperatively and thus pass no water through subsets of S. Between those
two extremes, one can think of other more or less coarse coalition structures
or partitions of N\S. In general, a partition of N defines a sequential game in
which agents cooperate within coalitions but not between coalitions. Broadly
speaking, such a game is similar to that described in the noncooperative
extraction section (6.3) except that the players are consecutive subcoali-
tions.4,5 Moreover, those who belong to the same coalition cooperate while
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the others do not. This game is formally described and analyzed in Ambec
and Ehlers 2006.

As suggested by the above example and proved in Ambec and Ehlers
2006, the value of a coalition is higher if outside members cooperate than if
they do not. The basic idea is that if people outside S cooperate, they might
pass some water through members of S, while they are unlikely to do so if they
act noncooperatively. When computing how much welfare they can achieve
by their own, the members of a coalition must have expectations about how
the others will behave. They might thus expect to get some water from outside
the part of the river they control. The pessimistic view is that outsiders do not
cooperate at all. They form singletons in the partition of the sequential game.
They thus never leave any water from their inflows to downstream agents,
including members of S (recall that we have normalized to ei ≤ yi but they
might leave what exceeds their peak consumption yi if the amount of water
coming from the upstream agents is sufficiently large). Call the value function
the “cooperative value” when members outside cooperate, and the “nonco-
operative value” when they do not cooperate.6

Going back to the problem of searching for acceptable contributions and
compensations, denote by t = (t1, . . ., tn) the allocation of “money” or transfer
scheme, where ti denotes the compensation assigned to agent i (which is nega-
tive in the case of a contribution). The allocation should be budget balanced:
it must sum up to 0 or less. The transfer scheme t and the water allocation x*
yield a payoff or utility bi (x*i ) + ti to any agent i for every i ∈ N. A transfer
scheme defines a distribution of the maximal total welfare. The transfer
scheme t or the allocation (x*,t) is acceptable in the sense of the core if every
group of agents S obtains at least what it can achieve on its own, that is, its
value. Formally, the sum of the payoffs bi (x*i ) + ti of the agents belonging to S
is at least v(S) for any S�N. The core defines the lower bounds on agents’
payoffs or, equivalently, on transfers ti (given the optimal allocation of water
x*). They depend on the value function v under consideration. The coopera-
tive (or noncooperative) core lower bounds are the ones defined using the
cooperative (or noncooperative) values of coalitions.

Since the cooperative value characteristic function is greater than or equal
to the noncooperative function, the noncooperative lower bounds are easier
to satisfy. Ambec and Ehlers (2006) show that, in any river-sharing problem,
the transfer scheme that assigns to every agent its marginal contribution to its
predecessors satisfies the noncooperative core lower bounds, yielding a so-
called downstream incremental distribution. Formally, denoting Pi = {1, . . .,
i} the set of predecessors of i (including i) and P˚i = {1, . . ., i − 1} the set of
strict predecessors of i, the downstream incremental distribution assigns to
any agent i the payoff bi (x*i ) + ti = v (Pi) − v (Pi̊). It thus prescribes a transfer
scheme t d with t d

i = − bi (x*i ) + v (Pi) − v (Pi̊) for every i ∈ N. Furthermore,
other transfer schemes might also satisfy the noncooperative core lower
bounds. In the particular case where benefit functions are always increasing
(so yi goes to infinity), Ambec and Sprumont (2000) show that then the
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cooperative game is convex. This implies that the noncooperative core lower
bounds might be satisfied by many transfer schemes, including the one that
assigns to any agent its marginal contribution to the coalition composed of
its followers v (Fi) − v (F ˚i), where Fi = {i, . . ., n} and F ˚i = {i + 1, . . ., n},
namely the upstream incremental distribution; and also including the well-
known Shapley value, which is the barycenter of the core in convex games.

The cooperative core lower bounds are less easy to satisfy. If the river is
shared among two or three agents, then there is always a distribution satisfy-
ing them. With four agents or more, the cooperative core lower bounds might
not be satisfied in some river-sharing problems. Ambec and Ehlers (2006)
provide an example in which this is indeed the case with four agents. The logic
is the following. If one of the two middle agents 2 and 3 is alone, it obtains its
satiation benefit bi (yi) because the remaining agents pass some water through
its location. As a consequence, agent 2’s and 3’s payoff should be higher than
v ({2}) = b2 (y2) and v({3}) = b3(y 3), respectively. Moreover, each of the
agents at the extremes of the river, 1 and 4, should get at least their stand-
alone benefits, v ({1}) = b1(e1) and v ({4}) = b4(e4), respectively. However, the
total benefit of the efficient water allocation b1(x*1 ) + b2 (x*2 ) + b3(x*3) +
b4(x*4) = v ({1,2,3,4}) is strictly lower than b1(e1) + b2(y2 ) + b3(y3) + b4(e4).
Therefore, here it is impossible to distribute the benefit from x* while giving
every agent more than its stand-alone cooperative core lower bound v ({i}).7

To sum up, the set of transfers that are acceptable in the sense of the core
(in that the members of any group obtain at least what they would get on
their own) depends on the cooperative behavior of members outside the
group. If they cooperate then this set might be empty, meaning that no
(budget-balanced) transfer is acceptable. As a consequence, the agents might
fail to implement the efficient allocation of water x*. If they do not cooper-
ate, then existence is guaranteed, and the set of transfers might be quite large.
The next section reviews some fairness principles that may be used to select
transfer schemes in this set.

6.6 Equity

While efficiency is defined by the application of the Pareto principle, there are
many ways to define fairness or equity, depending on how people determine
judgments that can be translated formally into axioms. The section starts by
defining three axioms inspired by different judgments on what is fair. It then
posits transfer schemes that satisfy the defined axioms while implementing
the efficient allocation of water x*. Yet some fairness axioms or criteria might
not be compatible, thereby implying that no transfers satisfy all of them. The
first two axioms, equal sharing individual rationality and envy-free, are
standard in fair division problems. The third, the aspiration upper bounds, is
a solidarity axiom that particularly suits the river-sharing problem.

Note that the noncooperative core (or the noncooperative core lower
bounds) can be seen as a fairness principle by itself. Without well-defined
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property rights for water, an agent or group of agents may claim property
rights on the water it controls. For instance, in international river disputes,
the principle of absolute territorial sovereignty grants to a country the right
to water originating in its territory. It is then fair that the agent or group of
agents obtains at least the benefit from consuming the water that it claims to
own (Ambec and Sprumont 2002).

The first fairness principle is equal sharing individual rationality. It is based
on the oldest axiom of the literature, on fair division, often taken as the defini-
tion of fairness (Steinhaus 1948; Moulin 1991). It stipulates that any agent
should get at least the benefit of an equal division of the resources. Like the
core lower bounds, it thus defines a lower bound on agents’ payoffs.

The equal sharing individual rationality axiom can be easily adapted to the
river-sharing problem when all water originates from one source, that is, if
0 = e2 = e3 =  . . . = en and, therefore, e1 = En, for instance when agents are
farmers located along a canal devoted to irrigation and linked to a single
water pool. In this case, an equal sharing of water means that everybody is

entitled to claim at least 
e1

n
. In term of benefits or payoffs, it means that every

agent i ∈ N should obtain at least bi �min �e1

n
, y1�� , assuming free disposal.

The transfer scheme t is thus equal sharing individual rational if:

bi (x *
i ) + ti ≥ bi �min�e1

n
, y1�� for every agent i ∈N. (6.1)

With more than one tributary, one way to adapt the axiom is to assume
that any agent i can claim an equal share of all tributaries located upstream
(including ei ). Formally, agent i has the right to a consumption level

Ci =
e1

n
+

e2

n − 1
+ . . . +

e1

n + 1 − i
. The transfer scheme t is equal sharing

individual rational if bi (x*i) + ti ≥ bi (min {Ci, yi}) for every agent i ∈N.
A second fairness principle also central to the axiomatic theory of jus-

tice is no envy (or envy-freeness), also called superfairness (Baumol 1986).
According to the standard definition, an agent does not envy another agent if
its payoff is higher with its assigned consumption bundle (here water and
money) than it would be with the other agent’s bundle. An allocation satisfies
no envy if no agent envies the bundle assigned to another agent (Varian
1974).

The no envy principle can easily be defined in the river-sharing problem
when, again, all water inflow comes from one point, that is, 0 = e2 = e3 =  . . .
= en. In this case, all agents can claim to consume the water level assigned

elsewhere in the river to another agent. Under free disposal, an allocation
(x*,t) satisfies no envy (or is superfair) if
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bi (x*
i) + ti ≥ bi �min{x*

j, yi} � + tj for every i,j εN. (6.2)

Similarly, a transfer scheme t implements x* without envy if condition (6.2) is
satisfied.

With tributaries (eh > 0 for h > 1), the problem is that an agent located
upstream might not be able to consume the level of water assigned to a
downstream agent it envies because of lack of water at its location. One way
to deal with this problem is to restrain envy-freeness to feasible water alloca-
tions; or, more precisely, to consider the feasible level of water the closest to
the one the agents might envy. Formally, to consider Ei = e1 +  . . . + ei as the
alternative allocation for i if the bundle (xj,tj ) it might envy is such that
xj < Ei. So, in the general case, an allocation (x*, t) satisfies feasible no envy
(or a transfer scheme t implements x* without feasible envy) if

bi (x*i) + ti ≥ bi �min�x*j, yi, Ei�� + tj for every i,j ∈N. (6.3)

Obviously if condition (6.2) holds, then so does condition (6.3). Therefore,
if an allocation (or a transfer scheme) satisfies no envy according to the
original definition, it also satisfies feasible no envy.8

Concerning the two above fairness axioms, Ambec (2006) provides a general
result in the case of only one source e1, assuming that the benefit functions
are single crossing. Denote λ the shadow value of water with the efficient
allocation, which is also the marginal benefit of agents at x*:

∂bi (x*i)

∂x
= λ for every i ∈N. (6.4)

The transfers t e
i = λ �e1

n
− x*i� for i = 1, . . ., n implement the efficient alloca-

tion of water x* while satisfying both equal sharing individual rationality and
no envy. Furthermore, when the number of agents is large and agents are
sufficiently heterogeneous, these transfers are unique.

One way to achieve the transfer scheme t e is to price water or tax extraction
at λ and to distribute the money collected equally. Then every agent i will
extract water up to an equalized marginal benefit λ, thus selecting x*i. The
total amount of money collected is thus λ(x*1 + . . . + x*n ) = λe1, where the
last equality arises from the binding resource constraint. Each agent obtains

a share 
λe1

n
 of the money collected λe1. Therefore, each agent i obtains in the

end bi (x*i ) − λx*i + λ
e1

n
= bi (x*i ) + t e

i. It will be clear later that another way to

allocate money as in t e is to define property rights for water in a competitive
water market.

Although the result in Ambec 2006 relies on the one water source case, it
can be adapted to the general river-sharing problem as follows. Consider the
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subsets N1, . . ., NK of N defined by the efficient allocation of water (see
section 6.4). Denote λk the shadow value of water in the subset k for k = 1,
. . ., K. It is equal to the marginal benefit of agents in Nk and decreases strictly
moving downstream from Nk to Nk + 1. Denote also E(Nk ) = ei +  . . . + ej for
any Nk = {i, . . ., j} for k = 1, . . ., K the total flow of water controlled by
members of Nk. Notice that efficiency requires that the agents in Nk share
E(Nk ) for k = 1, . . ., K. Thus in a river-sharing problem with one source

E(Nk ) shared by the agents in Nk, following Ambec (2006), t*i = λ �E(Nk)

|Nk |
− x*i�

for every i ∈ Nk (where | Nk | denotes the number of agents in Nk) satisfies equal
sharing individual rationality and no envy in the subset Nk for k = 1, . . ., K.
Since the no envy conditions are more stringent than the feasible no envy
ones, t f = (t f

l, . . ., t f
n ) defined above satisfies equal sharing (of E (Nk )) indi-

vidual rationality and feasible no envy among agents in Nk for k = 1, . . ., K.
The third fairness principle is a solidarity axiom. It relies on the idea that,

since water is scarce, everybody should make an effort. It starts by consider-
ing the welfare that an agent could achieve if it were alone on the river. In the
absence of others, an agent i could consume up to the full water stream
originating from upstream of its location Ei = e1 +  . . . + ei. Call the benefit from
consuming up to Ei the agent’s aspiration welfare. Formally, i’s aspiration
welfare is bi (min{Ei,yi}). Of course, it is not possible to assign to every agent
its aspiration welfare because the sum of the individuals’ aspiration welfares

exceeds the total welfare, that is, �
i ∈ N

 bi (min{Ei, yi}) > �
i ∈ N

 bi (X
*1). Therefore,

by solidarity, no agent should end up with a welfare or payoff higher than its
aspiration welfare, that is, bi(x*i) + ti ≤ bi (min{Ei, yi}) for every i ∈ N. In
Moulin’s (1991) terms, since the river-sharing problem exhibits negative
group externalities, it is natural to ask that everyone takes up a share of these
externalities. In addition, as argued in Ambec and Sprumont 2002, the
aspiration uppers bounds can be seen as an interpretation of the unlimited
territorial integrity principle often invoked in international river conflicts (see
Godona 1985; Sadoff et al. 2003).

The above argument applies not only for individuals but also for coalitions.
The aspiration welfare of a coalition S � N is the highest welfare it could
achieve in the absence of N\S. It is denoted by w(S) and formally defined in
Ambec and Sprumont 2002. The aspiration welfare of a coalition S is the
total benefit achieved by the members of coalition S if they share efficiently
the full stream of water in the river. A transfer scheme that implements x*
satisfies the aspiration welfare upper bounds if any coalition welfare is lower
that its aspiration welfare, formally,

�
i ∈ S

bi (x*i) + ti ≤ w (S ) for every S � N. (6.5)
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Ambec and Ehlers (2006) show that the unique transfer scheme that satis-
fies both the noncooperative core lower bounds and the aspiration welfare
upper bounds is t d: the one that implements the downstream incremental
distribution. It yields to every agent i its marginal contribution to its pre-
decessors, that is, bi(x*i) + t d

i = v(Pi) − v(P˚i) for every i ∈N. The next section
addresses the issue of implementing the downstream welfare distribution
with negotiation rules.

6.7 Implementation with negotiation rules

In practice, agents often negotiate to decide how much water each of them is
entitled to consume. They may also bargain over compensation, as in the case
of the Columbia River (Barrett 1994) or the Syr Darya River (Abbink et al.
2005).9

To coordinate international river management, countries often join institu-
tions or sign treaties with specific negotiation rules. For instance, the “principe
d’approbation des Etats” (principle of approval by the States) included in the
treaty founding the Organisation pour la Mise en Valeur du Fleuve Sénégal
(OMVS), an international institution that manages the Senegal River, forbids
any member from changing the water flow without the consent of all others.
Another example of negotiation rules is the process leading to interstate river
(or water) compacts to solve interstate river conflicts in the United States.
These agreements are subject to congressional consent. In the case of dis-
agreement, an allocation can be forced by the US Supreme Court (Bennett and
Howe 1998; Bennett et al. 2000). International treaties or negotiation rules
sometimes come close to explicit game forms. This section describes a game,
proposed in Ambec and Sprumont 2000, that implements the downstream
incremental distribution as a subgame perfect equilibrium of this game.10

The game gives priority lexicographically to the most downstream user n,
n − 1, . . ., 2, 1. At the first stage, agent n proposes an allocation of water and
money (x,t) to the other agents in the river. Of course (x,t) should be feasible:
x must satisfy the resource constraints at every location in the river and t
must be budget balanced. If all accept, the allocation is enforced. If at
least one refuses, agent n leaves the negotiation table, obtaining the bundle
(xn,tn) = (en,0). Then the next upstream agent n − 1 proposes a (feasible) allo-
cation of water (x1, . . ., xn − 1) and money (t1, . . ., tn − 1) for the river-sharing
problem upstream. It is enforced if unanimously accepted. Otherwise, agent
n − 1 gets (en − 1,0) and leaves the negotiation table. And the game proceeds this
way until the last stage (if reached), in which agent 2 proposes a feasible water
allocation (x1,x2) and budget-balanced transfer scheme (t1,t2) to 1, who
accepts or refuses. It is enforced if 1 agrees. Otherwise, 2 gets (e2,0) and 1 gets
(e1,0). Straightforward backward induction shows that every subgame perfect
equilibrium of this game implements the efficient allocation x* and the trans-
fer scheme t d that yields the incremental welfare distribution.

126 Stefan Ambec and Lars Ehlers



6.8 Decentralization in water markets

For centuries markets for water have existed worldwide in irrigation com-
munities (see Ostrom 1990 for case studies). Application of a market sys-
tem is often recommended by economists to achieve efficiency because the
inefficiency of free-access extraction arises from the lack of well-defined
property rights for water. It thus seems natural to define property rights,
leading to an efficient allocation of water on the premise that traders are price
takers. But which rights? How should water be divided? Obviously, the assign-
ment of property rights affects the payoffs of agents in the market through an
allocation of money, leading to a transfer scheme in the river-sharing prob-
lem. As for transfers, an allocation of property rights is acceptable by agents
if it is perceived as fair.

In the case of a one-source river (e2 =  . . . = en = 0), it is easy to show that
equal division (of the water e1) leads to the equal sharing individual rational
and envy-free transfer scheme te. At the (competitive) market equilibrium, the
agent’s marginal benefits are all equal to the equilibrium price, which is then
the shadow value of water λ. This equilibrium therefore implements x*. At

this price, any agent i buys or sells the difference between its endowment 
e1

n

and its efficient water consumption x*i. Agent i thus obtains λ �e1

n
− x*i� = te

i.

More generally, in any river-sharing problem, equally dividing the water
controlled by the agents in the subsets Nk of N (described in section 6.4) for
k = 1, . ., K leads to a transfer scheme that satisfies no envy and equal sharing
individual rationality among the members of Nk for k = 1, . . ., K.

Notice that, in the one-source river-sharing problem, equally splitting water
might violate aspiration welfare upper bounds. Indeed, Ambec (2006) shows
that the three fairness axioms outlined in section 6.6 might not be compatible,
and posits a transfer scheme that implements x* while satisfying no envy, the
aspiration welfare upper bounds, and the weaker requirement of individual
rationality (agents’ payoffs are nonnegative) in a one-source river-sharing
problem. The scheme can be implemented by pricing water or taxing extrac-
tion at λ but without redistributing the money collected.

6.9 Conclusion and policy implications

This synthetic review of the river-sharing problem is now concluded by pro-
posing some insights for public policies.

First, the analysis of the cooperative game helps to assess the potential
gains from cooperation in the management of international or interstate
rivers. There is no doubt that some form of transfer from downstream coun-
tries to upstream ones is needed to achieve efficiency. Such a transfer may
take several forms, including of course direct monetary compensation,
through a water market or fiscal transfers among states in a federal State, or
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compensatory payments through international treaties. But it could also take
the form of a sharing rule of joint costs and benefits of utilities such as dams,
canals, or hydropower plants, as for the Columbia River (Barrett 1994) and
the Senegal River. Water can also be traded in exchange for other commod-
ities, for example fuel supply on the Syr Darya River (Abbink et al. 2005)
or electricity supply on the Mekong River between Thailand and the Lao
People’s Democratic Republic.

The likelihood of reaching an international river-sharing agreement
depends on the country’s expectations about the status quo in the case of
disagreement. If a country expects that the others will cooperate by reaching
an agreement among them, it might be tempted to free ride on the agreement.
Otherwise, an agreement is feasible. Nevertheless, for rivers shared by two
or three countries, which is the case for many of them, an agreement is
possible for any expectations. With more than three countries, it might not be
manageable. These results might therefore provide some support for partial
agreements with only the few main countries (for example Thailand and the
Lao People’s Democratic Republic on the Mekong).

To illustrate the main argument of the chapter, let us consider as an
example the section of the Nile River shared by Egypt, Sudan, and Ethiopia.
The largest consumer, Egypt, is located downstream, whereas most of the
flow (80 percent) originates from the most upstream country, Ethiopia. Egypt
might be tempted to deal with Ethiopia to secure the water inflow exiting
Ethiopian territory in exchange for some compensation. But then Sudan can
free ride on the deal by extracting this increased supply of water entering its
own territory without paying its cost (in the form of a compensation to
Ethiopia). An inclusive agreement among the three countries must take into
account this temptation to free ride by Sudan. With three countries or less, it
is always possible to find such an inclusive agreement. But if one more coun-
try, for example Uganda, is included, no agreement might be acceptable by
all. In this case, a partial agreement, for example between Egypt, Sudan, and
Ethiopia, might be recommended.

Second, there are at least three reasons to expect or recommend the imple-
mentation of the downstream incremental distribution (or the transfer
scheme t d ) in international river agreements: (a) it assigns to every coalition
of sovereign countries at least its noncooperative value (that is, the welfare
that this coalition can achieve on its own); (b) it is a compromise between two
conflicting fairness principles invoked during international river disputes,
the absolute territorial sovereignty and the unlimited territorial integrity; and
(c) it is the outcome of a game defined by simple negotiation rules. Basically,
those rules assign more negotiation power to downstream countries than
to upstream countries. If they adhere to the absolute territorial sovereignty
and unlimited territorial integrity principles, countries might include these
negotiation rules in international river-sharing agreements.

In practice, river-sharing treaties include international negotiation rules.
For instance, the Indus Water Treaty establishes that a permanent Indus
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Commission is required to meet regularly to discuss potential disputes and to
plan cooperative arrangements for the development of the basin. In the case
of disagreement, the matter may be taken up by intergovernmental negoti-
ations or, failing these, arbitration (Barrett 1994). In the United States, states
must follow specific negotiation procedures to sign an interstate river water
compact. The disagreement outcome is a solution imposed by the federal
government (Bennett and Howe 1998).

Third, the axiomatic analysis of equitable transfer schemes might shed
light on how to divide water among farmers producing irrigated crops. The
analysis deals with heterogeneous farmers (differing land size, crops) sharing
the same pool of water. The only way to sustain no envy and equal sharing
individual rationality is to split this pool equally, provided that the water
market is competitive and production functions satisfy some regularity
property. If not, or if farmers are reluctant to market, one way to implement
an efficient allocation of water complying with no envy and equal sharing
individual rationality is to price or tax water at its shadow cost (which
nevertheless has to be estimated) and to redistribute equally the money
collected.

Notes
1. Complementary to this approach is that of Tsur and Dinar (1995), who examine

the equity properties of real-world pricing methods for irrigation water.
2. For a model of hydropower production with several agents, see Ambec and

Doucet 2002.
3. The notation N\S refers to the set of agents in N outside S.
4. A coalition is connected or consecutive if for all i,j ∈ S and all k ∈ N, i < k < j

implies k ∈ S.
5. The analysis of noncooperative games between coalitions goes back to Aumann

and Dreze (1974) and leads to the literature on stable coalition structures (for
example Bloch 1996; Ray and Vohra 1997).

6. This feature is common to cooperative games with externalities, such as the inter-
national pollution reduction game (Tulkens 1997).

7. For extensions of the Shapley value for a cooperative game with externalities, see
Maskin 2003 and Macho-Stadler et al., forthcoming.

8. Sadoff et al. (2003) also mention no envy or superfairness as a fairness principle
that can be applied to the river-sharing problem.

9. See Carraro et al. 2005 for a review of negotiation on water issues.
10. See Moore 1992 for an introduction to the theory of implementation through

game forms in complete information environments.
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7 Negotiating over the allocation
of water resources
The strategic importance of
bargaining structure

Rachael E. Goodhue, Gordon C.
Rausser, Leo K. Simon, and
Sophie Thoyer

Stakeholder negotiation is an increasingly important policymaking tool.
However, relatively little is understood about the relationship between the
structure of the negotiating process and the effectiveness with which partici-
pating stakeholders can pursue their individual interests. In this chapter, the
Rausser–Simon bargaining model is applied to a specific negotiation regard-
ing the use of a water resource in order to illustrate the effects that decisions
regarding negotiation structure have on the ultimate outcome of the bargain-
ing process. The results highlight a number of aspects of the relationship
between negotiation structure and bargaining power.

7.1 Introduction

Stakeholder participation is an increasingly important component of effect-
ive policymaking in a number of areas, including water policy. Negotiations
that include stakeholder groups, as well as government representatives, have
resolved thorny water allocation and quality issues. However, the inclusion of
stakeholders does not guarantee a successful outcome. Designing policies
that meet environmental and economic objectives and satisfy stakeholders’
political requirements is a challenging undertaking. Policymakers have an
important opportunity to enhance the likelihood that a negotiation is suc-
cessful when designing the structure of the negotiation process. Unfortunately,
relatively little is understood about the relationship between the structure
of the negotiating process and the effectiveness with which participating
stakeholders can pursue their individual interests.

This chapter analyzes how the “rules of the game” affect the outcome of a
negotiation, and derives lessons for the design of stakeholder negotiation pro-
cesses. To do so, the Rausser–Simon multilateral bargaining model (Rausser
and Simon 1999) is applied to a specific negotiation process over water alloca-
tion in the basin of the Adour River in southwestern France. The objective
of this negotiation was to relax the water supply constraints facing users by
constructing one or more dams. While the government would fund dam



construction costs, users were supposed to determine the number of dams
built, and who would be responsible for funding the cost of ongoing oper-
ations. The Adour negotiation process is an interesting case to examine,
because the negotiations ultimately deadlocked. By identifying some nego-
tiation structure decisions made by the French government, the present
study may contribute to an understanding of why the negotiations were
unsuccessful.

The analysis provides insights for policymakers seeking to design stake-
holder negotiation processes elsewhere by examining the consequences of
design choices that influence the ultimate outcome of the negotiation, and
its stability. It demonstrates that the structure of the negotiation, which is
under the control of the policymaker, interacts with the preferences of the
participants to determine an outcome. The analysis focuses on two specific
negotiation design choices that are under the control of the policymaker
initiating the negotiation process: first, the assignment of access to the
negotiation process for specific interest groups; and second, the extent to
which a group of individual stakeholders, whose interests are relatively simi-
lar compared to the overall set of stakeholder interests, can be represented
at the bargaining table by a single negotiator. For the second design choice,
an evaluation is made of how the outcome is affected by the definition of
the “issue space” over which the interest groups negotiate. Fundamentally,
both these design choices relate to the task of delineating the set of stake-
holders for a specific negotiation. When these stakeholders are broadly
defined (“the environment”, “agriculture”), specific organized groups, often
with more selective interests, must be assigned to represent these broader
interests. The results highlight the effects of these design choices on bargain-
ing outcomes for relatively similar stakeholder groups. The focus is on rela-
tively similar stakeholder groups because these groups may be represented
collectively by a single negotiating stakeholder when the structure of the
negotiation process is defined, or else entitled to represent their own interests
individually.

The following specific results were obtained. First, a stakeholder may obtain
a better bargaining outcome when that stakeholder’s access is reduced, pro-
vided that the redistribution increases the access of another stakeholder with
similar interests but with a more favorable strategic location. Second, the
interests of the coalition as a whole will usually, but not always, be advanced
if the access allocated to its members is reassigned to a spokesperson repre-
senting their common interests. However, some coalition members may be
adversely affected. The definition of the issue space affects how much the
coalition’s welfare improves. When the issue space allows greater room for
coalition members to make bargaining proposals that further their own indi-
vidual interests at the expense of the interests of other coalition members, the
benefit from the spokesperson is greater.

This analysis contributes to the economic literature applying bargaining
theory to negotiations regarding water allocation and water quality. This
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literature can be divided into three categories: negotiation support systems,
applications of cooperative bargaining theory, and applications of noncoop-
erative bargaining and game theory. Because of space considerations, this
review is extremely brief. For a more thorough discussion, see Simon et al.
2007.

Carraro et al. (2005) survey the literature regarding negotiation support
systems, a relatively new field of research, as well as the literature regarding
water management applications of negotiation theory. Negotiation support
systems are designed to facilitate specific negotiation processes by optimizing
over multiple objectives and issues, given the system’s physical constraints.
In some cases, such as in Barreteau et al. 2003, the outcomes of scenarios
generated by the negotiation support systems are presented to stakeholders in
the negotiations. Based on their reactions, a new set of simulations is gener-
ated and analyzed. In this approach, the support system is used iteratively,
and its outcomes more closely reflect stakeholder preferences over successive
rounds. Another approach is explicitly interactive, as in Thiesse et al. 1998.
Under this approach, the system begins with information regarding stake-
holders’ preferences, rather than collecting it over time. The model is used to
generate alternatives based on preferences and the system’s physical con-
straints. In this case, the model is intended to introduce mutually beneficial
outcomes to negotiators early in the negotiation process.

Dinar et al. (2008) describe a recent example of the application of coopera-
tive game theory to water negotiations. They compare the cooperative
approach to a negotiated approach utilizing a negotiation support system for
the case of water allocation in the Kat basin in South Africa. They find that
the theoretical results of the cooperative game theory model are similar to
those obtained utilizing a negotiation support system, which suggests that
there may be complementary roles for the two approaches. Parrachino et al.
(2006) and Dinar et al. (1992) provide extensive reviews of analyses that use
cooperative game theory to analyze water negotiations.

While cooperative game theory assumes that players maximize their joint
welfare, noncooperative game theory assumes that each player maximizes its
own welfare, subject to the other players receiving sufficient utility to partici-
pate in the negotiation process. Noncooperative game theory has been used
to model negotiations over water resources in other contexts. Adams et al.
(1996) utilize the Rausser–Simon multilateral bargaining model to examine
the three-way negotiations over water allocation and quality conducted in
California in the early 1990s. Frisvold and Emerick (2008) model water trans-
fers in the United States–Mexico border region as bargaining games. They
find that the use of contingency contracts will increase water trades, and that
increasing the efficiency of water use may reduce, rather than increase, water
trades. Noncooperative models of water allocation negotiations also identify
a role for negotiation support systems: an interactive model of the negoti-
ation problem may aid in identifying mutually beneficial solutions to complex
problems that may not be immediately obvious to self-interested players.
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Such systems may also aid in clearly defining player preferences, which may
increase the chance of reaching a negotiated solution that is satisfactory to all
participants.

The Adour negotiation process is modeled here as a noncooperative bar-
gaining problem for two reasons. First, the diversity of stakeholder prefer-
ences and the large number of stakeholder groups suggest that it is more
plausible for each group to seek to maximize its own welfare, rather than the
joint welfare of all groups. Second, the specification of the bargaining problem
imposed by the French government does not provide any obvious incentives
for joint welfare maximization. While stakeholders other than water users
were included in the negotiations over the number and size of dams, only
water users, in this case farmers, were required to pay operation costs, even
though other stakeholders stood to benefit from the construction of larger,
and hence more expensive, dams.

The remainder of the chapter is structured as follows. Section 7.2 introduces
the Adour negotiation process. Section 7.3 introduces the modeling frame-
work. Section 7.4 describes how the modeling framework is implemented in
the context of the case study, and section 7.5 presents the results. The study
concludes in section 7.6 with an application of the results to other negoti-
ations over water resources and an extensive discussion of the implications of
these findings for policymakers designing other stakeholder negotiations.

7.2 Adour River negotiations

The analysis in this chapter is based on a specific negotiation process regard-
ing water allocation, water storage capacity, and water prices for users in the
Adour catchment area in southwestern France. This example provides an
excellent case study for analysis using the Rausser–Simon multilateral bar-
gaining model, because a substantial amount of information about the con-
text of the negotiations is available. This information includes details about
the hydrology of the river, the use of the water in agriculture, specific min-
imum flow requirements at specific points along the river, the political econ-
omy of water allocation in the region, and the explicit rules governing the
negotiation process specified by the French central government, including the
set of issues contained in the negotiation, the definition of different stake-
holder groups included in the negotiation process, and what would happen
if the negotiation process proved unsuccessful.1 The information on river
hydrology allows modeling of the effects of surface water use in a given
subbasin on the availability of water for use elsewhere and on residual flows,
as well as the effects of the different potential dams; and the minimum flow
requirements allow modeling of the physical constraints governing the nego-
tiation outcome. The information on water use in agriculture allows modeling
of agricultural production and profits as a function of the price and quantity
of water available, which in turn enables modeling of farmers as profit-
maximizing agents in the negotiation. Information on negotiation process
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rules allows implementation of a model of the negotiation process that
incorporates much of the actual negotiation structure.

7.2.1 The Adour basin

The Adour catchment area includes three subbasins above its intersection
with the Midouze. The upper subbasin is significantly larger than the middle
and lower subbasins, with 18,997 hectares of agricultural land, compared to
14,363 hectares in the middle subbasin and 13,814 in the lower subbasin. Over
the past thirty years, irrigation has become the primary water use in the
region, with approximately 47,500 irrigated hectares. Irrigated area as a share
of total agricultural area is relatively similar across subbasins: 61 percent in
the lower subbasin, 56 percent in the middle subbasin, and 58 percent in the
upper subbasin (Thoyer et al. 2001).

The pattern of agricultural activity differs across subbasins, so that the
marginal value of water per hectare in agriculture varies across subbasins.
Farmers who primarily grow corn account for 72 percent of all irrigated area
in the upper subbasin, and for 65 percent of all irrigated area in the middle
and lower subbasins. In the upper subbasin, beef and dairy cattle account for
a larger share of total area than in the middle and lower subbasins. Perhaps
the most critical difference is that in the middle subbasin farmers who pro-
duce corn and seed or vegetable crops account for 28 percent of irrigated
area, while farmers in this category account for only 7 percent of irrigated
area in the upper subbasin and 5 percent of irrigated area in the lower sub-
basin. Because seed and vegetable crops are relatively high valued, the mar-
ginal value of irrigation water per hectare is higher in the middle subbasin
than in the other two (Thoyer et al. 2001).

Within each subbasin, farmers withdraw water for irrigation. Under the
current system, farmers pay a fixed price for a fixed amount of quota per
formally registered irrigated hectare. No additional land can be registered as
irrigated land. Given the hydrology of the catchment area, water flows are
insufficient to provide farmers with their quotas in approximately two years
out of ten. When flows are deemed insufficient to meet minimum flow object-
ives, all irrigation is halted.

7.2.2 National water policy and the Adour negotiations

The Adour negotiations were part of a nationwide water policy reform.
France’s 1992 Water Law renationalized the water supply, and specified a new
water management structure that devolved decisionmaking authority below
the central government. While the implementation of policy was devolved,
the structure of the devolution was tightly controlled by the center. All six of
France’s major hydrological basins were required to develop and implement a
water development plan (schéma directeur d’aménagement et de gestion des
eaux, or SDAGE), and water regulations were required to be negotiated at the
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smaller, catchment scale by stakeholders, under the supervision of local
authorities, and with participation by local, regional, and national govern-
ment representatives as schéma d’aménagement et de gestion des eaux (SAGE)
projects. Negotiations for a SAGE project were to be undertaken by a local
water commission (commission locale de l’eau), with membership specified
by the 1992 Water Law: 50 percent of the membership to be elected represen-
tatives from the relevant political entities (regions, departments, towns), 25
percent from the central government, and 25 percent from users, consumers,
and nongovernmental organizations. Except for farmers, who have formally
elected representatives who can be appointed to the commission, the 1992
Water Law does not specify how seats should be apportioned among the
different interest groups.

The Adour-Garonne SDAGE recommended the formation of an Adour
SAGE to consider the construction of up to three dams in order to balance
the irrigation needs of agriculture in the Adour catchment area above its
intersection with the Midouze with the need to maintain water flows in the
river. As part of the SDAGE, the three subbasins are separated by points at
which specific minimum flow requirements are defined. The middle and upper
subbasins are separated by a flow monitoring point at Estirac. The middle
and lower subbasins are separated by a flow monitoring point at Aire sur
Adour. The lower subbasin is separated from further downstream by a flow
monitoring point at Audon.

Because of their different locations, the three dams would have different
implications for residual water flows (the flow rate after deducting total agri-
cultural water diversion rates), total water storage, and the pattern of water
use for irrigation. Dams 1 and 3 are in the upper subbasin. Water stored
behind either of these two dams can be used for irrigation purposes in any
subbasin, or can be used to enhance residual water flows at every flow moni-
toring point. Dam 2 is in the lower subbasin. It can only be used for irrigation
in that subbasin, and water stored behind it will only enhance residual water
flows at Audon. In addition, technical considerations restricted the maximum
possible storage capacity of dam 1 to approximately one fourth of the max-
imum possible storage capacity of the other two dams.

As mandated by the central government, stakeholder negotiations were
required to determine whether or not any of the dams would be built, and
how their operation would be funded by water users through the assignment
of water quotas and water prices. The government specified that the negoti-
ations would include elected representatives of agricultural producers; a group
representing the interests of all nonagricultural water users; environmental
groups; and a number of government representatives, including national and
local environmental and agricultural agencies, elected local governments, and
the Adour Basin Water Authority, which is a semipublic institution with
responsibilities including infrastructure maintenance, irrigation water deliv-
ery, and monitoring of river flows.

In the Adour case, negotiations were not technically undertaken within the
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context of the formation of an official SAGE recommended by the SDAGE.
Rather, the initial negotiations were undertaken as part of a low water flow
management plan (plan de gestion des étiages) among the relevant parties.
In the initial negotiations, stakeholders agreed to initiate and fund studies
regarding future water consumption needs and supplies, and agreed on a total
water consumption volume, and farmers agreed to fund a substantial portion
of system management and maintenance costs. However, the second stage
of negotiations deadlocked over the specifics of water allocation, including
allocating quotas across farmers and managing limited supplies in times of
drought (Thoyer et al. 2004). The failure to agree upon quotas and prices
sufficient to fund the desired water storage capacity after reaching an initial
agreement resulted in a failed SAGE: because the negotiations deadlocked,
the SAGE was stillborn. Consistent with the central government’s specifica-
tion, the current water administration system remained in effect. Farmers pay
for quotas. If necessary, all irrigation is halted in order to meet (or attempt
to meet) residual flow requirements.

7.3 Conceptual framework: Rausser–Simon multilateral
bargaining model

The noncooperative multilateral bargaining model developed in Rausser and
Simon 1999 is designed to model the complex structure of multiplayer, multi-
issue negotiations. It is a computational model that can be calibrated to the
parameters of a specific bargaining problem, including the structure of the
bargaining process itself. In contrast to most multilateral bargaining models
in the literature, its solution is particularly sensitive to bargaining efforts
made at the last minute before negotiations break down. Often, deadlines
may induce negotiators to reach an eleventh-hour resolution, as in the case
of an impending strike deadline leading a labor union and an employer to
reach an agreement. Because the Rausser–Simon model is responsive to such
effects, it is particularly well suited to evaluating changes in the structure of
the negotiation process.

In the Rausser–Simon model, a finite number of players negotiate over a
set of issues. Each possible outcome in this “issue space” is referred to as a
“policy vector”. If the players fail to agree unanimously on an outcome, then
all players receive their “disagreement payoffs”.2 The number of negotiating
rounds is finite and is known to all players. In each round, one player is
randomly chosen to propose a policy vector. The probability with which a
given player is chosen is referred to as that player’s “access probability”. This
probability, which represents the strength of the player’s institutional role in
the bargaining process, is one determinant of the strength of its bargaining
position. If all players vote to accept the player’s proposal, the game ends.
If some player rejects it, then they begin another round of bargaining. If the
proposals are rejected in every bargaining round, then players receive their
disagreement payoffs and the negotiation process is terminated.
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The model is solved by backward induction. Intuitively, since each player
knows every other player’s access probability and objective function, a player
can adjust its proposal to ensure that all players prefer to accept the proposal
rather than advance to the next bargaining round. By repeatedly applying this
principle, it is shown that if the number of bargaining rounds is sufficiently
large, then essentially the same policy vector will be proposed in the first
bargaining round, regardless of which player is randomly chosen to make the
proposal.

Figure 7.1, adapted from Adams et al. 1996, illustrates the backward
induction solution procedure for the Rausser–Simon model, for an example
in which three players bargain over three issues. Three policymakers are nego-
tiating over how to allocate a fixed, total national budget between three
spending categories: military, education, and health. The policymakers are
named M, E, and H, after the expenditure categories. Each one, if it had total
control over the negotiation process, would choose to spend 100 percent of
the available budget on its own expenditure category. These allocations are
referred to as the policymakers’ “ideal points”. For example, M’s ideal point
is to devote the entire budget to military expenditure. In Figure 7.1, all pos-
sible expenditure allocations are represented by the unit simplex: the closer a
point is to a vertex of the simplex, the greater is the fraction of expenditure
devoted to the corresponding category. The utility that a player derives from
an expenditure allocation in the simplex decreases quadratically with the
Pythagorean distance between the allocation and the player’s ideal point. (In
other words, each indifference curve for player i is a circle centered at i’s ideal
point.) The consequences of failing to reach an agreement are assumed to be
so dire that each policymaker would prefer to accept any budget division than

Figure 7.1 Participation constraints in round T − 1.
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to incur these consequences. Given this assumption, in the final round of
bargaining, T, each player will propose its ideal point, since both opponents
will agree to it.

Now consider the problem facing proposer i in the penultimate round
(T − 1). Since i knows the probability aj with which each player j will be
selected to make a proposal in round T, as well as the proposal, X j

T, that j will
make in this event, i can calculate all players’ expected utilities conditional on
disagreement in round T − 1. These expected utilities are represented by the
indifference curves drawn in Figure 7.1. In order for i’s round T − 1 proposal,
X i

T − 1, to be accepted, each player j ≠ i must obtain at least as much utility from
this proposal as its expected utility from rejecting it and advancing to round
T. In the analysis below, this requirement is referred to as player j’s “round
T − 1 participation constraint”. Formally, player i’s proposal will be accepted

in round T − 1 if, for all j, U j (X i
T − 1) ≥ EU j = �N

k=1
 ak U

j (X k
T). The set of

proposals that will be accepted by all three players in period T − 1 is repre-
sented in Figure 7.1 by the area bounded by the three indifference curves. If
selected to make the round T − 1 proposal, each player will select the budget
allocation in this set that yields it the highest utility, that is, the one that is
closest to that player’s ideal point.

By the same logic, since each player knows what the others will do in round
T − 1, a player in round T − 2 can calculate what each player’s expected utility
will be if negotiations proceed to round T − 1. Necessarily, each player in
round T − 1 receives with certainty at least its expected utility from entering
round T, and strictly more than this with positive probability. Hence, for each
player, the indifference curve associated with the player’s expected utility
conditional on entering round T − 1 is strictly closer to the player’s ideal point
than the curve associated with the player’s expected utility conditional on
entering round T; it follows that the set of proposals that will be accepted in
round T − 2 is strictly smaller than the set for round T − 1. Iterating back-
wards to round 1, the set of acceptable proposals continues to shrink. If T is
sufficiently large, the available set in the first round will be, essentially, a single
point P*. Thus, in the unique equilibrium of the bargaining game, whichever
player is selected in the first round of bargaining will make a proposal essen-
tially equal to P*, and it will be accepted.

The solution P* depends on the access probabilities of the three players.
Figure 7.1 is drawn assuming equal access probabilities. If one player obtains
additional access at the expense of the other two players, the solution will
shift closer to that player’s ideal point. For example, if player H’s access
increased, perhaps through a successful campaign that increased the number
of player H’s supporters in a representative assembly, the new negotiated
solution would assign more resources to healthcare than the original one.
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7.4 Model implementation

To implement the Rausser–Simon model for the case of the Adour negoti-
ations, the following functions and relationships must be specified: the
hydrology and budget constraints that the outcome of the negotiation must
not violate; players’ objective functions as the interests of stakeholders with
government-mandated access to the negotiation process; and the issue space
regarding how stakeholders can negotiate over dam sizes, irrigation quotas,
and quota prices.3 There is a hydrology constraint at the measurement point
separating each subbasin, and one where the negotiation area ends, at the
Adour’s intersection with the Midouze. Each hydrology constraint is a min-
imum flow requirement. To meet the hydrology constraint for a subbasin, the
sum of water flowing into the subbasin, plus water released from dams in
the basin, minus water use within the subbasin, must be at least equal to the
residual flow requirement. Two possible cases regarding the hydrology con-
straints are considered: normal years, in which the hydrology constraints are
not binding on water users, and drought years, in which they are. In addition
to the hydrology constraints, there is a budget constraint, stipulating that the
administrator’s revenue from quota sales must weakly exceed operating costs.

Seven players are defined, who represent the stakeholders included in the
negotiation process by the French central government: three farmers, an
environmentalist, a downstream user, a water manager, and a taxpayer. Each
player is risk averse, meaning that it prefers a certain income to a risky income
with the same expected value. The farmers represent agricultural water users in
each subbasin. The environmentalist represents citizens and environmental
groups who are concerned primarily with the negative aesthetic impacts of the
potential dams on rural landscapes, although they also care about the impact
of reduced flows on water quality and aquatic life. The downstream user repre-
sents citizens and businesses concerned with the impacts of reduced water
flows downstream from the study area, as well as citizens and environmental
groups who are concerned primarily with the impacts of reduced water flows
on water quality and aquatic life, although they also care about the negative
aesthetic impacts of the potential dams on rural landscapes. The water man-
ager’s goal is to maximize revenue from the sale of water quotas. Since the
maximum revenue obtainable is a regulated rate of return on operating costs,
and since costs increase with the scale of the system administered, the water
manager’s goal is to maximize this scale. The taxpayer represents nonlocal,
nonagricultural interests who are primarily concerned with mitigating the
burden of dam construction on nonlocal taxpayers and with maximizing the
benefit of residual flows for nonagricultural users, both local and nonlocal.

The administrator’s budget constraint imposes certain relationships
between the variables in the model. When this constraint binds, the exposition
can be simplified by reducing the dimensionality of the problem, and repre-
senting players’ objective functions in terms only of prices and quotas. Farm-
ers prefer higher quotas and lower prices; to induce other parties—especially
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the downstream user—to agree to higher quotas, they can propose larger
dams, which increase total water flows enough that both quotas and residual
flows can be increased. However, since the administrator’s operating costs
increase with dam sizes, farmers’ quota prices must increase also, in order to
satisfy the administrator’s budget constraint. In this sense, farmers face an
upward-sloping effective supply schedule for quotas. Under drought condi-
tions, this schedule becomes significantly steeper. Both the environmentalist
and the downstream user value residual flows (the difference between total
flows and total quotas) and hence prefer lower quotas to higher ones. Both
these players recognize that associated with dam expansion there are pros—
residual flows increase—and cons—the quality of the landscape is degraded.
The environmentalist is relatively more concerned about the landscape than
the downstream user. Up to a point, both players are willing to agree to
higher quotas at higher prices; through the budget constraint, the higher
prices can be mapped to expanded dams. For the taxpayer, a preference for
lower dam construction expenditures and increased residual water flows also
implies a preference for lower quotas. The water manager prefers higher
quotas and higher prices, as both are associated with an increase in the scale
of the system managed.

The analysis considers two alternative specifications of the issue space.
These specifications are differentiated by the extent to which negotiated quotas
can differ across farmers. The more restrictive regime requires that players
propose a common quota level per hectare that applies to all three subbasins.
This regime is referred to as CQ (common quota). The second regime allows
the quota rate per hectare to vary across farmers, and is referred to as IQ
(independent quotas). In both cases, farmers negotiate in addition a common
price per unit quota. Only a limited degree of independence is allowed in the
IQ regime, since, in the absence of any restriction, each farmer would attempt
to appropriate all the available water for its own subbasin, leaving the other
two subbasins with no water at all. For similar reasons, an issue space where
both the negotiated prices and the negotiated dam scales can differ across
basins is not considered. Intuitively, such a broad issue space would likely
lead to a deadlocked negotiation in real life, as each farmer would seek to
capture the entire benefit of increased water supplies while offloading all of
the associated costs onto other farmers.

7.5 Analysis and results

The analysis focuses upon the implications of certain structural options
available to the policymaker responsible for designing the negotiation pro-
cess. It addresses two specific questions regarding the effects of the structure
of the bargaining process on its outcome: Will a stakeholder ever benefit from
a reduction in that stakeholder’s own access to the bargaining process in favor
of another stakeholder with relatively similar interests? Will a group of
stakeholders with relatively similar interests ever benefit from being assigned
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a single negotiator, or common spokesperson, to represent their interests?
For the second question, this study investigates whether or not the outcome
depends on the space of issues over which the negotiation takes place. The
analysis is conducted using comparative statics. The structural parameters
that are varied are under the control of the policymaker designing the negoti-
ation process. Under this approach, the parameter of interest is increased or
decreased many times by a small amount each time, and the outcomes are
compared. This procedure allows isolation of the effects of the parameter in
question on player payoffs and on policy variables, which in this case include
prices, quotas, and dam capacities.

7.5.1 Effects of reduced access on player welfare

The first question is considered in a simplified version of the model that
contains only three players: the upper subbasin farmer, the middle subbasin
farmer, and the downstream user. For this subsection, these players will be
referred to, respectively, as U, M, and D. The simplified model considers only
one potential dam: dam 1. Attention is restricted to the CQ regime, so that
the two farmers must pay a common price for a common quota. In order to
evaluate the effects of transferring access between players a series of scenarios
are compared, where U’s access is steadily reduced, and M’s access is cor-
respondingly increased. Intuitively, one would expect that reducing (increas-
ing) a player’s role in the negotiations would reduce (increase) how much the
player benefits in the negotiation outcome. In this particular case, however,
both farmers benefit from shifting access to the middle subbasin farmer. The
simple intuition that reducing U’s access will reduce that player’s welfare
holds only for the final round of negotiations. Because U prefers its own
proposal to M’s, U’s expected utility declines in this round when access is
reduced in favor of the other farmer. Because of the offsetting indirect effects
discussed below, however, U benefits in earlier rounds from M’s increased
access.

Penultimate (T − 1) round effects. Recall that at any given quota level, the
marginal value of irrigation water per hectare is higher for the middle subbasin
farmer than for the other two subbasins. For the purpose of this exercise, it
is assumed that other differences between the two farmers are relatively
insignificant. Because M has a higher willingness to pay for water, the inten-
sity of conflict between D and M is greater than it is between D and U. As a
result, M’s constraint is binding on D in round T − 1, while U’s is slack.
(Specifically, D offers fewer quotas in round T − 1 than the level that is
expected to be offered in round T, but at a price sufficiently lower that M is
just willing to accept the offer; U, whose willingness to pay for quotas is lower
than M’s, is less negatively impacted than M by the quota reduction, and so
strictly prefers D’s offer to the prospect of continuing to round T.) Now as
M’s access increases, its round T − 1 participation constraint tightens, so that
D’s offer in round T − 1 must become more and more palatable to M. There is
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a corresponding slackening in U’s round T − 1 participation constraint, but D
obtains no offsetting benefit from this, since this constraint was not initially
binding. To summarize, the additional effect in round T − 1 of the shift in
access in favor of M is that D makes a proposal in this round that is worse for
D and better not only for farmer M but also for farmer U.

T − 2 round effects. The effect of the access shift in round T − 2 is illus-
trated in Figure 7.2. The upper panel displays players’ T − 2 participation
constraints and the proposals that each player will make in round T − 2, given
those constraints. Notice that as in round T − 1, M’s constraint is binding on
D but U’s constraint is slack. Note also that D’s participation constraint is
binding on both farmers in this round, but that M’s proposed price and quota
are both higher than U’s, reflecting M’s higher willingness to pay. The lower
panel of Figure 7.2 depicts how things change as M gains access at the
expense of U. The new participation constraints are labeled and indicated by
dashed lines. For purposes of comparison, the original constraints are
included as well, as unlabeled solid lines. The direct effect of shifting access
from U to M is evident from the relative positions of the old and new
constraints for the two players: U’s constraint has slackened slightly because
of reduced access, while M’s constraint has tightened. As in round T − 1,
however, only M’s constraint is binding on D, and as this constraint tightens,
D is obliged to adjust its proposal by increasing the quota and reducing the
price. This benefits both farmers. In addition, because of the effect on D
described in the previous paragraph, D’s round T − 2 participation constraint
is slacker than initially, enabling both M and U to make proposals that they
both strictly prefer to their original ones.

The net impact of all these effects in round T − 2 is to increase U’s expected
utility, relative to the benchmark case, conditional on entering this round.
Moreover, as one proceeds backwards up the game tree, the positive effects
accumulate, so that in the first round, the shift in the equilibrium outcome
resulting from the access shifts ultimately benefits U. Essentially, the result is
driven by the positive externality that M’s increased access generates for U, by
weakening D’s bargaining position. In this case, the similarity in the farmers’
interests, relative to the downstream user’s interests, outweighs the differences
between them.

Implications of the access result for negotiation design. This result identifies
some possible problems with the design of the Adour negotiation, and has
implications for negotiation process design more broadly. Differences in player
access and interests interact to determine player welfare under the negoti-
ation outcome. In this case, the more “moderate” farmer, U, benefited from
an increase in the access of the more “extreme” farmer, M. When designing
negotiation processes, policymakers should be aware of the possibility that
this scenario may hold for their moderates on either side of an issue, who may
prefer to let extremists dominate the process. In an actual negotiation, how-
ever, this tactic may increase the likelihood of the negotiation failing. In this
modeling of the Adour negotiation, the calibration of the model was based
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Figure 7.2 Effect of access shift on round T − 1 proposals.
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on the premise that even for the most diametrically opposed stakeholders,
accommodation was preferable to disagreement. Given the outcome of the
negotiations, it appears that this assessment may have underestimated the
intensity of the actual conflict.

7.5.2 Effects of a common spokesperson on player welfare

In order to consider the second question, the complete, seven-player version
of the model is analyzed, and a spokesperson is introduced representing the
three farmer stakeholder groups. The spokesperson has no personal interests
in the negotiation process, but is charged with the task of maximizing a
simple weighted average of the three farmers’ objective functions. The impact
of the spokesperson’s participation is evaluated by transferring access from
the farmers to the spokesperson, holding constant both total farmer access
(including the spokesperson) and the relative access of the three farmers.
Intuitively, evaluation of the spokesperson’s impact addresses a negotiation
design problem relating to which stakeholders should be at the bargaining
table: Will defining a broad stakeholder group enable its members to present
a united front, and increase their welfare in the negotiated outcome, or will
it inhibit its ability to negotiate effectively, because increasing the welfare of
some group members necessarily implies reducing the welfare of others? This
analysis indicates that defining a broad stakeholder group represented by a
single spokesperson will increase the overall welfare of group members,
although some group members may be made worse off.

Issue space. In addition to selecting the configuration of interests at the
bargaining table, the negotiation designer must also specify the issue space. In
order to examine the interaction between these two design dimensions, the
effects of the spokesperson in both the CQ and IQ regimes are considered.
Under the CQ regime, the spokesperson’s role is necessarily limited, because
the farmers do not have sufficient flexibility to benefit themselves at the expense
of the other farmers by adjusting individual quotas. In contrast, under the IQ
regime each farmer has an incentive to increase its own quota, at the expense
of the other two farmers.

As noted above in section 7.4, individual farmers and the spokesperson face
an upward-sloping effective supply schedule for quotas. In order to increase
quotas, they must “purchase” them from the nonagricultural players. Because
of the downstream user’s strategic location, that player’s preferences shape the
effective supply schedule facing farmers. Because the downstream user primar-
ily cares about residual river flows, there is a range of dam capacities that it is
willing to accept provided that a sufficiently large share of the stored water will
be devoted to increasing residual flows, rather than to agricultural uses. As
dam capacities increase, the downstream user demands that an increasingly
large share of marginal capacity be devoted to residual flows, which increases
the marginal cost per unit quota for farmers. (Recall that prices must increase
with dam capacity to satisfy the administrator’s budget constraint.)
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Effect of the spokesperson under the common quota regime. Under the CQ
regime, the effect of the spokesperson’s participation on farmer welfare
depends on hydrological conditions. The spokesperson increases farmer wel-
fare in a normal year, but has no effect in a drought year. Intuitively, in a
drought year the hydrology constraints limit the ability of the spokesperson
and individual farmers to construct welfare-enhancing proposals. If the con-
straints bind sufficiently tightly, then the lowest quota on the political supply
schedule that will satisfy these constraints is higher (and more expensive)
than the optimal level for any of the farmers, even the middle subbasin
farmer, who has the highest willingness to pay for quotas. Therefore, differ-
ences in farmer preferences do not emerge during the negotiations, because
all farmers (and the spokesperson) must propose the same superoptimal quota
in order to meet the hydrology constraints.

In contrast, under normal conditions each farmer maximizes individual
utility by selecting the price-quota pair from the political supply schedule that
is tangent to its induced indifference map in price-quota space. Because the
value of water in production varies by subbasin, farmers’ optimal points will
vary as well. The spokesperson’s effect on farmer utility hinges on risk aver-
sion. Because the spokesperson’s proposal maximizes average farmer utility,
the utility that each farmer obtains from the spokesperson’s proposal exceeds
that farmer’s expected utility from the three proposals that maximize the
farmers’ individual utilities. The variance in utilities associated with the farmer
group’s proposals declines as the spokesperson’s access increases.

The above result, however, is by no means a general one. The nonfarmer
players are also risk averse. If they were sufficiently more risk averse than the
farmers, they would benefit more from the reduction in the variance of the
farmers’ proposals than the farmers themselves do, which would increase
their bargaining strength relative to the farmers’. These results suggest that
if the issue space for a negotiation is defined in such a way that parties
with similar but nonidentical interests have very little scope to differentiate
their proposals, then replacing them by a single negotiating player has an
indeterminate effect on their welfare, and on the welfare of other players.

Effect of the spokesperson under the independent quota regime. Under the
IQ regime, by contrast, the spokesperson has a determinate, and much more
significant, effect on the farmers’ welfare. Moreover, the spokesperson’s role
does not depend on hydrological conditions, improving the average farmer’s
welfare in both drought and normal conditions, although this average benefit
comes at the expense of the upper subbasin farmer. The potential for
improvement arises because farmers in this regime, negotiating as individuals,
create two kinds of inefficiencies. The first source of inefficiency is that when
farmers negotiate individually, the resulting allocation of quotas does not
fully reflect the different environmental and financial costs of providing
quota to different subbasins. One unit of quota assigned to the upper sub-
basin farmer reduces water flows at every residual flow monitoring point. One
unit of quota assigned to the lower subbasin farmer only reduces water flows
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at the final residual flow monitoring point at Audon, which separates the
lower subbasin from downstream. Similarly, an increase in dam capacity
needed to provide the upper or middle subbasin farmer with an additional
unit of quota must come from dams 1 or 3, while all three dams can be used
to provide quota to the lower subbasin farmer. Thus, it is cheapest to provide
additional quota to the lower subbasin farmer. The middle subbasin farmer
has the highest marginal value of quota. Hence, the spokesperson raises
average farmer utility by allocating additional quota to these farmers and
reducing the quota allocated to the upper subbasin farmer, relative to the
average of the proposals made by the three individual farmers.

The second source of inefficiency is that each farmer has an incentive to
engage in “beggar-thy-neighbor” behavior, by assigning itself a relatively
large quota at the expense of the other two farmers’ shares. However, since all
farmers behave this way, they end up on average buying more quotas than
they would choose to buy if they had made their decisions based on the correct
expected cost-benefit computation. Focusing on the difference between the
spokesperson’s and the average of the three farmers’ proposals in the final
round provides some intuition for this problem, and for how the spokesperson
mitigates it. As noted above, each farmer faces an effective supply curve in
this space. There is, however, an important difference between the curve a
farmer faces ex post—that is, after that farmer has been selected to make a
proposal—and ex ante—that is, at the start of the bargaining round. To
simplify the exposition of the difference, assume for the moment that all
farmers are identical in all respects, with identical induced preferences in
price-quota space, identical technological considerations, and equal access.
Once a proposer has been selected, that player can, and will, allocate to itself
a disproportionate share of the total quotas available at any given price, and
the smallest admissible level to each of the other farmers. Since all farmers
behave identically, the ex ante quota level that a farmer can expect to realize,
conditional on some member of the farmer group being chosen as a proposer,
will be less than the level that that farmer will propose ex post if selected.
It follows that ex post each farmer will propose a higher common price for
quotas than the price that would have been optimal if it had selected the
proposal optimally from the set of possibilities available ex ante.

This point is illustrated in Figure 7.3: the ex post supply curve is drawn as a
broken line, on the assumption that the negotiation rules prohibit a farmer
from allocating more than two thirds of all quotas to its own subbasin. Given
this rule, each farmer will propose a common price of p, and a quota vector
comprising 2q for its own subbasin, and q/2 for each of the other subbasins.
Since each farmer is equally likely to be selected as the proposer, however, the
quota that each farmer can expect to receive ex ante, conditional on one of
the three farmers being selected, is only q. But as the indifference curve
indicates, each farmer would ex ante prefer to propose a lower price in
exchange for a lower expected quota, and was only willing to purchase 2q
when able to seize a disproportionate fraction of the total available quota
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supply from neighboring farmers. Since the spokesperson’s task is to maximize
aggregate farmer utility, it will allocate quotas equally, and hence is not subject
to any disjunction between ex ante and ex post. The spokesperson proposes a
lower quota for each subbasin and a lower common price, thus increasing
farmers’ ex ante utility.

Implications of the common spokesperson results for negotiation design. The
spokesperson results illustrate how critical the definition of the issue space is
for the negotiation outcome. First, differences in outcomes between drought
and normal conditions suggest that perhaps the issue space should be specif-
ically designed to incorporate relevant physical constraints. Second, results
differ depending on the extent to which farmers’ interests are forcibly aligned
by requiring a common quota across subbasins, rather than individual quotas
allowed to vary by subbasin. Under a common quota, there is no guarantee
that farmers will benefit from the introduction of a common spokesperson.
Under individual quotas, farmers as a group will benefit, although not every
farmer will benefit individually. Intuitively, the difference between the two
cases is that under the common quota there is very little scope for the spokes-
person to improve farmer welfare by rationalizing the farmers’ proposals in
order to maximize their welfare, given the interests of the other players. More
broadly, this suggests that from a policymaker’s perspective there may be
some substitutability between the definition of the players and the definition
of the issue space when designing a negotiation, but that this substitutability
may not exist from a player’s perspective.

Figure 7.3 Beggar-thy-neighbor behavior by farmers.
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7.6 Conclusion and policy implications

In most bargaining models, the effectiveness with which participants can
pursue their interests during a negotiation is considered to be a function of
their access to the negotiation process and how well they will fare if the
negotiations break down. This analysis has illustrated that in multi-issue,
multiplayer negotiation situations, there are other important determinants of
bargaining performance. This chapter has focused on considerations relating
to the design of the negotiation structure, and has illustrated how these design
factors can have important effects on the outcomes realized by stakeholders.
The effect of access to the bargaining process on the outcome for a given
stakeholder depends on the opportunity cost of the stakeholder’s access. In
considering the impact of reassigning access from one farmer to another, it
has been shown that if the recipient of access had a more favorable strategic
location, this transfer could benefit not only the recipient but the donor as
well. In the example used, the middle subbasin farmer’s higher willingness to
pay for quotas enabled that farmer to extract greater concessions from the
downstream user than the upper subbasin farmer could have extracted, and
this benefited the upper subbasin farmer. Thus, in the context of the model,
the value of access can only be assessed within the context of the composition
of the group of negotiators and their preferences.

The study considered in a variety of contexts the effect of assigning a
spokesperson to a set of stakeholders with similar interests, rather than
allowing each of them independent access to the negotiation process.
Whether or not assigning a spokesperson benefited farmers significantly
depended on the issue space and the set of constraints facing the negotiators.
When farmers were limited to proposing a common price and common
quota (CQ regime), the spokesperson had no effect on farmer welfare under
drought conditions, because all farmers and the spokesperson were con-
strained to offer the same proposal in order to meet the hydrology con-
straints. Under normal conditions, the spokesperson improved welfare
slightly by reducing the riskiness of expected utility for the farmers. In con-
trast, when farmers could propose different quotas for each subbasin (the IQ
regime), under both normal and drought conditions the spokesperson
increased average farmer welfare significantly, although the upper subbasin
farmer was left worse off.

The deadlocking of the Adour negotiations has contributed to a worsening
of the water shortage problem. In recent years, there has been increased
concern regarding the effects of reduced water flows on fish stocks in the river
(Cuende and Marty 2005). Government analysts have recommended that
irrigation technologies that conserve water be adopted, and have urged the
rapid development of new water resources, such as the dams that were the
subject of the deadlocked negotiations (Nau et al. 2005). The deadlocked
negotiations have been recognized as contributing to current problems. Nau
et al. (2005) urge the development of a new governance structure for the

150 Rachael E. Goodhue et al.



Adour, characterized by greater cooperation between the water management
agency and other government institutions.

The present analysis suggests some structural factors that may have con-
tributed to the deadlocking of the Adour negotiations, and provides broader
lessons regarding the design of water allocation negotiation processes. First,
the definition of the interest groups, the stakeholders chosen to represent
those groups, and their access to the negotiation process will affect how well
the interest groups will fare in the negotiation. In the case of the Adour, elected
farmer representatives participated in the negotiation process. Their electoral
bases, defined by administrative area, did not correspond to hydrological
areas, such as subbasins. Because of the differences in the environmental costs
and economic benefits of increasing irrigation quotas through building dams
across the subbasins, it became more complex for representatives to identify
clearly the interests they were to advocate.

More broadly, when defining an interest group and identifying stake-
holders to participate in a specific negotiation, policymakers should seek
to define key objectives and distinguishing characteristics of specific stake-
holders, perhaps through a prenegotiation process whereby stakeholder
groups contribute information regarding their own objectives and character-
istics, and then evaluate the information provided by other groups in terms of
its similarity to their own. For example, each group could be asked to assign
access to all other participating groups, excluding itself, although such a
process could be subject to strategic manipulation. One interesting possibility
suggested by the access experiment is that a player may wish to yield access
to another one. Perhaps in some cases it would be feasible for a policymaker
to identify two broad groups of stakeholders with divergent interests, such as
the agricultural and environmental water users in this case, and appoint one
well-defined stakeholder from each broad group to screen other stakeholders
who wish to enter the negotiation. If the two screeners do not agree, then they
would both have to explain their positions to the policymaker designing the
negotiation process.

A second factor that may have influenced the Adour negotiations is the
difference in feasible outcomes under normal conditions and under drought
conditions, paired with the existing water management system. Hydrological
constraints play an important role under drought conditions. It becomes
more costly for a farmer to obtain an additional quota unit, because much
more dam capacity must be built in order to meet residual flow demands
imposed at other measurement points. If, in contrast to the present model,
drought and normal conditions are not separated in terms of prices and
quotas, or cannot be aggregated in a unanimously accepted way, the negoti-
ation may fail. The existing water management approach may have exacer-
bated such problems, because all upstream irrigation must be halted whenever
it appears that minimum flow objectives will not be met. Given the different
marginal values of water in agricultural production, the efficient solution
would almost certainly suggest halting irrigation in different subbasins (or for
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different crops, although this was not analyzed) at different times. Given this
implementation constraint, which is not modeled formally in the present
study, it may have simply become impossible for farmer representatives to
agree upon a way of allocating scarce water resources in times of drought
that the other stakeholders would approve. If the implementation method for
allocating scarce resources during a drought had been included in the issue
space, perhaps the players could have agreed upon a means of doing so.

This problem suggests that in general, the issue space addressed in the
negotiation process must be defined carefully, and that the policymaker
designing the structure must consider how the outcome of the negotiation
process will interact with pre-existing policies and regulations. For example,
in negotiations regarding surface water allocation, policies regarding ground-
water extraction may affect the strategic location of some stakeholders, as
well as their welfare if the negotiations fail. One unanticipated consequence
of not incorporating groundwater use into a negotiation regarding surface
water could be the overdraft of groundwater resources by some users, which
could lead to negative environmental effects.

This chapter has illustrated the implementation of the Rausser–Simon
multilateral bargaining model for a specific negotiation process. The issues
discussed provide a good indication of the kinds of challenges that might
arise when implementing the model in other contexts. First, in water alloca-
tion negotiations, a great deal of technical information regarding hydrology
and water use is required, including information regarding the value of water
to users. Obtaining this information can be quite difficult, but the value of
modeling the negotiation process in its absence can be quite limited, as was
demonstrated here by the sensitivity of some results to the difference between
normal conditions, when hydrology constraints were not binding, and drought
conditions, when they were. Second, the definition of the players in the nego-
tiation process can be challenging. In the present application farmers were
modeled by subbasin, based on differences in hydrology and the value of
water in agricultural production. In the actual negotiations, these differences
were not the basis for the identification of stakeholders, which may have
contributed to the deadlock. More broadly, it may be challenging to define
players, and their objective functions, in a given context. The formally identi-
fied players may not correspond to the actual interests at stake. Because the
issues faced by analysts seeking to implement the Rausser–Simon bargaining
model are also faced by policymakers designing negotiation processes, per-
haps the best way to address them, and maximize the value of the analysis to
policymakers, is to seek to implement the model during the period when the
negotiation process in question is actually being designed. This will enable the
model to be used to identify potential solutions to complex problems that
may not be readily apparent without the formal identification of interest
groups, their objective functions, and the issue space.
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Notes

1. Detailed information on these subjects is available in Cemagref 1994; Faÿsse
1998; Faÿsse and Morardet 1999; Gleyses and Morardet 1997; Simon et al. 2007;
Thoyer et al. 2001; and Thoyer et al. 2004.

2. The Rausser–Simon bargaining model requires that negotiation proposals be
accepted unanimously, rather than simply by a majority of the participants. The
reason for this stringent requirement is technical. Under majority rule, the model
typically exhibits “cycling” between periods: players who are going to be excluded
from the majority coalitions in round T will generally have slacker participation
constraints in that round than the players who are included; in round T − 1, there-
fore, they will tend to be included in coalitions because they are easier to please.
Thus, coalition membership changes from period to period, with the result that it
is extremely difficult to guarantee convergence to a unique solution.

3. The interested reader is referred to Simon et al. 2007 for the complete technical
specification of the model.
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8 Rural–urban water transfers
with applications to the
US–Mexico border region

George B. Frisvold and Kyle J. Emerick

This chapter examines large-scale rural–urban water transfers between irriga-
tion districts and municipal providers as a bargaining game, drawing on
empirical examples from the US–Mexico border region. While irrigation
technology subsidy programs have been instituted to facilitate transfers and
conserve water, increased irrigation efficiency can have unintended effects
that actually discourage transfers and conservation. Numerical simulations
of the bargaining game, based on the largest rural–urban water transfer
agreement in US history, illustrate the usefulness of a game-theoretic approach
to assessing transfers. While the transfer agreement provides significant
benefits to contracting parties, policy questions concerning negative external-
ities of transfers remain unresolved.

8.1 Introduction

The population in the US–Mexico border region has grown twelvefold since
1945. In 1980, about 4 million people lived within 100 kilometers of the
border. By 2000, this population exceeded 11 million and is projected to
exceed 19 million by 2030 (Peach and Williams 2000). Rapid growth in urban
water demand has accompanied this population growth. Yet water supplies
are limited in this arid environment, with little scope for increasing future
supplies. Most major rivers have already been dammed for water supply, the
Colorado River is overallocated, and the scope for new dam projects is
limited by economic and environmental constraints.

Growing urban water demand is being, and will continue to be, met by
transfers from agriculture. Surveying data from 12 western US states, Libecap
et al. (2005) estimate that more than 3 million acre-feet (3.7 billion cubic
meters) of water was transferred out of agriculture through leases and sales
in 2003.1 This is significant considering that total water withdrawal by public
water providers was 17.4 million acre-feet (21.5 billion cubic meters) in 2000
(Hutson et al. 2004). Table 8.1 shows water lease and sales activity in the four
US border states from 1990 to 2000. While agriculture-to-agriculture leases
are common, permanent sales transferred water out of agriculture in 97 per-
cent of transactions. Agriculture remains the dominant water user in the



region. Irrigation accounts for 80 percent of the water withdrawals in Arizona,
79 percent in California, and 88 percent in New Mexico (Hutson et al. 2004).
Small reductions in agricultural water use translate into large percentage
increases in urban water use.

While rural–urban water transfers vary in size, this chapter focuses on
large-scale agreements between irrigation districts and municipal water pro-
viders. Such agreements can reallocate significant amounts of water from
agricultural to urban use. For example, the Metropolitan Water District of
Southern California has entered into a number of bilateral agreements with
different irrigation districts, with transfers of 50,000–100,000 acre-feet (61.7
to 123.3 million cubic meters) of water per agreement per year. The Quantifi-
cation Settlement Agreement reached between the Imperial Irrigation Dis-
trict and the San Diego County Water Authority will transfer up to 200,000
acre-feet (246.7 million cubic meters) of water per year after 10 years with
the option of increasing this amount to 303,000 acre-feet (373.7 million cubic
meters) per year in later years (Imperial Irrigation District 2004). Transfers of
this size are much larger than the historical average (Table 8.1).

Given growing demand for water in the border region, large-scale transfer
agreements may become increasingly common on both sides of the border.
Some smaller-scale rural–urban transfers have already occurred in Mexico
(Rosegrant and Schleyer 1996). Tijuana is considering construction of an
aqueduct to transfer agricultural water from the Mexicali Valley to the coast.
At one point, there was serious discussion of a binational aqueduct that
would transport Colorado River water to San Diego, Tijuana, and Ensenada
(Michel 2002; Mumme and Lybecker 2006). The North American Develop-
ment Bank has also established a Water Conservation Investment Fund to
ease transfers of water used in Mexico to the United States in order to meet
treaty obligations. The Central Arizona Groundwater Replenishment District
is looking to meet over 200,000 acre-feet (246.7 million cubic meters) in
future demand from leases from Indian tribes and from irrigation districts
along the Colorado River (Jacobs and Megdal 2004).

This chapter examines rural–urban negotiations over large-scale water

Table 8.1 Water sales and leases in US border states 1990–2000

State Number
of sales

Number
of leases

Mean
acre-feet
per salea

Mean
acre-feet
per leasea

Number of
agricultural
buyers

Number of
agricultural
leasees

Arizona 34 71 3,148 85,168 0 14
California 31 299 16,222 19,301 4 104
New Mexico 36 25 574 14,050 0 4
Texas 31 131 2,002 2,572 0 40

a. 1 acre-foot 
 1,233.5 cubic meters.

Source: Adams et al. 2004.
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transfers as a bilateral game between an irrigation district and municipal
water provider. Large municipal wholesalers of water control large segments
of urban markets, while individual irrigation districts with secure and senior
water rights may face little competition on the supply side. Hence, a game-
theoretic approach is a useful way to characterize these negotiations and
transactions.

The problem is similar to a classic bilateral monopoly problem with some
important institutional differences that create deviations from a textbook
bilateral monopoly solution. First, the municipal water provider is not a
profit-maximizing buyer, but a regulated public utility. The provider maxi-
mizes consumer benefits minus charges for cost recovery of acquiring new
water supplies. The provider may also engage in two-part pricing, so that
consumers pay a fixed rate plus a per unit fee for water. This per unit fee need
not equal the marginal cost of acquiring water. Such two-part pricing for
urban water is common in the United States and much of the developing
world (Dinar and Subramanian 1998).

Second, bilateral water transfer agreements have considerable scope to
generate negative pecuniary and environmental externalities. Reductions in
irrigated acreage can reduce demand for agricultural labor and other agri-
cultural inputs, leading to localized unemployment and reduced sales by
input suppliers. While many economists might argue that these pecuniary
externalities should be ignored, Howe (2005) counters that reduced economic
activity in already depressed areas may lead to longer-term unemployment
and reductions in the value of nonmobile farm assets. Further, water trans-
fers may erode the rural tax base needed to provide social services at just the
time when such services are most needed. By reducing local water used for
irrigation, transfers can reduce subsequent groundwater recharge and surface
water return flows. This, in turn, can take water away from other local water
users or reduce water that maintains riparian habitats. Negotiated terms of
large-scale transfers will thus be sensitive to laws governing mitigation of
these external costs. Western states rely on state agencies or the courts to
redress third-party damages and compensation to affected parties may be
required to approve a transfer (Howe 2005). Transboundary externalities are
an additional complication, affecting international relations between the
United States and Mexico.

In an analysis of urban demand for farmers’ water rights, Merrett (2003)
points out that water markets are not the active, perfectly competitive mar-
kets portrayed in simple supply and demand graphs of basic neoclassical
economic textbooks, and observes that “the absolutely predominant form of
transaction is the bilateral deal” (p. 326). He argues that because markets are
thin, there is significant scope for exercise of monopsony power by buyers or
monopoly power by sellers. Asymmetries in technical capacity and bargain-
ing power are likely to be important (particularly if sellers are small-scale
producers in developing countries). Also important are negative effects of
transfers on third parties. He concludes that “the market equilibrium approach
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is rarely applicable” (p. 319) and “theory of the neoclassical type does not
well represent social processes” (p. 326) of water transfers. Merrett does con-
cede, however, that a “rural monopoly–urban monopsony approach” might
be useful and that “concepts of a farmer’s minimum release price and an urban
actor’s maximum bid price are still appropriate, as is the account of how
these prices are shaped” (p. 326).

This chapter illustrates that, rather than being outside the realm of neo-
classical economics, the real-life complexities Merrett introduces—bilateral
monopoly, asymmetric capacity and bargaining power, and negative external-
ities of transfers—can be addressed using a game-theoretic approach. The
minimum release price and maximum bid price, important in Merrett’s dis-
cussion, are central to determining the game-theoretic bargaining solution.

This chapter characterizes the nature of efficient contracts and the bargain-
ing process. It also considers the impacts of agricultural policy, technology,
and environmental change. For example, agricultural price support payments
can discourage transfers. National and bilateral agencies have instituted
technology adoption subsidies, financing improved irrigation efficiency to
encourage reallocation of irrigation water to environmental and urban uses.
Increasing irrigation efficiency, however, does not necessarily encourage
transfers, and can actually discourage them. Increasing irrigation efficiency
means less water needs to be applied to achieve a given yield of a crop. But
greater efficiency also reduces the cost of effective water (water actually used
by crops). It may thus encourage expanded production or shifts to more
water-intensive crops, both of which could increase demand for water for
irrigation and thus discourage transfers.

In other cases, improving efficiency increases transfers and overall con-
sumptive use. Here, rather than truly conserving water, there is only a reduction
in return flows. Reduced return flows can also have unanticipated negative
implications for downstream users or the environment.

The rest of this chapter proceeds as follows. Sections 8.2 and 8.3 introduce
simple models of rural supply of water for transfers and urban demand for
water transfers. Section 8.4 combines these models to derive the set of effi-
cient water transfer contracts. Section 8.5 then characterizes negotiations
over water transfers as a sequential offer, noncooperative bargaining game.
The analysis makes use of the fact that the two-player Nash bargaining game
closely approximates the sequential offer game (as long as time between offers
is short enough or player discount rates are high enough). Section 8.6 presents
comparative static results, showing how changes in agricultural prices, input
costs, water endowments, irrigation efficiency, mitigation requirements, and
drought parameters affect the volume of water transferred. Section 8.7 exam-
ines the effect of interactions between irrigation technology and mitigation
requirements on third-party impacts of water transfers. A main finding is that
third-party damages of water transfers are highly sensitive to changes in
irrigation technology; to limit these damages, mitigation requirements will
need to be regularly monitored and recalibrated. Section 8.8 uses numerical
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simulations based on the Quantification Settlement Agreement involving the
Imperial Irrigation District and the San Diego County Water Authority to
illustrate this point. While the transfer agreement provides significant benefits
to contracting parties, policy questions concerning transboundary external-
ities remain unresolved. The conclusion summarizes policy implications and
discusses the applicability of the approach to other regions and situations.

8.2 Rural supply of water

The source of water for rural–urban transfers is an irrigation district that
receives a fixed allotment of water, X. The district can enter into a contract to
transfer x acre-feet of its allotment to a municipal water provider for a fixed
price of w per acre-foot of water.

If an agreement is reached, the district may be required to allocate a portion
of its water allotment, m, to mitigate damages to other water users or to the
environment resulting from the transfer. Irrigation water not taken up by the
crop or lost to evaporation may become available to other water users as
return flows or groundwater recharge. Data from Shiklomanov (2000) suggest
that globally, 70 percent of irrigation withdrawals are consumed and 30 per-
cent are recycled. Return flows may also replenish riparian habitat and be
critical for environmental protection. By sending water out of the basin, a
transfer agreement may reduce return flows or recharge. This can lead to
third-party damages to other water users, damages to the environment,
or both.

The district’s problem is to allocate water between rural–urban transfers
and irrigation to maximize overall district profits, π, subject to any mitigation
requirements. To simplify analysis, one can think of the district as made up of
many homogeneous irrigators. This abstracts from differences between irriga-
tors, intradistrict bargaining, and the distribution of gains between irrigators
(Rosen and Sexton (1993) provide an interesting analysis of these issues).
Following Caswell and Zilberman (1986), agricultural production q is a
function of effective water e used by the crop, q = f (e), where f ′(e) > 0 and
f ″(e) < 0. Effective water e = h[X − (x + m)], where X is the district’s water
allotment, x is the quantity of water transferred, m is water devoted to
mitigation, and h measures irrigation efficiency. The efficiency parameter h
measures the share of applied water that is used by the crop.

If there is no sale to the municipal provider, the district’s entire allocation
of water X is used for irrigation and no water is required for mitigation. The
cost of production is a constant c per acre-foot of water used for irrigation.
Quantity rationing of irrigation district water is also assumed. In the United
States and Mexico, districts often receive water at subsidized rates. Because of
low water prices, irrigation demand for water is frequently quantity rationed
rather than price rationed (Moore 1991; Moore and Dinar 1995).

Rural–urban water transfers 159



8.3 Urban demand for water

A municipal water provider supplies an urban market. The provider can
supply water at a low cost P 0 but faces a capacity constraint, C (Figure 8.1). If
the urban water demand curve is D0 then demand can be met at price P0. If
demand increases to D1, however, the municipal provider would have to either
raise price or impose quantity rationing. Politically, these may be unattractive
options. For example, in June 1976 a “reform” coalition of four city council
members in Tucson, Arizona, voted to increase water rates in response to
water demand growing beyond existing capacity. Public response to water
rate increases was swift and negative. By November, three of the council
members were removed in a special recall election, while the fourth resigned
prior to the election (Gelt et al. 1998). To avoid rationing or price increases,
the provider can seek out additional supplies by leasing water or purchasing
water rights from agricultural sources. In Figure 8.2, urban total willingness
to pay for agricultural water is represented by the area under D1 to the right
of the capacity constraint, C. Net consumer benefits from consuming water
up to the provider’s current capacity, C, is v. The provider can expand urban
consumption to C + x through transfers, where B(x) is total willingness
to pay for x units of transferred water, given that C units are already being
consumed.

Figure 8.1 Urban water demand.
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The provider is a regulated public utility whose objective is to maximize
consumer benefits of new water supplies acquired from agriculture, B(x),
subject to a break-even constraint. The provider must cover the cost of acquir-
ing water by charging fees to urban customers. Total fees collected must equal
wx, the amount paid to the irrigation district. Fees can be collected from
urban users through a combination of fixed payments and per unit charges.
Urban water consumers in the United States and many parts of the develop-
ing world are typically charged this type of two-part fee for water, with mar-
ginal payments lower than the marginal cost of supplying water (Dinar and
Subramanian 1998). The municipal water provider’s objective is to negotiate a
quantity and price of transferred water to maximize V(x, w) = v + (B(x) − wx).
If no transfer agreement is reached, the provider’s payoff V(x = 0) = v.

8.4 The contract curve

Rural–urban water transfer agreements can be thought of as contracts that
jointly specify x (the quantity transferred) and w (the transfer price), subject
to any mitigation requirement, m. The contract curve is the set of Pareto
optimal contracts between the irrigation district and municipal provider.
Pareto optimal contracts are x − w pairs that, once agreed upon, cannot be

Figure 8.2 Urban willingness to pay for transferred water.
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altered to make one party better off without making the other worse off. There
are no deviations from Pareto optimal contracts that can simultaneously
make both parties better off.

Mathematically, the contract curve is the locus of points of tangency
between the iso-payoff curves of the district and the municipal provider
(Appendix 8.1 at the end of this chapter). These iso-payoff curves are like
indifference curves and show which combinations (of x and w) yield a given
level of return to the district and the provider. Figure 8.3 shows the iso-payoff
curves along with disagreement points and the contract curve. The contract
curve is the vertical line AB in w − x space. Given all the exogenous variables,
there is a single, efficient quantity of water, x*, to be transferred that is
determined independently of w. The vertical contract curve with a unique,
optimal quantity of the good transferred is a basic result of simple bilateral
monopoly models (Blair et al. 1989; Truett and Truett 1993).

The transfer price, w, determines the distribution of gains between the
irrigation district and the municipal water provider. At a transfer price of wA,
the irrigation district captures all the gains from the transfer, while at wB the
municipal provider captures all the gains from trade. The transfer price wA

represents the provider’s maximum willingness to pay for x* acre-feet of
water, while price wB represents the minimum payment that the irrigation
district would be willing to accept to sell x* acre-feet of water.

The highest payoff the irrigation district can obtain is π(x*, wA), while the
highest payoff the municipal provider can obtain is V(x*, wB) = v + (B(x*) −
wBx*). The remaining Pareto optimal points are all the combinations where
x = x* and wA > w > wB. All the points on the contract curve—the set of all

Figure 8.3 Irrigation district and municipal water provider payoff contours, dis-
agreement curves, and the contract curve.
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Pareto optimal x − w combinations—have a single common, optimal quan-
tity of water transferred, x*.

The set of efficient (Pareto optimal) water transfer contracts have been
identified, but which (x*, wA ≥ w ≥ wB) combination will be chosen? Most
economics textbooks are vague about how the transfer price (in particular) is
determined. Here, game theory is particularly useful in describing the negoti-
ated contract as the result of a bargaining process. In the next section, the
well-known Nash solution concept (1953) is applied to determine which
Pareto optimal point on the contract curve is selected (that is, the negotiated
x, and w).

There are other solution concepts that require Pareto optimality as a
criterion, such as the Kalai–Smorodinsky (1975), the asymmetric Kalai–
Smorodinsky (Dubra 2001), or the equal loss (Chun 1988) solutions. These
alternative solutions may yield different values of the transfer price w*, but—
because of the Pareto optimality requirement—will all pick some point on
the contract curve AB and the same x* as in Figure 8.3. The Nash bargaining
solution has an advantage of being straightforward to implement. Also, the
Nash solution can be more easily extended to multilateral bargaining than
other bargaining solutions (Roth 1979; Thomson and Lensberg 1989). This
would facilitate extending the present analysis to more than two players.

8.5 Nash bargaining model for water transfers

This section considers negotiations between the municipal water provider and
the irrigation district as a two-person Nash bargaining game. The Nash
cooperative bargaining framework is relatively straightforward to implement.
The Nash solution can closely approximate noncooperative games such as
strategic models of sequential offers if those games have high enough discount
rates or the period between offers is sufficiently short (Binmore et al. 1986;
Chae 1993; Krishna and Serrano 1996).

The bargaining process may represent a noncooperative sequential game,
where two parties have the opportunity to exploit some mutually advanta-
geous opportunity, but there is an exogenous risk that negotiations will break
down and the opportunity will be lost. For example, during negotiations
between the Imperial Irrigation District and the San Diego County Water
Authority, federal and state agencies offered to fund some mitigation pro-
grams as part of a negotiated deal. However, when negotiations temporarily
broke down, the US Department of Interior moved to reduce the Imperial
Irrigation District’s water allotment by 275,900 acre-feet (340.3 million cubic
meters) and California’s overall use of Colorado River water by 800,000 acre-
feet (986.9 million cubic meters).

The Nash solution is found by choosing to x and w to maximize the Nash
product, N:

N = [π(X − (x + m), w) − π0]γ [V(x) − V 0 ]1 − γ (8.1)
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The term π0 is the payoff to the irrigation district if bargaining breaks down.
In this case, the district applies all of its water allotment X to irrigation. The
provider’s payoff is the net benefit from existing water capacity, v, plus net
gains from acquiring new water, so V(x) = v + B(x) − wx. If negotiations
break down, the municipal provider receives no additional water from agri-
culture, so V 0 = v. The parameter γ ranges from 0 to 1 and measures the
bargaining strength of the irrigation district relative to the municipal provider.
Including the bargaining power parameter γ allows for asymmetries in the
bargaining game. The Nash product can be rewritten as:

N = [π(X − (x + m), w) − π(X)]γ [B(x) − wx]1 − γ. (8.2)

The negotiated transfer price w* can be written as

w* = γwA + (1 − γ)wB (8.3)

where wA is the provider’s maximum willingness to pay for x* and wB is
the minimum payment that the irrigation district would be willing to accept
to sell x* acre-feet of water. As the bargaining power of the irrigation
district increases (as γ tends toward 1), the transfer price approaches the
maximum willingness to pay of the municipal provider. Conversely, as
the bargaining power of the municipal provider increases (γ tends toward 0),
the transfer price approaches the price that is the minimum willingness to
accept for x*.

8.6 Factors affecting water transfers

In this particular model, the Nash bargaining solution is recursive. The opti-
mal quantity of water transferred x* from the contract curve (Figure 8.3) can
be determined independently of w*. Table 8.2 summarizes how the quantity
of water transferred changes in response to economic, policy, technology, and
environmental parameters (Appendix 8.1 discusses how these responses were
derived). The quantity of water transferred:

• increases as urban demand increases

• increases as the costs of agricultural production increase

• decreases as agricultural output price increases

• increases as the irrigation district’s water allotment increases

• decreases as the mitigation requirement increases

• may increase or decrease as irrigation efficiency increases.

Increases in urban demand encourage rural–urban transfers. In the model the
increased demand is captured by two parameters. A parallel outward shift is
represented by an increase in α while a pivotal outward shift is captured by a
reduction in slope, β. One would thus expect demand for transferred water to
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increase with urban population growth, especially in areas where urban
demand begins to outstrip existing urban water supply capacity.

Given the diminishing marginal productivity of effective water, an increase
in the water allotment of the district X will increase the amount of water
transferred. Districts with ample water allotments are more likely to extend
irrigation to marginal lands or to lower-value bulk commodity crops. Such
districts are more likely to take marginal lands out of production to transfer
water.

Combined, these results suggest that the impacts of drought on the quan-
tity of water transferred can be quite complex. Drought can affect both the
demand for and the supply of water. Drought can cause the regular water
supplies of a city to contract and increase urban water requirements (for
example for landscaping), increasing demand for transferred water (α
increases, β decreases, or both). On the supply side, though, drought may
reduce water available to the irrigation district (X decreases). In the western
United States, water rights follow a prior appropriation doctrine, where
owners of junior water rights have their water allotments reduced first in
times of drought. Consequently, urban water providers may not be able to
negotiate larger transfers from such junior rights holders in response to
severe, prolonged drought. Senior water rights holders with secure water
allotments, in contrast, would be placed in a relatively strong bargaining
position relative to urban providers.

The mitigation requirement acts as a tax on water transfers, so increasing
m reduces the quantity transferred. In contrast, lax (or no) mitigation
requirements imply not only greater transfers, but larger negative environ-
mental impacts or larger third-party pecuniary externalities from transfers.

Turning to agricultural policies, higher agricultural prices increase returns
to irrigation and reduce transfers. A policy implication is that a movement
from coupled to decoupled farm support payments would encourage larger
water transfers. Decoupling farm support programs would lead to a decline
in P, with lump sum transfers being made to the irrigation district. In the
early 1990s, Mexico instituted market liberalization of its agricultural sector,

Table 8.2 Effect on water transfers of changes in market, policy, or technology
parameters

Effect on water transfers of an increase in: on the quantity of water
transferred (x)

• urban water demand (α, 1/β) Increase
• agricultural production costs (c) Increase
• agricultural output price or subsidies (P) Decrease
• the irrigation district’s water allotment (X) Increase
• the mitigation requirement (m) Decrease
• irrigation efficiency (h) May increase or decrease
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moving from direct price supports to decoupled support payments to farmers
(Rosegrant and Schleyer 1996; Hearne 2004). In the United States, there has
also been greater decoupling of farm program payments. Yet, the prices of
cotton, rice, and sugar beet and sugar cane are still supported through federal
programs. Alfalfa and other hay also receive indirect demand stimulus
through US dairy price supports. Together, these crops account for a third of
irrigation water applied in US border states (USDA/NASS 2003).

Increasing the cost of irrigated production c will increase the quantity of
water transferred. Irrigation water is generally subsidized in both the United
States and Mexico. Given that agricultural input and output subsidies dis-
courage transfers, a policy implication is that reallocation of water to urban
uses can be achieved simply by removing current market distortions.

The comparative static results suggest that increasing irrigation efficiency
(increasing h) need not lead to greater water transfers. Economists have long
recognized that improving irrigation efficiency can, under certain conditions,
increase agricultural demand for water (Boggess et al. 1993; Caswell and
Zilberman 1986).

Mirroring earlier results of Caswell and Zilberman (1986), whether
improved irrigation technology increases or decreases agricultural water use
depends crucially on the elasticity of the marginal product of effective water
with respect to the irrigation efficiency parameter. The elasticity of the mar-
ginal product measures how responsive the crop is to further irrigation. It is
denoted as e(h), where

ε(h) = f ″(e)(e /f ′(e)). (8.4)

The specific comparative static derivative for the effects of irrigation efficiency
on quantity transferred is written as

dx*/dh = − [Pf ′(e) (1 + m /x)(1 + ε)]/ [β − h 2(1 + m /x)2Pf ″(e)]. (8.5)

The denominator is positive, so when | ε | > 1 (high elasticity case), dx*/dh > 0,
and when | ε | < 1 (low elasticity case) dx*/dh < 0. Caswell and Zilberman
(1986) show that the low elasticity of marginal product case is more likely
to occur when soil quality is poor and when initial irrigation efficiency, h, is
low. In this case increasing h increases demand for applied irrigation and
consequently discourages transfers.

Although beyond the scope of the current study to explore in detail, this
result when combined with other results of Caswell and Zilberman (1986)
suggests that increased irrigation efficiency may also discourage transfers in
areas with deep wells.

This result has important implications for agricultural conservation policy.
Technology adoption subsidies encouraging improvements in irrigation effi-
ciency are provided both in the United States and Mexico. The 2002 US Farm
Bill expanded the Environmental Quality Incentive Program to US$5.8 billion
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from 2002–07. The program provides “cost sharing” (federal subsidies) for
adoption of agricultural conservation practices. Program payments were bud-
geted to improve irrigation efficiency on nearly 25 million acres (10.1 million
hectares), primarily in the arid western United States, with projected reduc-
tion of agricultural water applications of 5.4 inches per acre (1,322 cubic
meters per hectare). According to the US Department of Agriculture, “any
water saved would be available for alternative uses such as by municipalities,
utility generation, and wildlife habitat restoration” (USDA/NRCS 2003).
Assuming 20 percent loss in storage and transmission, the program would
free 8.9 million acre-feet (11 billion cubic meters) of water per year over 10
years. This is sizeable considering total water withdrawals by public suppliers,
industry, and domestic self-suppliers in the 17 westernmost contiguous states
were 25.1 million acre-feet (31 billion cubic meters) per year in 2000 (Hutson
et al. 2004).

In 2002, in response to drought-induced disputes over Rio Grande water,
the North American Development Bank initiated a Water Conservation
Investment Fund, which provides grants to finance investments in improved
irrigation conveyance and efficiency. The fund provides US$40 million each
to the United States and Mexico to be allocated principally to irrigation
districts along the US–Mexico border. Also, under the 1944 Water Treaty,
Mexico is required to deliver an average of 350,000 acre-feet (431.7 million
cubic meters) of water per year to the United States, mostly from the Rio
Conchos basin in Chihuahua. Improved irrigation efficiency is intended to
increase Mexico’s ability to meet this commitment.

These ambitious projects prompt the question: will improving irrigation
efficiency actually conserve agricultural water and encourage transfers? Pre-
vious studies have also considered the possibility that subsidizing irrigation
technology adoption can backfire, working counter to water conservation
goals (Huffaker and Whittlesey 1995, 2000, 2003; Peterson and Ding 2005).

The following simple example illustrates how this might happen. Assume an
irrigation district with an irrigation efficiency of h = 0.5 diverts 100,000 acre-
feet of water from a river, allowing 20,000 acre-feet to pass downstream. Half
the diverted water, 50,000 acre-feet, is consumed by the district, while 50,000
goes downstream as return flow. Downstream users then have 70,000 acre-feet
of water available. Now suppose irrigation efficiency improves to h = 0.7 and
the district reduces diversions to 90,000 acre-feet of water. Now 30,000 acre-
feet pass directly downstream, but the district consumes 63,000 acre-feet,
return flows fall to 27,000 acre-feet, and total water available downstream
is reduced to 57,000 acre-feet. Although the district’s diversions declines,
consumptive use increases and there is less water available downstream.

Without imposing more structure on the general model, it is not possible to
derive unambiguous signs for comparative static results regarding w*. An
exception is the bargaining power parameter, γ. The price of transferred
water w* increases with the bargaining power of the irrigation district and
decreases with the bargaining power of the municipal provider. Because x* is
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determined independently of w*, an increase in γ will unambiguously increase
the payoff to the irrigation district.

Binmore et al. (1986) discussed how the size of γ will depend on the length
of time it takes each player to respond to proposals and make counterpro-
posals. Negotiators who can formulate and evaluate proposals and make
counterproposals more quickly will have greater bargaining power. Some
researchers have pointed out that small-scale irrigators in developing coun-
tries often lack the technical capacity or knowledge to effectively bargain with
larger, urban demanders of water (Bauer 2004; Galaz 2004; Merrett 2003).
To change this bargaining asymmetry, one policy intervention might be for
government agencies (or nongovernmental organizations) to provide technical
assistance to irrigation districts or water user associations. The game-theoretic
results suggest that improved technical capacity to evaluate and respond to
offers would increase the bargaining position of rural water suppliers.

8.7 Water transfers and externalities

Now consider how rural–urban water transfers affect third parties. Irrigation
water not taken up by the crop or lost to evaporation may become available to
other water users as return flows or groundwater recharge. Return flows may
also replenish riparian habitat. Unused water available for these other uses
under the Nash bargaining solution R* = (1 − h)(X − (x + m)) + m, where m
is the quantity of water dedicated to mitigation. Water transfers reduce R*,
while mitigation increases it. Reductions in return flow thus capture third-
party damages. Other damages would include pecuniary externalities result-
ing from lower demand for agricultural labor and other purchased inputs in
the region, along with associated multiplier effects. These pecuniary external-
ities would be an increasing function of expenditures on agricultural inputs.

There are (at least) two possible institutional responses to limit third-party
damages. One would be to allow downstream water users or groups con-
cerned about environmental impacts into the coalition with the irrigation
district. The Imperial Irrigation District in southern California has, in add-
ition to irrigators, representatives from the local community as voting mem-
bers, while neighboring Palo Verde Irrigation District does not. In the recent
water transfer to San Diego, the Imperial Irrigation District negotiated for
mitigation payments to compensate for pecuniary externalities, while water
transfers from the Palo Verde Irrigation District do not include such provi-
sions. However, including more heterogeneous actors may greatly increase
transaction costs (Rosen and Sexton 1993).

A regulatory body may also set the mitigation requirement m such that
return flows are not lower than those with no transfers, m = m0 = x(1 − h)/h,
where m is strictly decreasing in h. Holding transferred quantities x constant,
improved irrigation efficiency (greater h) reduces the extent of mitigation
required to prevent third-party damages. Conversely, if h is low, water trans-
fers have the potential to create significant third-party damages, absent
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mitigation requirements. In many developing countries (and even parts of the
United States) irrigation efficiency is low. In Mexico, Rosegrant and Schleyer
(1996: 266) report, “losses through the irrigation infrastructure were as high
as 50–70%”. Yet, when h is low, the amount of water needed for mitigation is
significant, relative to the amount of water transfers. If h < 0.5, then m0 > x*;
to prevent a reduction in return flows, more water would have to be dedicated
to mitigation than would be transferred.

What might this mean for water policy? One might argue that, to limit
third-party damages, one should encourage investments to increase h, prior
to encouraging water markets. But a complication arises here because increas-
ing h has a direct negative effect on return flows and indirect effects (via
dx/dh), which may be positive or negative. These results, and the numerical
simulations in the next section, suggest that limiting third-party damages of
water transfers via technological improvements alone will be difficult and that
changes in mitigation requirements m will need to be continually monitored
and adjusted over time.

8.8 Empirical application
This section applies the Nash bargaining model to the recent Quantification
Settlement Agreement, which transfers water from the Imperial Irrigation
District to the San Diego County Water Authority. The agreement is the
largest rural–urban water transfer agreement in US history. It is a multiyear
agreement with payments and transfers growing over time that could reach
300,000 acre-feet (370 million cubic meters) of water per year. In 2005, 30,000
acre-feet (37 million cubic meters) were transferred at US$276 per acre-foot.
The numeric simulation is calibrated to price and quantity accounting rela-
tionships observed in 2005. Choosing a single year abstracts from the multi-
year nature of the agreement. However, the contract curve in each year
depends only on exogenous parameter values for that year. The static model
is sufficient to illustrate key comparative static results.

Under the agreement, the Imperial Irrigation District was also required to
provide 15,000 acre-feet (18.5 million cubic meters) in 2005 for environmental
mitigation of impacts to the Salton Sea, California’s largest lake, famous for
sport fishing and recreational uses. The Salton Sea National Wildlife Refuge
is a critical stop on the Pacific flyway for migrating birds, including several
state and federally listed endangered and threatened species. Agricultural
drain water from the Imperial Valley accounts for about 75 percent of the
freshwater inflow to the sea. Colorado River water transferred by the
Imperial Irrigation District directly to the San Diego County Water Author-
ity reduces agricultural drain water feeding the sea. Total return flows, R,
from the Imperial Irrigation District are as follows:

R = (1 − h)(X − x − m) + m. (8.6)

Consumptive use of water in the system C = X − R.
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Table 8.3 reports parameter values and accounting relationships used in
the numerical simulations. Appendix 8.2 discusses how values were developed.
Given model assumptions, the minimum price that the irrigation district would
accept to transfer 30,000 acre-feet of water, WB, was estimated to be $41.41
per acre-foot. Based on Draper et al. 2003, the marginal willingness to pay
of the district for additional water was assumed to be $24.30 at the disagree-
ment point. The Imperial Irrigation District solicits bids from its members to
participate in the land-fallowing program that frees up water for transfer and
mitigation, offering a flat payment of $60 per acre-foot to participants. At
this payment rate, the Imperial Irrigation District can obtain more water than
the minimum needed and has instituted a policy to ration participation. This
suggests that the $41.41 figure, lying between $24.30 and $60, is reasonable.
The San Diego County Water Authority’s estimated maximum willingness to
pay for 30,000 acre-feet, WA, was $315.46. This rate is based on what the
authority (a water wholesaler) charges smaller retail providers for treated
water deliveries net of treatment and delivery costs for Imperial Irrigation
District water. Given estimates of WA, WB, and an observed transfer price
w of $276 per acre-foot, the parameter measuring relative bargaining power
γ was 0.85. This suggests asymmetric bargaining power favoring the Imperial
Irrigation District.

Table 8.3 Values used in numerical simulation

Variable
name

Variable description Parameter or
accounting value

X Irrigation district water allotment 3.2 million acre-feeta

x Quantity of water transferred 30,000 acre-feet
m Quantity of water used for environmental

mitigation
15,000 acre-feet

h System irrigation efficiency 0.7
pf(X) Gross revenues of irrigation district without

transfers
$1.198 billion

c Variable cost of production $115 / acre-foot
wB Irrigation district’s minimum acceptable price to

transfer 30,000 acre-feet
$41.41 / acre-foot

wA Municipal provider’s maximum acceptable transfer
price to acquire 30,000 acre-feet

$315.46 / acre-foot

w Negotiated transfer price $276 / acre-foot
α Municipal provider’s inverse demand intercept for

additional sources of water
$600

β Municipal provider’s inverse demand slope
parameter

0.01897

γ Bargaining power coefficient 0.856

a. 1 acre-foot = 1233.489238 cubic meters.
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Table 8.4 reports estimates of the effects of changing irrigation efficiency
on water transfers and transfer price. The system irrigation efficiency for the
Imperial Irrigation District was assumed to be 70 percent (h = 0.7), approxi-
mating previous estimates (Rosen and Sexton 1993). Around the baseline
value the simulations show that dx/dh > 0 and dw/dh < 0. In the Imperial
Irrigation District case, improving irrigation efficiency appears to facilitate
transfers. Table 8.4 shows, however, that if h is low, a small increase in h can
reduce incentives to transfer water. Increasing h from 0.35 to 0.45 reduces
incentives to transfer water. This has important implications for technology
subsidy policies in the border region aimed at facilitating transfers by increas-
ing h. In some irrigation systems in the border region, system efficiency
is quite low. For example, Irrigation District 005 in Delicias, Chihuahua,
Mexico, has received US$40 million of North American Development Bank
funding to improve irrigation efficiency to facilitate transfers to the United
States. However, the system efficiency in the district is only 37 percent (North
American Development Bank 2004).

Table 8.4 also shows that transfers tend to increase overall consumptive use
relative to a no-transfer baseline. This occurs because transfers come at the
expense of return flows. The effect of transfers on overall consumptive use
is lessened as h increases, however. The environmental mitigation provisions
of the Quantification Settlement Agreement are intended to prevent reduc-
tions in return flows reaching the Salton Sea. Table 8.4 shows that, based on
the empirically based numerical simulations, the combination of transfers
with mitigation leads to a small decrease in consumptive use (increase in
return flows). Mitigation transfers of 15,000 acre-feet (18.5 million cubic
meters) appear sufficient to maintain return flows for h > 0.66.

Table 8.4 Impact of irrigation efficiency on water transfers, transfer price, and
consumptive use

Irrigation
efficiency

Transfer
price

Acre-feet
transferred a

Change in consumptive water use
resulting from transfer (in acre-feet)a

h w x with mitigationb without mitigation

0.35 $304.60 27,738 12,780 18,049
0.40 $309.86 27,316 10,390 16,412
0.45 $311.97 27,143 8,179 14,955
0.50 $310.95 27,219 6,110 13,639
0.55 $306.79 27,544 4,145 12,427
0.60 $299.54 28,116 2,246 11,280
0.65 $289.25 28,935 377 10,162
0.70c $276.00c 30,000c −1,500c 9,035
0.75 $259.86 31,310 −3,422 7,861

a. 1 acre-foot = 1233.489238 cubic meters.
b. 15,000 acre-feet of water devoted to mitigation.
c. Baseline simulation values.
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Table 8.5 shows the impacts on consumptive use of simultaneously intro-
ducing transfers and increasing irrigation efficiency. Here, a lower h no-
transfer baseline can be compared with an alternative scenario with transfers
combined with a higher h. In the early phases of the Quantification Settle-
ment Agreement, water conservation is to be achieved primarily by land
fallowing. In later phases, however, it is expected that increasing irrigation
efficiency will play a more prominent role in reducing agricultural water use.
In Table 8.5, consider a movement from no trades with h = 0.70 to one with
trades and h = 0.75. Here, transfers combined with a larger h increase con-
sumptive use by over 156,000 acre-feet (192.4 million cubic meters). Now,
consider a movement from no trades with h = 0.65 to one with trades and
h = 0.75. Here, consumptive use increases by over 300,000 acre-feet (370
million cubic meters), even with 15,000 acre-feet set aside to supplement
return flows. These results suggest that increasing irrigation efficiency with
increased trading may well lead to greater overall consumptive use of water at
the expense of return flows to the Salton Sea or subsurface flows that supply
Mexico with groundwater.

The results from Tables 8.3 and 8.4 suggest that (a) current mitigation
provisions appear adequate to achieve stated short-run objectives, but that
(b) future mitigation requirements are highly sensitive to both base levels of
h and changes in h. The numerical simulations imply that close environmental
monitoring and water accounting will be necessary to recalibrate mitigation
requirements to protect the Salton Sea. The Quantification Settlement
Agreement includes provisions for detailed and precise water accounting as
well as an adaptive management plan for environmental mitigation. The
simulation results suggest these types of provisions will be necessary to meet
the long-term environmental objectives of the Quantification Settlement
Agreement.

A key element to increase h and facilitate future transfers is a plan to line
the All-American Canal, which transports water from the Colorado River to
the Imperial Valley. The unlined canal is built on sandy soils and loses water

Table 8.5 Impacts of transfers and irrigation efficiency on consumptive use

Irrigation efficiency Acre-feet transferred a Consumptive use b

h x C
0.65 0 2,080,000c

0.65 28,935 2,080,377
0.70 0 2,240,000c

0.70 30,000 2,238,500
0.75 0 2,400,000c

0.75 31,310 2,396,578

a. 1 acre-foot = 1,233.489238 cubic meters.
b. 15,000 acre-feet of water devoted to mitigation.
c. Result without transfer agreement.
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to seepage. The United States plans to build a concrete-lined canal parallel to
the original to capture 67,700 acre-feet (83.5 million cubic meters) of water,
most of which will be sent to the San Diego County Water Authority.

Lining the canal, however, will impose external costs on Mexico. Ground-
water seepage from the canal recharges the aquifer below the Mexicali Valley
that supplies irrigated agriculture on the Mexican side of the border. Saille
et al. (2006) estimate that canal lining would reduce water available in the
most affected area of Mexicali Valley by 14 percent. Also, because water
from seepage is less saline than other water in the aquifer, canal lining would
also increase the concentration of dissolved salts in the aquifer. The increase
in soluble salts could lead to a 9 percent reduction in agricultural production
and a 13 percent increase in energy costs (Saille et al. 2006). Canal seepage
also supports the Andrade Mesa wetlands in Mexico (Dibble 2005). The
wetlands consist of 500 acres (202 hectares) of marsh and more extensive
areas of mesquite bosque. They also provide habitat for endangered birds and
migratory birds on the Pacific flyway.

Historically, the position of the United States has been that canal seepage
is US surface waters allocated to it by the 1944 Water Treaty with Mexico and
that environmental mitigation under the Endangered Species Act (or other
US environmental laws) is not required for impacts beyond the US border.
Mexico has argued that the United States is taking action that adversely
affects its groundwater and that a protocol to the 1944 treaty requires that the
countries formally consult with each other prior to undertaking such a pro-
ject. However, a requirement for consultation is not necessarily a requirement
for mitigation. The United States and Mexico have never signed a com-
prehensive agreement to manage transboundary groundwater resources.

In August 2006 the US Ninth Circuit Court, in response to a lawsuit brought
by Mexican business groups and environmental groups from both countries,
issued a temporary injunction halting the lining of the All-American Canal
(Dibble 2006a). At the time of writing the case was scheduled to be heard by a
three-judge panel of the Ninth Circuit in December 2006. The injunction
illustrates how third parties can increase the negotiating parties’ transaction
costs if mitigation is not undertaken. According to the San Diego County
Water Authority, litigation has delayed the project at least a year and raised
costs by tens of millions of dollars (Dibble 2006b). One of the last acts of
the 109th Congress was to pass legislation ordering the US secretary of the
interior to begin canal lining “without delay” (Dibble 2006b). The secretary’s
ability to do this will depend on the Ninth Circuit’s ruling. Given that the
United States and Mexico share 17 groundwater basins (Hall 2004), this
could also have implications for future rural–urban transfers on the border.
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8.9 Conclusions and policy implications

Rural–urban water transfers in developing countries have received increasing
attention from economists and other social scientists (Bauer 2004; Biswas
2006; Galaz 2004; Hearne 2004; Merrett 2003; Michel 2002; Mumme and
Lybecker 2006; Riaz 2002; Rosegrant and Schleyer 1996). Demand for large-
scale transfers will probably increase with the rise of megacities (large urban
agglomerations) in many developing countries (Biswas 2006; Varis 2006).

The issues highlighted in the stylized theoretical and numerical models
address issues pertinent to other areas. For example, Chennai, India, is facing
questions of whether improved irrigation efficiency truly conserves water or
merely reduces return flows available to third parties (Biswas 2006). Irrigators
supplying water to Chennai have begun to address questions of collective
bargaining in determining water transfers and whether and how to include
third parties in negotiations (Ramalingam 2005).

A goal of this chapter has been to demonstrate how a game-theoretic
analysis of rural–urban water transfers can examine not only gains from trade
but also issues of bilateral monopoly, asymmetric capacity and bargaining
power, and negative externalities of transfers. But what policy lessons can be
drawn from this analysis?

First, agricultural output and input subsidies discourage rural–urban water
transfers. One way to encourage reallocation of water to urban uses through
market transfers would be to remove pre-existing distortions in agricultural
output and input markets.

Second, the model results suggest that improving irrigation efficiency need
not encourage water transfers. Depending on agronomic conditions, increas-
ing efficiency can increase the demand for irrigation water, thus discouraging
transfers. The numerical simulations suggest a U-shaped relationship, where
improving efficiency reduces transfers in areas with very low efficiency, but
encourages transfers once efficiency reaches a minimum threshold. This has
important implications for Mexico and other developing countries, where
baseline efficiencies are often quite low.

Third, resource management agencies on both sides of the border appear
to be counting on improving irrigation efficiency to conserve water. Yet,
increasing efficiency can reduce return flows and groundwater recharge and
increase consumptive use of water. Numerical simulations based on the
Quantitative Settlement Agreement in California suggest that introducing
transfers and new irrigation technology simultaneously can generate large
increases in consumptive use. This occurs because, while diversions for irriga-
tion decline, return flows decline even more, causing consumptive use to
increase. So, irrigation technology subsidies intended to encourage transfers
or conserve water may not achieve these goals. This is not to discourage
efforts to improve irrigation efficiency per se, but care must be taken to ensure
that hydrologic and economic factors are such that improved efficiency truly
conserves water.
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Fourth, mitigation requirements will be needed to prevent negative
environmental impacts or other third-party impacts of transfers. Huffaker
and Whittlesey (2000) have noted that a number of western states have passed
laws to encourage increased farm-level irrigation efficiency and to reduce
diversions for irrigation. Their analysis and the analysis in this chapter sug-
gest that, in areas where return flows are important, this can lead to increases
in water consumption. They recommend that policies to encourage conserva-
tion should define water conservation in terms of reduced consumptive use,
not merely reduced diversions.

Fifth, not only are mitigation requirements important, they are highly
sensitive to small changes in irrigation efficiency. The numerical analysis sug-
gests that mitigation policies will have to be dynamic and flexible to prevent
third-party damages. To avoid such damages, large-scale water transfers
will require regular environmental monitoring, recalibration of mitigation
requirements, and adaptive environmental management.

Finally, in the US–Mexico border region, large-scale transfers are con-
fronting (and will continue to confront) unresolved questions about how to
deal with transboundary externalities of water transfers. Unresolved legal
questions remain over transboundary environmental mitigation requirements
and transboundary groundwater management.

Note

1. An acre-foot is a unit of volume commonly used in the United States for large-scale
water resources. It is the volume of water necessary to cover one acre of surface
area to a depth of one foot. One acre-foot 
 1,233.5 cubic meters.
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Appendix 8.1: Mathematical derivations

Irrigation district’s problem

If no water is transferred, irrigation district profits πd are

πd = Pf (hX) − cX, (8.A1)

where P is the agricultural output price, X is the district’s water allotment, h is
the irrigation efficiency parameter, and c is the cost of production per acre-
foot of water. If the district sells water to an urban municipal provider, its
profits are

π = Pf(h(X − x(1 + s))) − c(X − x(1 + s)) + wx (8.A2)

where x is the quantity of water transferred. Water required for mitigation m
can be expressed as a proportion of water transferred, m = sx. The district’s
iso-payoff function in w–x space shows combinations of x and w that yield a
fixed profit π0

w =
π0 − Pf(h(X − x(1 + s))) + c(X − x(1 + s))

x
(8.A3)

For a given value of x, the minimum acceptable price for the district is

w =
Pf(hX) − Pf(h(X − x(1 + s))) − cx(1 + s)

x
. (8.A4)

Municipal water provider’s problem

Urban demand for additional water (beyond current capacity) is

pm = α − β x, (8.A5)

178 George B. Frisvold and Kyle J. Emerick



where pm is the inverse demand for water and α and β are positive constants.
The urban water provider is a regulated public utility whose objective is to
maximize consumer benefits from obtaining new water subject to a cost
recovery constraint. Urban water consumers must pay wx, the cost of obtain-
ing agricultural water. The urban water provider seeks to negotiate x and w to
maximize this objective function, V, where

V = (v + α x) − �1

2
β x2 + wx� (8.A6)

In w–x space, the iso-payoff curve for the provider shows combinations of x
and w that yield a fixed payoff V 0:

w =

αx −
1

2
βx2 − (V0 − v)

x
. (8.A7)

For a given value of x, the provider’s maximum willingness to pay is

w = α −
1

2
β x. (8.A8)

The contract curve

The contract curve, the set of efficient x–w pairs, is obtained by equating the
slopes of the district’s and provider’s iso-payoff curves (8.A3) and (8.A7).
The efficient volume of water transferred can then be derived:

x* =
(1 + s)(−hPfe + c) + α

β
. (8.A9)

The efficient volume of water traded can be determined independently of the
transfer price, w. Comparative static results can then be obtained by totally
differentiating (8.A9) to determine how changes in exogenous variables affect
x*. These comparative static results (such as dx/ds, dx/dα, etc.) are summarized
in Table 8.2.

Appendix 8.2: Simulation model parameters

Water diversions (X): obtained from US Bureau of Reclamation Colorado
River Accounting and Water Use Report: Arizona, California, and Nevada
(various years). BOR Boulder Canyon Operations Office, Boulder City,
Nevada.
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Gross farm returns (Pf(hX)): estimated from statistics for Imperial County
from USDA, NASS 2002 Census of Agriculture and the Environmental
Working Group Farm Subsidy Data Base (www.ewg.org/farm/findings.php).

Variable cost of production (c): obtained from USDA, NASS 2002 Census
of Agriculture production expenditure data for Imperial County. Excludes
livestock purchases, feed purchases, and land rental payments.

Irrigation production function (f (e)): the irrigation district production
function was assumed quadratic. Parameters of the marginal value product
(MVP) of water function were chosen such that the marginal willingness to
pay for additional water at X was $24.30, approximating Draper et al. (2003)
and integrating the MVP curve yielded gross farm returns.

Irrigation efficiency (h): results from Rosen and Sexton (1993) suggest an h
close to 0.7. Internal Imperial Irrigation District documents state on-farm
efficiency is about 0.79, but Burt (1999) suggests Imperial Irrigation District
system efficiency will be less than on-farm efficiency.

Water transfer parameters (x, w, m): the quantity of water transferred,
price paid, and water used for Salton Sea Mitigation come from the Quantifi-
cation Settlement Agreement Annual Implementation Report.

Return flows and consumptive use (R, C ): data were derived based on
return flows going to the Salton Sea and Colorado River. These came from
US BOR Reclamation Colorado River Accounting and Water Use Report
and the California Environmental Protection Agency California Regional
Water Quality Control Board, Colorado River Basin Region.

Municipal demand for additional water (α, β ): parameters were derived to
obtain maximum willingness to pay for transferred water based on wholesale
rates charged by the San Diego County Water Authority to retail municipal
providers.
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9 WAS-guided cooperation in
water management
Coalitions and gains

Franklin M. Fisher and
Annette T. Huber-Lee1

The water allocation system (WAS) is a tool for optimal water management
and the resolution of water conflicts. Countries or parties using WAS-guided
cooperation all gain in total benefits from water. Estimates of the benefits of
such cooperation to Israel, Jordan, and Palestine are given, for various coali-
tions among them, and the relation of bilateral cooperation to trilateral
cooperation is discussed and generalized. The tool is applicable anywhere in
the world and not just in the Middle East.

9.1 Introduction

Starting in 1993, the Water Economics Project developed economics-based
methods for optimal water management, especially for resolving water dis-
putes. That work is extensively described in Fisher et al. 2005.2 There it
is shown that an agreement to trade in water permits (permits to use each
other’s water in specified amounts) sold at the shadow values generated
by the water allocation system (WAS) model is never inferior and usually
superior to the standard international treaty with a fixed division of water
quantities among countries.

Of course, the realization that water can (and should) be treated as an
economic commodity—with special properties—is not new. It goes back at
least as far as the Harvard Water Program of the 1950s and 1960s (see Eckstein
1958; Maass et al. 1962; see also Hirshleifer et al. 1960). That realization has
led to a large literature on water markets, to policy recommendations for
water markets, particularly by the World Bank, and, in some cases, to the
adoption of such recommendations (see for example Saliba and Bush 1987).

But, for reasons discussed below, actual water markets will often, indeed
generally, not lead to efficient or optimal results. There are several reasons for
this, but perhaps the most important is because, in allocating water, there are
social benefits and costs that are not simply private benefits and costs. While
some of these “externalities” are recognized in the literature (environmental
issues, for example), others are not. In particular, the fact that subsidization
of water for a particular use (usually agriculture) implies a policy decision
that there are social benefits from such use above and beyond those realized



by the direct users themselves is typically ignored. But private markets will fail
to handle this, and, where such views are held by policymakers, such failure
will properly make them unwilling to institute actual market mechanisms.

The present work, as will be seen, overcomes such difficulties by the use of
WAS, an explicit optimizing model that allows the policymaker to impose his
or her own views as to water values or, equivalently, to impose certain water
policies and also to take other externalities into account. This is a form of
systems analysis.

The application of systems analysis to water management is also not new
(see for example Rogers and Fiering 1986 and the papers cited in endnote 3).
As Rogers and Fiering state (1986: 146S):

Systems analysis is particularly promising when scarce resources must be
used effectively. Resource allocation problems are worldwide and affect
the developed and the developing countries that today must make effi-
cient use of their resources. At any given time some factor such as skilled
manpower, energy, transport, material or capital is in short supply and
that scarcity impedes progress. Under these conditions, governments and
their planners, but particularly those in less developed countries (LDCs),
are constantly faced with the need to make the best use of those resources
that will be needed at further stages of progress, and with the future need
to balance current needs against investment for the future. This is the
domain of systems analysis.

However, they also point out (p. 150S) that:

[M]any, if not most, conventional uses of mathematical programming to
solve water resource problems pursue optimality indiscriminately. . . .
Unfortunately, the stated . . . goals and measures of merit do not fully
reflect the true concerns of the decision makers, and experience shows
that mathematical programming, while often used in some vague way by
planners, is rarely used to make the critical decisions associated with
project planning.

As discussed above, the WAS tool attempts to solve this problem by permitting
the user of WAS to impose his or her own values.

In addition, there are other differences between the present work and its
predecessors. First, much previous work concerns the cost-benefit analysis
of particular projects, whereas the present work provides a tool for the over-
all management of water and water projects taking into account country-
wide (or regionwide) effects while using a model that is geographically quite
disaggregated.

Second, perhaps the most familiar use of such models is that of minimizing
cost in connection with fixed demand quantities.3 The WAS model described
below goes beyond that in more than one respect:
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• WAS takes account of demand considerations and the benefits to
be derived from water use rather than fixing water quantities to be
delivered.

• WAS permits the user to impose social values that differ from private
ones and to impose policies that the optimization must respect.

• Beyond mere optimization, WAS models can be used in conflict reso-
lution, an area highly important in water issues, as they can be used to
value disputed water, thus effectively monetizing and de-emotionalizing
the dispute. Moreover, for international disputes, the water systems of
each party can be analyzed separately, testing options of links to other
parties, or of analyzing the combined territory of two or more parties as
one. This provides estimates of the benefits of cooperation, which can
then be weighed against the political issues involved in such cooperation.

Fisher et al. (2005) applied those methods to Israel, Jordan, and Palestine,
which have a long history of water disputes, and examines the gains to such
cooperation compared to the much lower values of plausible changes in own-
ership of the water in dispute. Most of the discussion concerned two-way
cooperation between Israel and Palestine4 and Israel and Jordan.5 Cooper-
ation among all three countries was considered, giving results on particular
aspects of the water flows that would occur, but the analysis did not exhibit
fully the gains from three-way cooperation (although the case in which the
third country joins a cooperative agreement already in place between the
other two was also discussed).

This chapter considers the benefits of different coalitions and presents a
number of results thereon. Before this is done, however, a related question is
considered. Suppose that there are n countries. Is the “grand coalition”—that
is, WAS-guided cooperation among all countries involved—stable? In game-
theoretic terms, is the grand coalition in the core or can there exist a subset of
countries that, by cooperating among themselves, can all do better than they
can in the grand coalition and therefore block the latter?

It is shown that the answer to this question is in the negative6—an important
fact with an easy demonstration, once one understands how WAS-guided
cooperation works. Since this is also essential for an understanding of the
results for the three countries discussed below, that mechanism is first
summarized.

9.2 Water ownership and the value of water

There are two basic questions involved in thinking about water agreements.
These are:

• The question of water ownership.

• The question of water usage.
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One must be careful to distinguish these questions.
All water users are effectively buyers irrespective of whether they own the

water themselves or purchase water from another. An entity that owns its
water resources and uses them itself incurs an opportunity cost equal to the
amount of money it could otherwise have earned through selling the water.
An owner will thus use a given amount of its water if and only if it values
that use at least as much as the money to be gained from selling. The
decision of such an owner does not differ from that of an entity that does
not own its water and must consider buying needed quantities of water: the
nonowner will decide to buy if and only if it values the water at least as
much as the money involved in the purchase. Ownership only determines who
receives the money (or the equivalent compensation) that the water
represents.

Water ownership is thus a property right entitling the owner to the eco-
nomic value of the water. Hence a dispute over water ownership can be
translated into a dispute over the right to monetary compensation for the
water involved, taking into account social and environmental values.

The property rights issue of water ownership and the essential issue of
water usage are analytically independent. For example, resolving the question
of where water should be efficiently pumped does not depend on who owns
the water. While both ownership and usage issues must be properly addressed
in an agreement, they can and should be analyzed separately.7

The fact that water ownership is a matter of money can be brought
home in a different way. It is common for countries to regard water as
essential to their security because water is essential for agriculture and
countries wish to be self-sufficient in their food supply. This may or may
not be a sensible goal, but the possibility of desalination implies the follow-
ing. Every country with a seacoast can have as much water as it wants if it
chooses to spend the money to do so. Hence, so far as water is concerned,
every country with a seacoast can be self-sufficient in its food supply if it is
willing to incur the costs of acquiring the necessary water. Disputes over
water among such countries are merely disputes over costs, not over life
and death.

Note that, in valuing water, one must consider the following:

• Unless water is very abundant, the value of water does not simply consist
of the costs of extraction, treatment, and conveyance. In general, water
value also includes a scarcity rent, reflecting the opportunity cost of its
use—the value of using or selling it elsewhere.

• When one speaks of “the value of water”, one is speaking of the value
of molecules of H2O. That is not the only value of importance, how-
ever. There may be religious or historical values placed on particular
water sources. Further, water in certain uses (agriculture, for example),
may be considered as more valuable to society than is reflected in the
private valuations of the users. And water in sources thought to be
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secure may be considered more valuable than water in less secure
sources. In the WAS model, the user is permitted to take such things
into account by constraining the model to reflect such considerations.
In that sense, this analysis is not confined to narrowly defined economic
considerations.

9.3 Why actual free water markets will not work

In the case of most scarce resources, free markets can be used to secure effi-
cient allocations. This does not always work, however; the important proposi-
tions about the efficiency of free markets require the following conditions:

• The markets involved must be competitive, consisting only of very many,
very small buyers and sellers.

• All social benefits and costs associated with the resource must coincide
with private benefits and costs, respectively, so that they will be taken into
account in the profit-and-loss calculus of market participants.

Neither of these conditions is generally satisfied when it comes to water, for
two reasons. First, water markets will not generally be competitive, with many
small sellers and buyers. Second (and perhaps more important), water in
certain uses—for example agricultural or environmental uses—is often con-
sidered to have social value in addition to the private value placed on it by
its users. The common use of subsidies for agricultural water, for example,
implies that the subsidizing government believes that water used by agriculture
is more valuable than the farmers themselves consider it to be.

This does not mean, however, that economic analysis has no role to play in
water management or the design of water agreements. One can build a model
of the water economy of a country or region that explicitly optimizes the
benefits to be obtained from water, taking into account the issues mentioned
above.8 Its solution, in effect, provides an answer in which the optimal nature
of markets is restored and serves as a tool to guide policymakers.9

Such a tool does not itself make water policy. Rather it enables the user to
express his or her priorities and then shows how to implement them while
maximizing the net benefits to be obtained from the available water. While
such a model can be used to examine the costs and benefits of different policies,
it is not a substitute for, but an aid to, the policymaker.

It would be a mistake to suppose that such a tool only takes economic
considerations (narrowly conceived) into account. The tool leaves room for
the user to express social values and policies through the provision of low (or
high) prices for water in certain uses, the reservation of water for certain
purposes, and the assessment of penalties for environmental damage. These
are, in fact, the ways that social values are usually expressed in the real world.
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9.4 The water allocation system (WAS) tool

As already indicated, the tool is called WAS for “water allocation system”
(see Appendix at the end of this chapter for a detailed mathematical descrip-
tion). As here discussed, it is a single-year, annual model, although the condi-
tions of the year can be varied and different situations evaluated.10 The
objective function maximizes net water benefits for a given region, subject to
constraints. These include:

• The capacity of various pieces of infrastructure (water treatment plants,
desalination plants, and conveyance lines or canals)

• The constraints represented by social policies arising from environmental
or other factors, including constraints restricting the water taken from
any natural source to be no greater than the annual renewable flow avail-
able from that source (although that maximum can be adjusted according
to climatic conditions)

• The price policies (such as subsidization of water for agriculture) that are
prescribed by the model user

• Most important of all, the constraint that the quantity of water consumed
in a particular location cannot exceed the quantity produced there plus the
quantity imported into less the quantity exported from that location.

The country or region to be studied is divided into districts. Within each
district, demand curves for water are defined for household, industrial, and
agricultural use of water. Extraction from each water source is limited to the
annual renewable amount. Allowance is made for treatment and reuse of
wastewater and for interdistrict conveyance. This procedure is followed using
actual data for a recent year and projections for future years.

Environmental issues are handled in several ways. Water extraction is
restricted to annual renewable amounts; an effluent charge can be imposed;
the use of treated wastewater can be restricted; and water can be set aside for
environmental (or other) purposes. Other environmental restrictions can also
be introduced.

The WAS tool permits experimentation with different assumptions as to
future infrastructure. For example, the user can install wastewater treatment
plants, expand or install conveyance systems, and create seawater desalin-
ation plants.

Finally, the user specifies policies toward water. Such policies can include
specifying particular price structures for particular users; reserving water for
certain uses; and imposing ecological or environmental restrictions.

Given the choices made by the user, the model allocates the available water
so as to maximize total net benefits from water. These are defined as the total
amount that consumers are willing to pay for the amount of water provided
less the cost of providing it.11
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9.5 Shadow values and scarcity rents

It is an important theorem that, under very general conditions, when an
objective function is maximized under constraints, the solution also generates
a set of nonnegative numbers, usually called “shadow prices”, but here called
“shadow values” to emphasize that these are not necessarily the prices to be
charged to water users. Such shadow values (which are the LaGrange multi-
pliers corresponding to the various constraints) have the property that they
show the amount by which the value of the thing being maximized would
increase if the corresponding constraints were to be relaxed a little.

In the case of the WAS model, the shadow value associated with a particu-
lar constraint shows the extent by which the net benefits from water would
increase if that constraint were loosened by 1 unit. For example, where a
pipeline is limited in capacity, the associated shadow value shows the amount
by which benefits would increase per unit of pipeline capacity if that capacity
were slightly increased. This is the amount that those benefiting would just be
willing to pay for more capacity.

The central shadow values in the WAS model, however, are those of water
itself. The shadow value of water at a given location corresponds to the
constraint that the quantity of water consumed in that location cannot
exceed the quantity produced there plus the quantity imported less the quan-
tity exported. That shadow value is thus the amount by which the benefits to
water users (in the system as a whole) would increase were there an additional
cubic meter per year available free at that location. It is also the price that
the buyers at that location who value additional water the most would
just be willing to pay to obtain an additional cubic meter per year, given the
net-benefit maximizing water flows of the model solution.12

Experience shows that the following points about shadow values cannot be
overemphasized:

• Shadow values are not necessarily the prices that water consumers are
charged. That would be true in a purely private, free-market system. But
in the WAS model, as in reality, the prices charged to some or all con-
sumers can (and often will) be a matter of social or national policy. When
such policy-driven prices are charged, the shadow values of water will
reflect the net benefits of additional water given the policies adopted.

• Related to this is the fact that shadow values are outputs of the model
solution, not inputs specified a priori. They depend on the policies and
values put in by the user of the model.

It is important to note that the shadow value of water in a given location does
not generally equal the direct cost of providing it there. Consider a limited
water source whose pumping costs are zero. If demand for water from that
source is sufficiently high, the shadow value of that water will not be zero;
benefits to water users would be increased if the capacity of the source were

WAS-guided cooperation in water management 187



greater. Equivalently, buyers will be willing to pay a nonzero price for water in
short supply, even though its direct costs are zero.

A proper view of costs accommodates this phenomenon. When demand at
the source exceeds capacity, it is not costless to provide a particular user with
an additional unit of water. That water can only be provided by depriving
some other user of the benefits of the water; that loss of benefits represents an
opportunity cost. In other words, scarce resources have positive values and
positive prices even if their direct cost of production is zero. Such a positive
value—the shadow value of the water in situ—is called a “scarcity rent”.

Where direct costs are zero, the shadow value of the resource involved
consists entirely of scarcity rent. More generally, the scarcity rent of water at
a particular location equals the shadow value at that location less the direct
marginal cost of providing the water there.13 Just as in a competitive market, a
positive scarcity rent is a signal that more water from that source would be
beneficial were it available.

Water shadow values and, accordingly, water scarcity rents depend upon
the infrastructure assumed to be in place.

When water is efficiently allocated, as in the solution of the WAS model,
the following relationships must hold. Equivalently, if they do not hold, then
water is not being efficiently allocated. (All values are per unit of water.)

• The shadow value of water used in any location equals the direct mar-
ginal cost plus the scarcity rent. For water in situ, the shadow value is the
scarcity rent.

• Water will be produced at a given location only if the shadow value of
water at that location exceeds the marginal cost of production. Equiva-
lently, water will only be produced from sources whose scarcity rents are
nonnegative.

• If water can be transported from location a to location b, then the
shadow value of water at b can never exceed the shadow value at a by
more than the cost of such transportation. Water will actually be trans-
ported from a to b only if the shadow value at b exactly equals the
shadow value at a plus the transportation cost. Equivalently, if water is
transported from a to b, then the scarcity rent of that water will be the
same in both locations.

This situation is illustrated in Figure 9.1, where water in a lake (L) is conveyed
to locations a, b, and c. It is assumed that the only direct costs are conveyance
costs. The marginal conveyance cost from the lake to a is denoted tLa; simi-
larly, the marginal conveyance cost from a to b is denoted tab; and that from b
to c is denoted tbc. The shadow values at the four locations are denoted PL,,
Pa, Pb, and Pc, respectively.

To see that the equations in Figure 9.1 must hold, begin by assuming that
Pa > PL + tLa and that there is extra conveyance capacity from L to a at the
optimal solution. Then transferring one more cubic meter of water from L to
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a would have the following effects. First, since there would be 1 cubic meter
less at L net benefits would decline by PL, the shadow value of water at L.
(That is what shadow values measure.) Second, since conveyance costs of tLa

would be incurred, there would be a further decline in net benefits of that
amount. Finally, however, an additional cubic meter at a would produce an
increase in net benefits of Pa, the shadow value of water at a. Since, by
assumption, Pa > PL + tLa, the proposed transfer would increase net benefits;
hence, we cannot be at an optimum.

Similarly, assume that Pa < PL + tLa. Then too much water has been trans-
ferred from L to a, and transferring one less cubic meter would increase net
benefits. Hence, again, we cannot be at an optimum.

It follows that, at an optimum, Pa = PL + tLa, and a similar demonstration
holds for conveyance between any two points.

Now, the first part of the demonstration just given requires the assumption
that conveyance capacity is adequate to carry an additional cubic meter of
water from L to a. Even were this not true, however, it would remain true that,
in a generalized sense, Pa = PL + tLa at an optimum. Suppose that, with the
conveyance system operating at capacity, it would increase net benefits if an
additional cubic meter of water could be transferred from L to a. In this case,
the capacity of the conveyance system would itself have a positive shadow
value measuring the additional benefit that would occur if that capacity were
increased by 1 cubic meter. If one includes that shadow value in tLa (adding it
to the operating costs), then the relation, Pa = PL + tLa is restored.

Note that shadow values play a guiding role in the same way that actual

Figure 9.1 Efficient water allocation and water values.
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market prices do in competitive markets. An activity that is profitable at the
margin when evaluated at shadow values is one that should be increased. An
activity that loses money at the margin when so evaluated is one that should
be decreased. In the solution to the net-benefit maximizing problem, any
activity that is used has such shadow marginal profits zero, and, indeed,
shadow profits are maximized in the solution.

That shadow values generalize the role of market prices can also be seen
from the inference that, where there are only private values involved, at each
location, the shadow value of water is the price at which buyers of water
would be just willing to buy and sellers of water just willing to sell an add-
itional unit of water.

Of course, where social values do not coincide with private ones, this need
not hold. In particular, the shadow value of water at a given location is the
price at which the user of the model would just be willing to buy or sell an
additional unit of water there. That payment is calculated in terms of net
benefits measured according to the user’s own standards and values.

This immediately implies how the water in question should be valued.
Water in situ should be valued at its scarcity rent. That value is the price at
which additional water is valued at any location at which it is used, less the
direct costs involved in conveying it there.

Note that the propositions about profitable and unprofitable activities
involve water being so valued. Those propositions take full account of the
fact that using or processing water in one activity can reduce the amount of
water available for other activities. The shadow values accompanying the
maximizing solution include such opportunity costs, taking into account
systemwide effects. (This is particularly important in using WAS for cost-
benefit analysis.)

One should not be confused by the use of marginal valuation in all this (the
value of an additional unit of water). The fact that people would be willing to
pay much larger amounts for the quantity of water necessary for human life is
important. It is taken into account in the optimizing model by assigning
correspondingly large benefits to the first relatively small quantities of water
allocated. But the fact that the benefits derived from the first units are greater
than the marginal value does not distinguish water from any other economic
good. It merely reflects the fact that water would be (even) more valuable if it
were scarcer.

It is the scarcity of water and not merely its importance for existence that
gives it its value. Where water is not scarce, it is not valuable.

9.6 Cost-benefit analysis of infrastructure and the treatment of
capital costs

Before proceeding, it is important to understand how WAS can be used in the
cost-benefit analysis of proposed infrastructure projects and how it handles
capital costs (which can be quite substantial).
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Consider the discussion of the lake and the conveyance line (Figure 9.1).
Suppose that there were no existing conveyance line to carry water from the
lake to city a. Suppose further that, if the WAS model were run without such
a conveyance line, the resulting shadow values would be such that Pa < PL +
tLa, where tLa is the per-cubic-meter conveyance operating cost that would be
incurred were such a conveyance line in place. Such a result would show that
the conveyance line in question should not be built, because it would not be
used even if it were. On the other hand, if the inequality were reversed, so that
Pa > PL + tLa, then that conveyance line might well be worth building—but
whether it should be built would depend on the capital costs involved.

There are two ways of incorporating capital costs into the analysis of WAS
results. One option is to impute an appropriate charge for capital costs to
each cubic meter of water processed by the proposed facility. The second
option is more direct. The WAS model is run with and without the proposed
infrastructure.14 This generates an estimate of the annual increase in benefits
that would result from having such infrastructure in place. Given the esti-
mated life of the projected infrastructure, the exercise can be repeated for the
expected conditions of the various years of that life. Then, choosing a dis-
count rate, the present value of such benefits is calculated and compared with
the capital costs.

In MYWAS, the multiyear version of WAS (discussed briefly in section
9.10), the treatment of capital costs is more straightforward. They are treated
as cash outlays incurred at various times when the project in question is
begun or expanded. MYWAS then takes them directly into account in the
calculation of the present value of total net benefits being maximized.

9.7 Conflict resolution: negotiations and the gains from trade
in water permits

By using the WAS model to value water in dispute, water disputes can be
monetized, and this may be of some assistance in resolving them. Consider
bilateral negotiations between two countries, A and B. Each of the two coun-
tries can use its WAS tool to investigate the consequences to it (and, if data
permit, to the other) of each proposed water allocation. This should help in
deciding on what terms to settle, possibly trading off water for other, non-
water concessions. Indeed, if, at a particular proposed allocation, A would
value additional water more highly than B, then both countries could benefit
by having A get more water and B getting other things that it values more.
(Note that this does not mean that the richer country gets more water. That
only happens if it is to the poorer country’s benefit to agree.)15

Of course, the positions of the parties will be expressed in terms of owner-
ship rights and international law, often using different principles to justify
their respective claims. The use of the methods here described in no way
limits such positions. Indeed, the point is not that the model can be used to
help decide how allocations of property rights should be made. Rather the
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point is that water can be traded off for nonwater concessions, with the trade-
offs measured by WAS.

In addition to monetizing water disputes, WAS can facilitate water negoti-
ations by permitting each party, using its own WAS model, to evaluate the
effects on it of different proposed water arrangements. As exemplified below,
this can show that the trade-offs just discussed need not be large.

Water on the Golan Heights (see Figure 9.2) is sometimes said to be a
major problem in negotiations between Israel and Syria, because the Banias
River, which rises on the mountains of the Golan, is one of the three princi-
pal sources of the Jordan River. This question is evaluated by running the
Israeli WAS model with different amounts of water.

In 2010, the loss of an amount of water roughly equivalent to the entire
flow of the Banias River (125 million cubic meters annually) would be worth
no more than $5 million per year to Israel in a year of normal water supply
and less than $40 million per year in the event of a reduction of 30 percent in
naturally occurring water sources.16 These results take into account Israeli
fixed-price policies toward agriculture.

Note that it is not suggested that giving up so large an amount of water is
an appropriate negotiating outcome, but water is not an issue that should
hold up a peace agreement. These are trivial sums compared to the Israeli
gross domestic product of approximately $100 billion per year or to the cost
of fighter planes.

Similarly, a few years ago, Lebanon announced plans to pump water from
the Hasbani River—another source of the Jordan. Israel called this a casus
belli and international efforts to resolve the dispute were undertaken. But
whatever one thinks about Lebanon’s right to take such an action, it should
be understood that the results for the Banias apply equally well to the
Hasbani. The effects on Israel would be fairly trivial.17 Water, it would seem,
is not worth war.

Monetization of water disputes, however, is neither the only nor, perhaps,
the most powerful way in which the use of WAS can promote agreement.
Indeed, WAS can assist in guiding water cooperation in such a way that all
parties gain.

The simple allocation of water quantities, after which each party then uses
what it “owns”, is not an optimal design for a water agreement. Suppose that
property rights issues have been resolved. Since the question of water owner-
ship and the question of water usage are analytically independent, it will
generally not be the case that it is optimal for each party simply to use its own
water.

Instead, consider a system of trade in water permits—short-term licenses
to use each other’s water. The purchase and sale of such permits would be in
quantities and at prices (shadow values) given by an agreed-on version of the
WAS model run jointly for the two (or more) countries together. (The fact
that such trades would take place at WAS-produced prices would prevent
monopolistic exploitation.) There would be mutual advantages from such a

192 Franklin M. Fisher and Annette T. Huber-Lee



Figure 9.2 Partial regional map with water systems.

Note: This map shows the name of the large lake on the Jordan River as “Sea of Galilee”. That
lake is called “the Kinneret” by Israel and “Lake Tiberias” by Jordan and Palestine. The map is
adapted from Wolf (1994: 27).
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system, and the economic gains would be a natural source of funding for
water-related infrastructure.

Both parties would gain from such a voluntary trade. The seller would
receive money it values more than the water given up (otherwise, it would not
agree); the buyer would receive water it values more than the money paid
(otherwise, it would not pay it). While one party might gain more than the
other, such a trade would not be a zero-sum game but a win–win opportunity.

Such gains are illustrated for Israel, Jordan, and Palestine below. They
generally exceed the value of changes in ownership that reflect reasonable
differences in negotiating positions. First, however, the stability of the grand
coalition is considered.

9.8 Stability of the grand coalition

Consider a group of n countries all in the same river basin or otherwise
connected as to water. Let G denote the grand coalition—where, by “coali-
tion” is meant a WAS-guided cooperation arrangement as described above. It
will be shown that G is stable—that is, that there exists no nonempty proper
subset, S, of the countries such that a coalition of the members of S, using
their own water resources, can lead to all such members being better off than
they would be in G. (Of course, this applies to single-member subsets where a
single country optimizes the use of its own water.)

Proposition: The grand coalition is stable.
Proof: The proof begins with:
Lemma: The proposition is true for n = 2.
Proof of lemma: Let the two countries be denoted by X and Y respect-
ively. Suppose that the joint WAS solution calls for a transfer of water
from some district of X to some district of Y. (For simplicity of notation,
assume that each country has only one district.) Then it must be the case
that, without such transfer, PX < PY + t*XY, where PX denotes the (pre-
transfer) shadow value of water at X, PY denotes the (pretransfer)
shadow value of water at Y, and t*XY denotes the per-cubic-meter con-
veyance cost—this time including the appropriate capital charge.18 Then,
after the transfer from X to Y, the shadow value at X will be higher than
PX, and the shadow value at Y will be lower than PY, the respective
pretransfer shadow values. But then both X and Y must have total bene-
fits higher than they would be without the transfer—X because it has
received money that it values more than the water given up, and Y
because it has received water that it values more than the money it has
paid.19

Proof of proposition: Now, consider any nonempty proper subset, S,
whose members form a coalition. Let T be the set of all countries that are
not in S. Consider a coalition formed by the members of T. Then the
water resources of the members of S are being used optimally as though
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S were a single country, and similarly for T. But the grand coalition is
nothing but a coalition formed by S and T. This is a bilateral agreement.
Hence, by the lemma, both S and T must be at least as well off as they
were alone. It follows that it cannot be true that the members of S (or the
members of T ) can all be better off than they would be in G.

Some comments need adding. First, note that the special water valu-
ations of each of the countries are respected in any WAS-guided
arrangement in which they participate.

Second, because the use of WAS shadow values, given those valuations,
essentially restores the properties of a competitive market, the result just
given is not surprising. It essentially mirrors the well-known result that
the competitive equilibrium is always in the core of the economy.

Third, as already remarked in note 6, the result does not imply that
every country does better in the grand coalition than it would in other
coalitions. For example, in the case of Israel, Jordan, and Palestine, for
plausible (but not inevitable) distributions of water ownership, Israel is
a net seller and the other two countries are net buyers of water under
WAS-guided arrangements.20 It is therefore not surprising that Israel
does better in the grand coalition than in bilateral ones, while the other
two countries do (slightly) better in bilateral coalitions with Israel than in
the grand coalition. Note, however, that, as should be expected from the
proposition under discussion, if side payments are allowed, then all three
countries can be made better off when a third one joins an existing
bilateral coalition.21

9.9 Gains from WAS-guided cooperation: case studies involving
Israel, Jordan, and Palestine

Results are now presented for Israel, Jordan, and Palestine, illustrating the
gains from cooperation—and especially those from participation in the grand
coalition. Attention is concentrated on predictions for 2010, those for 2020
being qualitatively similar.22

For perspective on the scarcity of water in these three countries, a great
proportion is arid to semi-arid, receiving as little as 50 to 250 millimeters of
rainfall per year—drier than Phoenix, Arizona. The estimated total renew-
able water supply for the region is approximately 2,400 million cubic meters
per year, while water use averages 3,000 million cubic meters—an amount
that is clearly unsustainable without some level of intervention.

The study concentrates on two sources of water that are the subjects of
conflicting claims. These are the Jordan River and the so-called Mountain
Aquifer (see Figure 9.2). Both of these are (very roughly) of equal size, each
yielding about 650 million cubic meters a year. The Jordan River is claimed
by all three countries, while the Mountain Aquifer is claimed only by Israel
and Palestine. Since the gains from cooperation depend on assumptions
about water ownership, results are obtained for selected varying assumptions
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about such ownership. It must be emphasized that such assumptions are not
meant as a political statement. They are illustrative only.

For the Jordan River, ownership cases are examined as follows:

• Israel 92 percent; Jordan 8 percent; Palestine 0 percent (This is approxi-
mately the existing situation.)

• Israel 66 percent; Jordan 17 percent; Palestine 17 percent

• Israel 33 percent; Jordan 33 percent; Palestine 34 percent.

For the Mountain Aquifer, ownership cases are examined varying from Israel
80 percent–Palestine 20 percent (close to the existing situation) to Israel
20 percent–Palestine 80 percent by shifts of 20 percent at a time.23

First, results on two-way cooperation are presented. These differ from those
in Fisher et al. 2005 primarily because of the expanded set of ownership
assumptions.24 It is assumed that, both for Israel and for Jordan, fixed-price
policies are in place. For both countries, this means subsidies for agricul-
ture and, for Israel, higher fixed prices for the other sectors. The Palestinian
water price in each district is assumed to equal the corresponding shadow
value.

9.9.1 Israel–Palestine bilateral cooperation

First, bilateral Israeli–Palestinian cooperation is considered. Figure 9.3 shows
the gains from such cooperation as a function of the different ownership
assumptions. (Note that cooperation here is not merely cooperation on the
Mountain Aquifer but full cooperation in water.) Effectively, this and the
following two figures represent slices of a multidimensional diagram. (In
Figures 9.3, 9.4, and 9.5 Israel is represented by black, Jordan by white, and
Palestine by white with diagonal stripes.)

Look first at Figure 9.3(i)—the case of an 80:20 Israel–Palestinian division
of the Mountain Aquifer. As should be expected, in case A of Jordan River
ownership, where Israel has most of the river and Palestine has none, it is
Palestine that benefits most from cooperation—far more than relatively
water-rich Israel. Further, the same is true for the other cases of Jordan River
ownership. But an interesting phenomenon appears. As expected, Palestine
gains more from cooperation in case A, where it owns no Jordan River water,
than it does in case B, where it has 17 percent of the river. Moving on to case
C, however, where Palestine has 34 percent of the river, the gains to Palestine
once again increase, being very nearly as high ($171 million dollars per year)
as in case A ($172 million dollars per year), even though Palestine has con-
siderably more water in case C than in case A.

The reason for this is not hard to find. Palestine has considerably more
water in case C than in case A, but Israel has considerably less. Both buyer
and seller gain from WAS-guided cooperation, and, in case C, Palestine gains
by selling water to Israel, despite its low share of the Mountain Aquifer.
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Correspondingly, Israel, whose gains as a seller decrease slightly from case A
to case B, has increased gains as a buyer in case C.

This phenomenon becomes even more pronounced in the other panels of
Figure 9.3, in which Palestine has increased shares of the Mountain Aquifer.
In each of those panels, Palestinian’s gain from cooperation increases as it
owns more and more Jordan River water; that is because it gains as a seller.
Correspondingly, Israel gains as a buyer.

Moreover, the gains from cooperation are typically higher—and often

Figure 9.3 Gains from bilateral cooperation between Israel and Palestine in 2010.
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much higher—than the gains from a shift in ownership of the Mountain
Aquifer of 10 percent of that aquifer’s water. This is true even if it is assumed
that there is no cooperation when shifting ownership; it is even more true if
cooperation is assumed, where the value of such a shift (to either party)
ranges from about $5.5 million per year in case A to about $17 million per
year in case C. The corresponding numbers for the noncooperation case
range from $3 million to $36 million per year but are not the same for the
two countries. And, where such values are highest, so are the gains from
cooperation.

9.9.2 Israel–Jordan bilateral cooperation

Figure 9.4 shows the gains from bilateral cooperation between Israel and
Jordan for 2010. Here the gains are generally lower than in the Israel–Palestine
case. The interesting phenomena are as follows.

Where Israel has the lion’s share of the Mountain Aquifer (Figures 9.4(i)
and 9.4(ii)) and also 92 percent of the Jordan River (case A), there are no
gains from cooperation at all. Neither Israel nor Jordan gains from trading
Jordan River water—despite Jordan’s small share thereof. Staying with the
same shares of the Mountain Aquifer and moving to case B for the Jordan
River, small gains do appear25 and the gains are quite a bit larger in case C.
In Figures 9.4(iii) and 9.4(iv), where Israel has 40 percent and 20 percent of
the Mountain Aquifer, respectively, there are larger gains for Jordan, the
increase being most noticeable in case B (although the gains remain largest in
case C).

What is going on here is that, as Jordan owns more and more of the river, it
pays both parties for Jordan to transfer water to Israel by selling water per-
mits. This is even true when Israel owns 92 percent and Jordan only 8 percent
of the river,26 but is more pronounced in cases B and C as Israel’s share of the
river goes down and Jordan’s goes up. This reflects the finding in Fisher et al.
2005 that Jordan has a major problem of conveyance infrastructure in using
Jordan River water.

It is also interesting to note that Israel’s gains from such purchases in case
C are greatest when it owns 80 percent of the Mountain Aquifer (Figure
9.4(i)) and hence presumably needs the Jordan River water less than it does
when it has less Mountain Aquifer water. The explanation is that Figure
9.4(i) shows a case in which Israel has sufficient water to make the shadow
value of the Jordan River water lower than in the other cases. Hence the price
that Israel pays for such water is also lower, and this benefits Israel (while
correspondingly reducing Jordan’s gains as a seller).

9.9.3 Jordan–Palestine bilateral cooperation

The case of bilateral cooperation between Jordan and Palestine can be
handled quickly (and requires no figure to illustrate it). Here the only
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possible beneficial trades are those that involve Jordan River water—and
both countries have relatively little water to trade. As a result, the only case in
which gains from cooperation are not totally negligible is that where Palestine
owns only 20 percent of the Mountain Aquifer and none of the Jordan River
(case A). There, even though Jordan only owns 8 percent of the river, it gains
$10 million per year by selling a permit to Palestine to use river water, and
Palestine gains $12 million per year by buying it.

Figure 9.4 Gains from bilateral cooperation between Israel and Jordan in 2010.

WAS-guided cooperation in water management 199



9.9.4 Trilateral cooperation (grand coalition)

Figure 9.5 gives the results for trilateral cooperation. Here what stands out is
that, in general, the largest gains are Palestinian and the smallest Jordanian.
Not surprisingly, generally the less water Israel owns, the more it has to gain
from cooperation. On the other hand, Jordan gains more from cooperation
the more water it owns—selling permits to Israel.

Like Jordan, Palestine presents a picture that is somewhat more mixed. It
also tends to benefit more from cooperation the larger its share of the Jordan,

Figure 9.5 Gains from trilateral cooperation (grand coalition) in 2010.
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selling permits to use river water to Israel. On the other hand (Figure 9.5(i)),
when Palestine owns relatively little Mountain Aquifer water, it also benefits
as a buyer.

9.10 Conclusion and policy implications

So far as Israel, Jordan, and Palestine are concerned, the most important
general conclusion from all these cases should be clear. WAS-guided cooper-
ation in water would benefit all parties—Israel and Palestine the most. The
gains from such cooperation exceed those that can be had from obtaining
reasonable amounts of ownership shifts.

Moreover, such cooperation would benefit the parties in other ways. For
one thing, runs of the WAS model strongly suggest that Israel and Palestine
would both benefit from the construction of an effluent treatment plant in
Gaza with the output sold to Israel for use in agriculture in the Negev desert,
which would provide needed investment for Gaza and cheaper water for
Israel. This means that Israel has a positive economic incentive to assist with
the construction of such a plant. That would be a positive gesture of cooper-
ation, and one that does not impinge on the really difficult core issues that
separate the two parties.

Further, the usual quantity-oriented water treaty may be adequate for
a time, but as populations, economies, and climate change it can become
dated and place strains on a peace arrangement. This certainly can happen
in the region under discussion. WAS-guided cooperation provides a flexible
method for adjusting water allocations with all parties benefiting from the
adjustments.

Is such cooperation likely in the region? It is not easy to tell. On the one
hand, for the last several years, the Israeli–Palestinian situation has been
dominated by conflict over nonwater issues. On the other hand, that conflict
has not prevented all cooperation in water. Even during the al-Aqsa Intifada,
which began in September 2000, the Israeli and Palestinian water authorities
met regularly to discuss water issues—particularly because of the substantial
drought conditions then prevailing. Further, there were no attacks on the
water system of either party.

Israel and Jordan signed a water (quantity) treaty in 1994, and have gener-
ally lived up to its terms, even though there have been various difficulties.

Nevertheless, cooperation has been limited. Israel’s attitude towards pro-
viding more water for the Palestinians has generally been that it will assist the
Palestinians in finding new sources of water, but that it will not change the
allocations of existing water resources. At one point, Israel even suggested
providing, for the southern West Bank, water that would be pumped uphill a
considerable distance from a desalination plant in Ashkelon (Israel). That
would be a very inefficient way of providing water to that area—much less
efficient than keeping the desalinated water in Israel and permitting the
Palestinians to pump more water from the Mountain Aquifer than they have
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heretofore been permitted to do. That suggests that symbolism plays a con-
siderable role in these matters.27

Nevertheless, there are some hopeful signs. Partly because of the efforts of
the Water Economics Project and others, the Israeli government appears to
have come to understand that water ownership issues can be considered a
matter of money and that, in particular, desalination provides a way out of
the problem. Large desalination facilities have been constructed with more
planned, and there is discussion of the fact that there may now be enough
water to avoid the water conflict problem. Even though such a solution is
inferior to WAS-guided cooperation, and even though such cooperation
would still be useful when desalination becomes a necessity some years from
now, solving the ownership issue with the aid of desalinated water is better
than not solving it at all.

The prospects for the use of WAS and even WAS-guided cooperation are
certainly not dead, however. The Palestinian and Lebanese water authorities
have both expressed interest in using WAS at least for their own domestic
management purposes, and there has been some activity at the Israeli Water
Commission in this regard. Further, the Lebanese have indicated an interest
in the use of WAS to prepare for negotiations with Lebanon’s neighbors,
and, at least before the Israel–Hezbollah war of 2006, that interest included
negotiations with Israel.

For Lebanon, as for all countries either in the Middle East or elsewhere,
the use of WAS can serve two purposes. First, WAS provides a powerful tool
for infrastructure planning. Second, it provides a way of resolving water
conflicts, changing water negotiations from a zero-sum game to a win–win
situation, whether the conflict is between competing uses domestically, or
between countries.

As suggested earlier, the usefulness and power of WAS is being enhanced by
the construction of a multiyear version (MYWAS). In that version, one can
specify a menu of possible infrastructure projects, together with their costs and
useful lives. MYWAS will then give results as to which (if any) of the specified
projects should be built, in what order, at what time, and to what capacity.
Those results can be examined for their dependence on predictions as to such
things as population growth, climatic conditions, and technological advances.

Further, MYWAS can be easily used to examine issues of storage (in aqui-
fers or reservoirs). And it can give guidance on aquifer management—advising
on overpumping in dry years and replenishment in wet ones. Finally, MYWAS
can be used to study the effects of climatic uncertainty.

WAS and MYWAS have recently (mid-1996) been adopted by the Energy,
Water, and Environment Community—a high-profile program on environ-
mental cooperation in the Middle East coordinated academically at the
London School of Economics and Political Science and politically sponsored
by Prague Forum 2000, a leading European vehicle of track two (informal,
nongovernmental) diplomacy. Efforts are currently under way to feature WAS
and MYWAS in a major round of awareness raising on water optimization in
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the Middle East, seeking long-term political sponsorship from sympathetic
European Union States and institutions.

While WAS has been first developed for the Middle East (in particular, for
Israel, Jordan, and Palestine), its methods and use are not restricted to that
region. Domestically, the WAS (or MYWAS) model provides a powerful tool
for water management, especially for infrastructure planning and water
policy with respect to allocation, pricing, and subsidies. Thus WAS is relevant
for all countries, even those with well-developed infrastructure.

Beyond that, however, there are disputes over water ownership and alloca-
tions all over the globe. These are not only international disputes: sectoral
and subnational disputes are increasing as well. WAS methodology provides
a way of resolving those disputes to the advantage of all parties.

Notes

1. We are indebted to Ariel Dinar for raising the questions that prompted this chap-
ter and for urging us to write it.

2. See also our expository article (Fisher and Huber-Lee 2006).
3. For examples that go beyond mere cost minimization, see Brown and McGuire

1967; Dandy et al. 1984; and McCarl 1999. The model that appears most similar
to WAS is the CALVIN model, an optimizing water model for California
developed at the University of California, Davis (see for example Newlin et al.
2002; Jenkins et al. 2003; and Jenkins et al. 2004).

4. We use the term “Palestine” and refer to Palestine as a “country” both for con-
venience and out of respect for our Palestinian colleagues.

5. Two-way cooperation between Palestine and Jordan was not investigated. This is
considered in subsection 9.9.3.

6. Note that this result does not imply that every country in the grand coalition does
better than it would in some partial coalition. This problem is discussed in Fisher
et al. 2005: 216–17.

7. This is an application of the well-known Coase Theorem of economics. See Coase
1960.

8. The pioneering version of such a model (although one that does not explicitly
perform maximization of net benefits) is that of Eckstein et al. 1994.

9. There is a large literature and much discussion about actual free water markets,
but it is crucial to understand that what is proposed here is not such a market.
Later in the chapter a system of water trading among (in this case) countries is
recommended, but even such trading is not at freely bargained prices but rather at
prices and quantities prescribed by joint operation of an optimizing model.
Hence, the water market literature is not discussed explicitly.

10. A multiyear version has now largely been developed and is briefly discussed in
section 9.10.

11. The total amount that consumers are willing to pay for an amount of water, Q*, is
measured by the area up to Q* under their aggregate demand curve for water.
Note that “willingness to pay” includes ability to pay. The provision of water to
consumers that are very poor is taken to be a matter for government policy
embodied in the pricing decisions made by the user of WAS.

12. If the user of the model—for example the government of a country—would value
additional water in a particular location more than would private buyers, then the
shadow value reflects that valuation.
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13. If this calculation gives a negative figure, then the scarcity rent is zero, and water is
not scarce at the given location.

14. A similar method can be used to analyze different proposed water policies.
15. If trading off ownership rights considered sovereign is unacceptable, the parties

can agree to trade short-term permits to use each other’s water. See later in this
section.

16. All money values are in 1995 US dollars.
17. Of course, the question naturally arises as to what the effects on Syria and Leba-

non, respectively, would be in these two situations. Without a WAS model for
those two countries, that question cannot be answered. Both countries would
surely profit from such a model.

18. The simplest case is to assume that the conditions of the year being studied will
continue for the life of the project. More realistic cases only complicate the dis-
cussion without changing the nature of the proof.

19. Note that this is true regardless of how the transfer costs, t*XY, are allocated. Y
ultimately pays those costs—either directly to X or by building and operating the
conveyance system itself—but the surplus benefits generated are large enough to
cover such payments and still leave Y better off than it would have been without
the transfer.

20. This does not mean that sales go in only one direction. It is typically found that
the direction of sales differs at different locations.

21. See Fisher et al. 2005: 216–17.
22. At this time, it is appropriate for us to correct a minor error in Fisher et al. 2005

pointed out to us by Yoav Kislev, whom we thank (not desiring to shoot the
messenger). In that work, all prices are meant to be at the city gate, so to speak.
But, when dealing with Israeli fixed-price policies for households and industry, we
mistakenly set the fixed price for urban and industry at the prices charged at the
user tap. We also calibrated the household and industry demand curves using
those too-high prices. Correction of this slip has almost no effect on our import-
ant qualitative statements (indeed, it strengthens the finding that desalination is
not yet an efficient technology except in times of extreme drought), but it does
affect numerical results. We have corrected the mistake in the results discussed in
this section.

23. The Mountain Aquifer in fact consists of several subaquifers. No attempt is made
to divide ownership except in the arbitrary manner described in the text.

24. In Fisher et al. 2005, the gains from cooperation for each of the two water sources
are examined separately while assuming that Israel had most or all of the other
source.

25. In the 80:20 split of the Mountain Aquifer, the gain to Jordan in case B rounds off
to zero.

26. In the 40:60 split of the Mountain Aquifer, Jordan gains $1 million a year—too
small to show up in Figure 9.3(iii).

27. Incidentally, a country that withholds a particular water source from a WAS-
guided agreement hurts both itself and its cooperating partners. WAS can be used
to evaluate such effects. See Fisher et al. 2005: 217–18.

28. The notation used is restricted to this Appendix.
29. Note that the first term of the objective function is the integral of the inverse

demand function:

Pid = Bid × (QDid + QFRYid)
ALPHAid.
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Appendix: the mathematics of the WAS model

The WAS model is written in the generalized algebraic modeling system
(GAMS) language. As the objective function is not linear, the MINOS nonlin-
ear operating system is used to solve the WAS model. The model is presented
below in the standard form for optimization, namely, the objective function
followed by the constraints. In mathematical terms,28 the model is as follows:29

Max Z = �
i
�

d
�Bid × (QDid + QFRYid ) ALPHAid + 1

ALPHAid + 1 � − �
i
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QTRij � i

QRYid = PRid × (QDid + QFRYid) � i,d
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QTRYji − �
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QTRYij � i

(QDid + QFRYid) ≥ �PMAX

Bid
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1/ALPHAid

� i,d

With the following bounds:

QSis ≤ QSMAXis � i,s

PRid ≤ PRMAXid � i,d

All variables positive.
Where:

Indices

i = district (Israel: I1,I3 . . . I15; Jordan: J1 . . . J8; Palestinian Authority:
P1 . . . P10; Golan: GOL; Jerusalem: JER)
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d = demand type (urban, industrial, or agricultural)
s = supply source or steps (S1 . . . S5)

Parameters

ALPHAid Exponent of inverse demand function for demand d in
district i

Bid Coefficient of inverse demand curve for demand d in district i
CEid Unit environmental cost of water discharged by demand

sector d in district i ($/m3)
CRid Unit recycling cost of water supplied from demand sector d

in district i ($/m3)
CSis Unit cost of water supplied from supply step s in district

i ($/m3)
CTRid Unit cost of water transported by demand sector d in

district i ($/m3)
CTRYid Unit cost of recycled water transported by demand sector d

in district i ($/m3)
PMAXid Maximum price of water from demand sector d in district i
PRMAXid Maximum percent of water from demand sector d that can

be recycled in district i
QSMAXis Maximum amount of water from supply step s in district

i (Mm3)
Pid Shadow value of water for demand sector d in district i

(computed) in $

Variables

Z Net benefit in from water in million $
QSis Quantity supplied by source s in district i in Mm3

QDid Quantity demanded by sector d in district i in Mm3

QTRij Quantity of freshwater transported from district i to j in
Mm3

QTRYij Quantity of recycled water transported from district i to j in
Mm3

QRYid Quantity of water recycled from use d in district i in Mm3

QFRYid Quantity of recycled water supplied to use d in district i in
Mm3

PRid Percentage of water recycled from sector d in district i

Note: Mm3 = million cubic meters.
Figures 9.6A and 9.6B give an illustration of continuity for freshwater

and recycled water, respectively, as given in the first two constraint equations
listed above.
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Figure 9.6 Continuity of flows at node i.
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10 Experimental insights into the
efficiency of alternative water
management institutions

Aurora García-Gallego, Nikolaos
Georgantzís, and Praveen Kujal1

An increasing number of local governments all over the world are adopting
regional hydrological plans aimed at integrated management of their water
resources. The effect of such integrated management plans on the final qual-
ity of water is a central but underinvestigated issue in the ongoing debate
concerning the desirability of centralization of the decisionmaking process
and the use of market mechanisms to allocate water among its users. Based
on the results obtained from a series of experimental sessions, this chapter
presents insights into the efficiency and quality-enhancing effects of central-
ized public management using block rate bidding in a water market with
uniform market-clearing prices.

10.1 Introduction

Water is a basic input to many human activities. Its allocation among different
users has traditionally depended on centralized, publicly controlled manage-
ment mechanisms that significantly underestimate the true value of water to
most of its users. The increasing threat of drought and water shortages, even in
the most developed areas of the world, has forced many governments to adopt
innovative ways of managing their water resources. Among the numerous
institutional innovations, privatization of infrastructure2 and private man-
agement3 of water resources have attracted the attention of researchers and
policymakers. This chapter focuses on the performance of private and public
water management institutions, taking the underlying infrastructure as given.

Several countries have already implemented measures of water utility privat-
ization. In the European Union, the Water Framework Directive (European
Commission 2004) explicitly refers to the need for improved management to
help ensure the quality and sustainability of water resources.4 A central point
of the European Union directive is recognition of the need for groundwater
body identification (European Commission 2005). A groundwater body is
defined as a set of aquifers whose management is undertaken through a
unified decisionmaking process. Clear examples of such unified management
of aquifers can be found in Finland and Norway, which are confronted with a
huge number of groundwater bodies because of their specific geological



characteristics. Finland has identified about 3,700 groundwater bodies. In
Norway the grouping of individual aquifers (8,000–11,000) into less than
1,000 groundwater bodies is based on the analogous principle and has the
aims of reducing administrative costs and enhancing water management
efficiency.

Whereas the management of water resources within the geographic and
administrative limits of a river basin has been analyzed by economists in the
framework of common pool extraction, the role of aquifer integration has
not been studied so far. In fact, despite the clear message of the Water
Framework Directive and the implementation of integrated aquifer man-
agement by the aforementioned Nordic countries, the joint management of
different water resources has found little if any administrative support in the
European Union, especially in countries where the tradition often defines
water as a regional or national property.

Despite numerous technical and institutional barriers, water transfers
across regions with different endowments and the use of market mechanisms
are two innovative (and controversial) strategies that are increasingly being
adopted by water managers all over the world. A successful example of
jointly managing water resources from different sources in order to satisfy
different types of users can be found in California.5 Apart from a centralized
plan of action, a market mechanism has been established in California, the
volume of which in 2001 was well above 10 times its initial volume in 1985,
although it still accounts for only 3 percent of the state’s water use. Even
small suppliers participate in this market, contributing with their excess water
endowments, or even with the entire resource they own, idling their crops to
sell water.

The debate concerning the desirability of the aforementioned management
strategies has often focused on the issue of water quality arising from differ-
ent water allocation mechanisms. Concerning this, two issues are of special
interest to this study: the heterogeneity of users’ needs, and the crucial effects
of decentralized actions on water quality.

Both the California Water Plan update of 2005 and the European Union
Water Framework Directive discuss these two points. Concerning the first
point, the California Water Plan update6 states that:

High quality water sources can be used for drinking and industrial pur-
poses that benefit from higher quality water, and lesser quality water can
be adequate for some uses, such as riparian streams with plant materials
benefiting fish.

(Department of Water Resources 2005, vol. 2, ch. 12)

With respect to the second point, which is a central issue dealt with in the
present chapter, the California Water Plan update states:

Many water management actions, such as conjunctive use, water banking,
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water use efficiency, and water transfers, intentionally or unintentionally,
result in one type of water quality traded for, or blended with, another.

(Department of Water Resources 2005, vol. 2, ch. 12)

The importance of mixing multiple water qualities is further highlighted by
the increasing use of recycled water. Regarding the role of recycled water in
providing water of sufficient quality to the users, the California Water Plan
update mentions that:

Further, some new water supplies like recycled water can be treated to a
wide range of purities that can be matched to different uses. The use of
other water sources, again, like recycled water, can serve as a new source
of water that substitutes for uses not requiring potable water quality.

(Department of Water Resources 2005, vol. 2, ch. 12)

Needless to say, as in the aforementioned example of the two Nordic countries,
defining the scope of aquifer integration and identifying the right type of
agent who should be responsible for the decisionmaking process are two
central questions to be answered from a number of different viewpoints: cul-
tural, political, social, and economic. This chapter focuses on the economic
aspects of the decisionmaking process.

An ideal solution to the problem described above would require a heavily
computerized and, necessarily, centralized engineering approach to the man-
agement of adjacent aquifer systems. From a theoretical point of view, this
approach is feasible as long as the specification of the underlying demand
model and the statistical properties of the stochastic elements on the supply
side are known to the decisionmaker. However, this is a rather unrealistic
desideratum, especially because policymakers, even when assisted by complex
computerized decisionmaking algorithms, cannot have but approximations
of the underlying demand model. Thus, even if the stochastic elements affect-
ing the supply of water were ruled out, the decisionmaking process should
not be expected to be the result of applying explicit optimization rules. In
such cases, adaptive decisionmaking7 based on trial-and-error strategies can
be seen as the real-world counterpart of explicit optimization assumed by
optimal control theory. However, in the presence of such an adaptive deci-
sionmaking process, there is no clear-cut prediction concerning the perform-
ance of different water management institutions. For example, the obvious
advantages from centralized public management may be offset by decision
errors arising from the increased complexity of the problem faced by the
decisionmaker.

Decentralized management, and even the use of privately participated water
markets, might offer an appealing alternative with much weaker requirements
concerning the rationality of decisionmakers. In fact, a decentralized solution
would reduce the complexity of the partial decisionmaking problems faced by
private profit-driven agents. But, again, there is no readily available prediction
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on the degree to which such a reduction in the complexity of the problem
faced by each decisionmaking entity would offset the social welfare loss aris-
ing from the suboptimality induced by the decentralization of incentives.
Furthermore, even in the case of resources that are fully controlled by the
public sector, allocations are implemented using price mechanisms, which are
the only feasible way of eliciting an individual user’s need for an extra unit of
water. Thus, a further nontrivial problem that arises concerns the interaction
between each one of the aforementioned management alternatives and the
price mechanisms usually adopted in order to allocate different quantities of
water to different users. An underinvestigated question arising in this context
is which institution can best allocate water to different users, accounting for
each institution’s effect on the quality resulting from a mixture of different
water qualities.

This chapter experimentally investigates the case in which water quality
is endogenously determined as the combination of water extracted from
two sources of different qualities. Without replicating any real-world mar-
ket, insights are gained into the advantages and disadvantages of alterna-
tive water management institutions, considering two different scenarios of
centralization—private and public—and two different levels of decentralized
market competition.

Although not addressing the issue of water quality, a number of authors
have studied various aspects of water markets and water management.
Moench (1992) showed that competitive water withdrawal can lead to over-
exploitation. This was previously argued by Gordon (1954), who showed that
complete rent dissipation may occur from the exploitation of an open-access
resource. This result was confirmed and generalized by the findings of Mason
and Phillips (1997). Walker et al. (1990), Walker and Gardner (1992), and
Gardner et al. (1997) also focused on the issue of water resource exploitation
in a common pool framework. In a more recent study, Murphy et al. (2000)
used laboratory experiments to design “smart” computer-assisted markets
for water inspired by computer-assisted market institutions developed by
McCabe et al. (1989, 1991). A smart market allows decentralized agents to
submit messages to a computer dispatch center. The center then computes
prices and allocations by applying an optimization algorithm that maximizes
the possible gains from exchange. Using California as a case study, Murphy
et al. (2000) tested alternative institutional arrangements for a computer-
assisted spot market. They showed that the smart uniform price double
auction yields highly efficient outcomes in a thin market characterized by a
limited set of trading opportunities. Although their study is the only one that
is potentially applicable to integrated aquifer management, their framework
accommodates multiple locations but it does not consider any quality
dimension.

The studies mentioned above clearly show that experiments can be a useful
test bed to study alternative property right mechanisms (Walker et al. 1990;
Walker and Gardner 1992), or to undertake a direct test of an existing market
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mechanism (Murphy et al. 2000). Experiments can replicate important char-
acteristics of existing markets and test them in a laboratory setting at minimal
cost to the regulator.

The results discussed in this chapter are based on an overview of experi-
mental results reported in three different manuscripts. They reflect different
phases of a broader research project undertaken at the experimental labora-
tories of the Universities of Valencia8 and Castellón9 in Spain. In the first
paper, Georgantzís et al. (2004) present an experimental design with decen-
tralized action on the demand side. They highlight the difficulties encountered
when the allocation of water to its users takes place in a fully decentralized
and possibly inefficient way. The second and third papers present an improved
market design where, once water prices are posted by private or public sup-
pliers, water allocation is implemented by a smart market-clearing mechan-
ism guaranteeing maximal surplus on the demand side. In the second paper,
García-Gallego et al. (2005) study the same management institutions as in
Georgantzís et al. 2004, with the exception that the demand side is simulated
to achieve maximal consumer surplus. In the third paper, García-Gallego
et al. (2006) consider an alternative market mechanism that focuses on mar-
ket competition versus coordination. These experiments replicate the private
duopoly case, implementing a pre-play coordination mechanism inspired
by games with confirmed strategies. The results indicate that centralized
management of the resources by a public entity leads to the highest levels of
economic efficiency, lowest prices for users, and the highest quality-to-price
ratio.

The experimental markets whose results are reported here represent an
aquifer system with extraction from two different sources of water. The ter-
minology adopted is specific to the case of potentially integrated aquifers
that, adopting the European Union Water Framework Directive definition,
may form a unified groundwater body. However, the framework adopted is
applicable to a broader spectrum of real-world cases including, for instance,
the case of mixing different types of recycled water. Such situations would
lead to endogenous water quality supplied to different types of users. Fur-
thermore, a costly depuration procedure is introduced, which is activated at
the consumer’s location when quality falls below the potable standard. To
simplify the analysis, it is assumed that the quality of farm water has no such
restriction.

Four different market structures (private monopoly, duopoly, coordinated
duopoly, and public monopoly) and their effects on market outcomes are
studied, paying special attention to the resulting stock depletion, quantity
supplied to the users, and the quality-to-price ratio. The four management
scenarios are chosen to compare, on the one hand, private to public central-
ized management of the integrated aquifer system and, on the other hand, a
more competitive to a less competitive decentralized market structure. The
results reported below indicate that a social welfare-driven monopolist offers
the highest quality-to-price ratio and exploits the resource at a faster rate
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than a private monopoly or duopoly. However, the most stable stocks corres-
pond to the private management scenarios (monopoly and duopoly), although
the corresponding stock levels are inefficiently high.

The chapter is structured as follows. Section 10.2 discusses the features
of the aquifer system. Section 10.3 presents the experimental design. Section
10.4 discusses the results. Section 10.5 concludes.

10.2 Underlying theoretical framework

In this section the theoretical framework is discussed, focusing on the intu-
ition underlying the formal assumptions of the model. There are two renew-
able stocks, of high quality (SH) and low quality (SL), from which water may
be extracted. Quality of water in an aquifer may be lower because of marine
intrusion, or because of infiltration of fertilizer from agriculture. The two
qualities are assumed to be constant over time. However, any intermediate
quality may be supplied to the consumers as a result of mixing water from the
two sources. Note that, usually, quality choice is studied in the context of
product differentiation models. In these models, product quality is directly
and consciously chosen in a way that takes into account the competition-
reducing effect of product differentiation. Thus, quality choice determines
the fierceness of price competition. In the present framework, the causality is
reversed. Final product quality is the result of price-setting behavior. Thus,
strategic interaction determines the final quality, which is unique and not
directly controlled by any single agent. Because of this, and the dynamic nature
of this framework, there are no theoretical predictions that are immediately
applicable to the case studied here.

For the sake of simplicity, the recharge to the respective basin is assumed to
be deterministic and constant. This assumption does not imply that the extra
uncertainty arising from fluctuating supply conditions observed in the real
world is a problem of negligible importance. However, it has been ruled out
from the analysis in order to reduce the complexity of the microworld man-
aged by the subjects and isolate the dynamic and complex elements of the
water market studied from the nonstrategic uncertainty on the supply side.
Thus, the aim of the experiments reported here is to illustrate possible advan-
tages and disadvantages of the alternative institutions in isolation from the
aforementioned types of supply-side uncertainty. The inflow to the basins is
assumed to cease when the storage capacity of the aquifer is reached. That is,
once the maximum storable stock is reached, extra water inflow is lost. The
return flow of consumed water is assumed to be negligible. Thus, changes in
the stocks exclusively arise from extraction and recharge.10 Extracting more is
assumed to be more costly and the marginal cost increases. Also, it is easier to
extract from a stock in which the water surface is at a higher level.

Mixing the two qualities (QH and QL) results in water whose quality is given
by the weighted average (QM) of both types of water. Quality of potable water
should weakly exceed the constant minimum quality standard Qmin, where
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QH > Qmin > QL. Mixed water of quality QM may, or may not, satisfy the
minimum quality standard. This depends on the quantities and the qualities
that are mixed. The quality of water supplied to households may be improved
to achieve the potable quality standard at a cost. This cost is an increasing
function of the difference between the quality before and after purification.
Moreover, a given improvement of a lower quality is less costly than the
same improvement performed on a higher quality. Resource flow between the
sources and the consumers is coordinated by a pair of knots, which centralize
the mixing process at the consumer’s location. The distribution scheme
described above is presented in Figure 10.1.

Suppose that the behavior of the consumers can be aggregated under one
of two types: households (h) or farmers (F ). Consumers differ in their respect-
ive preferences regarding the quality of water. Both types prefer a higher
quality and quantity of water to a lower one. Households consume water
whose quality weakly exceeds a minimum standard. If mixed quality does not
satisfy this condition, it will be subject to purification. The purification pro-
cedure is assumed to be costly enough that it is not profitable to improve
quality above the minimum standard. Hence, the quality consumed by
households is the maximum between the minimum and the mixed quality.

The assumptions presented here concerning consumer utility are qualita-
tively similar to those in Williams et al. 1986 on multiple commodities that
are interdependent in consumption. Two features, which are rather specific to
the dynamics of water, are added to the structure: first, buyers are restricted
to purchase up to a certain amount of each type of water;11 second, a con-
stant inflow (recharge) in each period maintains the stock of water in the
basins of each producer. In fact, following a standard formulation of similar

Figure 10.1 Pipeline network.
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groundwater extraction problems, a lower stock implies a higher extraction
cost. Thus, each period’s marginal cost and past levels of extraction are
positively correlated.12

10.3 Water resource management: from theory to the lab13

From an experimentalist’s or a behavioral economist’s point of view, the
management of a complex system raises a large number of stimulating ques-
tions that can be addressed within many scientific disciplines and studied
from many different points of view. Psychologists, for almost half a century,
have used simulated complex “microworlds” to identify patterns of human
learning and assess the performance of behavior in the presence of complex
tasks. An economist’s, or a management scientist’s, interest in complex sys-
tems relates not only to efficiency-related issues, but also to the behavioral
aspects of market functioning. These cannot be reliably described by static
models based on standard simplifying assumptions aimed at analytical tract-
ability. In static simple contexts, rational decisionmaking is often obser-
vationally equivalent to the limited behavior of adaptive subjects using
trial-and-error learning algorithms. However, as complexity increases, explicit
optimization becomes a less powerful descriptive model of human behavior,
yielding predictions that significantly deviate from trial-and-error processes.
Such deviations arise from different factors, among which are strategic inter-
action, multitask and multiperiod interdependence, complexity of the math-
ematical functions (relating actions to feedback), and imperfect information.
Rather than the exception, complexity arising from the aforementioned
factors is the rule in most real-world markets.

A central question motivating the focus and methodology adopted here is
whether some well-known results on static market functioning are applicable
to complex dynamic markets. Textbook industrial organization theory recom-
mends competition almost as the panacea to market imperfections. This very
influential view has inspired the most widespread type of state intervention
in the market, namely the establishment of competition authorities. While
enhanced competition is a relatively straightforward process in simple static
markets, complex market setups call for policies based on a more informed
view of market management by imperfect human decisionmakers.14 For
example, in imperfect information settings, a multiproduct monopolist who is
learning from trial-and-error algorithms may fail to behave differently from a
duopoly selling the same products (García-Gallego and Georgantzís 2001).
Thus, the standard result concerning efficiency losses arising from monopoly
may not be as globally applicable as is usually thought. Such learning failures
seem to be more likely the more we deviate from the standard static sym-
metric setup.15 The addition of dynamics and nonlinearities in the functions
dictating the feedback from the underlying cost and demand models render
most textbook wisdom inapplicable to some real-world markets. A further
obstacle in understanding the functioning of complex dynamic markets stems
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from the fact that human actions exhibit a far richer range of behavioral
patterns than any analytically tractable model can afford or any simulated
market can include. Over the last half a century, economic experiments with
human subjects have increasingly proved to be a reliable source of informa-
tion tackling all (or at least most) of the aforementioned problems. Far from
attempting an exhaustive review of the related literature in economics,
management, and psychology, some related issues and their corresponding
stylized facts are reviewed as they are reported in the literature.

The experimental design focuses on how different market structures affect
water resource management. The analysis focuses on the case in which prop-
erty rights to a given groundwater source are exclusively granted to a single
decisionmaking unit. Implicitly, the model highlights the vertical nature of
these markets, in which coordination is required between water extraction,
supply, and purification.16 The quality of water reaching the final consumer is
not directly controlled by any one of the agents in the market. Instead, it is
the result of the agents’ bidding behavior controlling the resources. Their
only strategic variables are the minimum price bids at which they are willing
to sell each unit of each type of water to the consumer.

The model described in the previous section is implemented with the
following values for the parameters:17

• Recharge (ai = 3, i ∈ {H,L})

• Initial and maximum stocks: (SH,SL) = (20,20)

• Water qualities: (QH,QL) = (5,1)

• Minimum quality standard demanded by the household: Qmin = 3.

In the steady state of the social optimum a stock size of (SH,SL) = (4.84,5.01)
is obtained associated with the prices (pH, pL) = (102,86). However, in order to
simplify subjects’ perceived feedback conditional on their strategies, the
design allows only for discrete quantities and prices. Thus, if subjects adopt
the discrete version of this steady state equilibrium stock policy, they must
aim at stabilizing stocks at (SH,SL) = (5,5). Obviously, this is achieved when
the 3-unit inflow of each water quality equals the quantity sold in each period.
Assuming that this is so, then, maximizing total surplus the quantities,
(KHh,KLh) = (2.55,0) and (KHF,KLF) = (0.45,3), are automatically assigned by
the server, respectively, for household (h) and agriculture (F ) consumption.
To avoid subjects making uncontrolled guesses concerning the end of the
session, a deterministic end game horizon was used (a total of 50 periods),
which was known by subjects from the beginning of the experiment.18

Subjects knew the type of water they were managing.19 Furthermore, they
were conscious of the generic preference of consumers for the high-quality
good over the other. Moreover, they knew that their products were demand
substitutes (though not perfect) and that their extraction cost structures were
identical. Subjects received a table with their unit costs depending on the stock
size. A simulator (made available to them on their decision screen) informed
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them of the hypothetical costs and gains they would make if they sold all the
units of each product for which they were currently submitting post bids.
They knew that the actual number of units they sold would be known only
after they had posted their period bids and that the (automated) demand’s
reaction to these bids was announced to them on the feedback screen.

Four different market structures are studied and compared in terms of
economic efficiency. These are designed to address the effect of two different
factors that are usually considered to be competing solutions to the problem
of efficiency losses arising from monopolistic market power: competition, and
centralization of decisions by a public monopolist. In order to address these
issues, four experimental conditions are implemented. Three of them are
labeled as treatments, while the fourth condition is implemented as a variation
to one of the three basic treatments. They are as follows.

• Treatment 1 (private monopoly). The monopoly has joint ownership of
both sources and optimal (simulated) coordination of consumer behavior
is assumed. Each subject posts price offers for both water qualities.20 The
bundle of high- and low-quality water that produces the highest consumer
rent is allocated in the economy. The corresponding offers of the subjects
then establish the clearing prices. Monetary rewards are proportional to
accumulated total profits over the whole session.

• Treatment 2 (noncooperative duopoly). Under the noncooperative
duopoly each firm-subject offers one of the two types of water and
independently decides on prices. This is a noncooperative decisionmak-
ing scenario. As in all treatments reported here, there is optimal simulated
coordination in the downstream part of the market. Each water resource
is managed by a different subject sitting in front of a separate PC21 and
communication between competitors is not permitted. Duopolies are
formed randomly at the beginning of the session and then matching
remains fixed over the 50 periods of the experiment (“partners” proto-
col). Although a “strangers” protocol, forming a different subject pair
(duopoly) in each period, would be an interesting extension, the resulting
noisy feedback would require allowing for longer experimental sessions.22

An alternative duopolistic setup, coordinated duopoly, was run using the
same experimental market as in treatment 2. A single session was run
using this design as a collusion-facilitating variant of the duopoly treat-
ment. In the coordinated duopoly session, each resource is managed by a
different subject, but the interface used is that of the private monopoly
with two subjects sitting in front of each of the PCs. Communication and
agreement on the timing of decision submission and the possibility of
iterated inspection of the competitor’s strategy before jointly pressing the
“OK” button render this setup highly collusive. However, individual
incentives remain uncoordinated and no side payments were feasible.
Therefore, as the results show, this structure lies in many senses between
treatments 1 and 2.
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• Treatment 3 (public monopoly). Here subjects decide on both water qual-
ities. As in all treatments reported here, there is optimal simulated
coordination in the downstream part of the market. In this treatment
subjects act as public monopolists caring for total social welfare rather
than private profits. Subject rewards were proportional to total social
welfare (also referred to as social utility).

The experiment was run using the software Hydromanagement.23 The
results reported here are based on data obtained from experimental sessions
run during 2004 in the Laboratori d’Economia Experimental (Universitat
Jaume I, Castellón, Spain). Three 20-subject sessions were run for each of
treatments 1 and 3 (20 monopolies per session) and five 20-subject sessions
(10 duopolies per session) were run for treatment 2. Finally, a single 40-
subject (20 duopolies) session was run for the coordinated duopoly treatment.
A number of pilot sessions (not presented here) were run at the beginning of
the whole project. Subjects were recruited following standard protocols of the
Laboratori d’Economia Experimental and they were assigned only once to a
single session. Sessions from different treatments were run in a random order
in order for undesirable social learning to be avoided. Each session lasted an
average of 80 minutes.

Demand is simulated in all treatments according to the assumption of
utility maximization contingent to the block rate bids made by suppliers in
each period. The simulated consumer represents a population of farmers and
households with different preferences for water quantity and quality. Quality
is the result of mixture of the two qualities of water sold in the market. If
quality falls below a certain potable threshold, an extra cost is borne by the
consumer (reducing consumer surplus) for the water to be depurated up to the
threshold level. The resulting feedback from the demand model is difficult to
interpret by the subjects or linearize in any sense. Unit extraction costs increase
in steps as the level of stock of each water quality decreases. Therefore, in
each period costs depend on extraction in previous periods.

Given each bidding schedule posted by a seller, consumer surplus maxi-
mization determines the quantity of each quality consumed. This is a rather
complex problem, especially because of the uncoordinated action of sellers in
the duopoly scenario, but also because of the dynamic nature of the market
and the horizontal externality effect of each water type on the other.

A history window on each subject’s screen displays all past outcomes
regarding own decisions on quantities, payoffs, and market prices. In duopoly
markets, each subject also receives the clearing price at which the other water
quality was sold. In each period, subjects are asked to submit their respective
reservation prices (offer bids) for each unit of product (from the 1st unit to
the 5th, the maximum quantity each one of them could trade). Subjects were
told that offer bids had to weakly exceed the extraction cost of the corres-
ponding unit, and offers of subsequent units would have to be nondecreasing.
Once offer bids were submitted, behavior on the demand side was simulated
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by a program that automatically calculates the optimal consumption of each
water quality by consumer type for which total consumer surplus is maxi-
mized. All units of the same product were sold at the same market price,
which was determined from the intersection of product-specific supply and
demand schedules resulting from sellers’ and buyers’ behavior described
above.

10.4 Results

In order to make the discussion of the results easier to follow, let us first recall
some intuitive implications of the benchmark solution obtained in the previ-
ous section. The steady state equilibrium stock level for the discrete strategy
space version of the model implemented here is 5 for both water qualities.
Once this level is reached, the optimal extraction rate is dictated by the rate of
the inflow. That is, in each period a manager should aim at selling 3 units
of each water type (the same number as enter the tank because of the natural
rate of inflow). Also, the socially optimal path leading to this steady state
requires the fastest possible rate of convergence to it. Under efficient man-
agement all these predictions are fulfilled over the maximum number of
periods possible. Of course, behavioral and strategic considerations are
absent from the socially optimal solution. For example, competing private
profit-driven subjects should be expected to restrict present extraction in order
to guarantee lower extraction costs and a competitive advantage against rival
managers in future periods. There might even be idiosyncratic factors such as
risk aversion, or excessive fear of overexploitation, that are relevant in the
observed behavior but have not been accounted for in the benchmark model.
Other indicators that are usually not present in other studies on complex
resource markets are price levels for each water quality, and price-weighted
average quality sold to the consumers.

Results concerning market-clearing prices, quantities sold, stocks, and
quality/price ratios are discussed using descriptive statistics and plots of
period averages in each treatment.24 Table 10.1 (see page 222) provides descrip-
tive statistics concerning aggregate treatment averages obtained in the last
30 periods of each experimental session.

Some graphs that combine comparable magnitudes across treatments will
now be discussed. Given that a fixed matching protocol was used, data
obtained from the same subject acting in the same market in different periods
cannot be treated as independent observations. Consequently, the evolution
of averages over the 50 periods of a session is a reliable source of information
from which useful insights can be gained.

In all cases, average stocks (Figures 10.2 and 10.3) are above the steady
state optimum levels (5 units). Comparison across treatments indicates that
the average stock of both water qualities is the lowest in the public mono-
poly treatment. Note that a sustained decreasing tendency is only observed
in the public monopoly case (although without reaching the benchmark
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optimum). Other treatments stabilize their corresponding average stock levels
from early periods onwards to over 10 units, which is well above the
optimum.

In general, competitive environments and social welfare-oriented deci-
sionmaking yield lower stock levels for both water qualities. Both monopolies

Figure 10.2 Evolution of average stock levels (low-quality water).

Figure 10.3 Evolution of average stock levels (high-quality water).
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(especially the public one) present persistently decreasing stocks, while a
rather stable pattern over time is observed in duopolies.

As is seen in Table 10.1 and Figures 10.4 and 10.5, prices are highest in the
private monopoly case and lowest in the public monopoly case. The differences
in average qualities are reflected for all treatments (but to different degrees).

Overall, price averages per treatment indicate that the public monopoly
reflects significantly the effects of different qualities on prices (51.05 of the
low quality versus 67.14 of the high quality), while the coordinated duopoly
produces an insignificant difference (98.63 versus 96.67). The other two
treatments produce intermediate differences (75.71 versus 69.82 in the
duopoly and 108.76 versus 101.85 in the private monopoly case). Data yield
the expected result that relatively more competitive environments and social
welfare maximization yield lower prices. Also note that public monopolies
reach a stable average level throughout the second half of the session.

Table 10.2 presents quantity averages per treatment in 5-period intervals.
Even in the initial 5 periods, subjects achieve the objective dictated by the
hydrological equilibrium of the system. Namely, in all treatments and for

Table 10.1 Descriptive statistics (treatments 1, 2, 3 and coordinated duopoly aggregates
and last 30 period averages and standard deviations)

Low-quality stock High-quality stock

T1 T2 CD T3 T1 T2 CD T3

Average 11.4 12.4 11.2 9.5 12.7 11.1 12.2 9.3
Std. Dev. 1.2 1.2 1.2 1.7 1.1 1.2 0.9 1.9
Av. 20–50 10.9 11.7 10.9 8.7 12.2 10.5 12.0 8.3
St. D. 20–50 0.3 0.4 0.4 0.5 0.4 0.3 0.2 0.7

Low-quality quantity High-quality quantity

T1 T2 CD T3 T1 T2 CD T3

Average 3.0 3.0 3.0 3.1 2.9 3.0 2.9 3.1
Std. Dev. 0.3 0.2 0.3 0.3 0.2 0.3 0.3 0.3
Av. 20–50 2.9 2.9 2.9 3.0 2.8 2.9 2.8 3.0
St. D. 20–50 0.1 0.2 0.2 0.1 0.2 0.1 0.3 0.1

Low-quality price High-quality price Average quality/price

T1 T2 CD T3 T1 T2 CD T3 T1 T2 CD T3

Average 101.9 69.8 96.7 51.1 108.8 75.7 98.6 67.1 0.04 0.04 0.04 0.11
St. Dev. 11.9 5.2 12.8 9.1 12.0 8.1 11.7 12.3 0.01 0.01 0.01 0.05
Av. 20–50 108.4 72.2 102.9 52.0 113.6 80.0 103.8 69.8 0.03 0.04 0.03 0.10
St. D. 20–50 6.5 3.6 4.4 8.7 9.5 5.3 4.3 12.7 0.00 0.00 0.00 0.03
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most 5-period intervals considered, quantity averages are not significantly
different from 3, implying levels of water consumption that are equal to
the constant per period recharge of the aquifers. Learning this rule has taken
subjects less than 5 periods, which confirms their decisionmaking capacity
and understanding of the functioning of the market.

Figure 10.4 Average market-clearing prices (low-quality water).

Figure 10.5 Average market-clearing prices (high-quality water).

Efficiency of alternative water management institutions 223



The more interesting aspect of the design, namely the quality of water
offered, will now be considered. Define the quality/price ratio obtained
as a division of average quality by the average price paid in each period.
Figure 10.6 presents quality/price index averages defined as Q̄/P̄, where

Q̄ = 
KH · QH + KL · QL

KH + KL

 and P̄ =
KH · PH + KL · PL

KH + KL

. It can be easily seen that

the public monopoly provides the highest quality of all the treatments. It is
worth noting that the average quality offered by the public monopoly follows
a relatively volatile pattern compared to the (average) qualities offered by
other treatments. This difference can be understood by recalling that the

Figure 10.6 Average quality/average price ratio for the four treatments.

Table 10.2 Average quantity sold for high- and low-quality water, by five-period
intervals

High-quality quantity Low-quality quantity

Periods T1 T2 CD T3 T1 T2 CD T3

5–10 3.04 3.08 2.95 3.20 3.22 3.00 3.19 3.22
11–15 2.83 2.88 2.78 3.11 2.94 2.96 2.91 3.02
16–20 2.76 2.95 2.75 3.03 2.93 2.81 2.84 2.97
21–25 2.80 2.91 2.88 3.08 2.89 2.82 2.67 3.03
26–30 2.76 2.92 2.66 2.89 2.95 3.00 2.91 2.90
31–35 2.76 2.84 2.82 2.97 2.89 2.94 2.84 3.05
36–40 2.83 2.87 2.76 3.07 2.88 2.98 2.99 2.97
41–45 2.87 2.91 2.91 3.09 2.90 2.90 3.01 3.08
46–50 3.05 3.00 2.78 3.15 2.95 3.02 3.02 3.17
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public monopolist receives feedback that partly, but directly, depends on the
consumer’s social welfare. Specifically, the consumer’s loss associated with
the cost of depuration (in case quality falls below the potable threshold)
negatively affects the feedback received by subjects on the success of their
strategies. Volatility is thus the result of a continuous effort by subjects
(representing the social planner) to cope with the additional objective of
maintaining quality above a certain level in order not to trigger the inefficient
(understood as costly) depuration procedure.

Noncooperative duopoly stocks are closer to those of the public monopoly
while the collusive duopoly treatment leaves stock levels closer to those
obtained under the private monopoly scenario.25 As expected, under a duopoly
resource depletion is faster than under tacit or explicit monopolization. This
result resembles a similar finding that is recurring in most common pool
resource experiments (see Walker et al. 1990; Walker and Gardner 1992). It
should be noted that in this setting there is no competition at the extraction
stage. Instead, this setup assumes extraction from separate pools and com-
petition in the distribution stage. The findings reported here could be used to
support the view that disaggregation increases the rate at which a resource is
depleted. This is confirmed by comparison of treatments 1 and 2, in which
subjects’ incentives are related to private profitability. Price levels present
a similar but weaker confirmation of the same principle applied to price
competition.

Only the public monopoly solution gets close to the socially optimal steady
state stocks. Full convergence, however, is not achieved at the end of 50
periods. The aspect in which management by a public monopolist dominates
all other configurations is the quality/price ratio. Achieving a high quality/
price ratio implies balanced exploitation of the two resources by the public
monopolist using exactly the same instruments as those used by subjects in
the other treatments. Of course, the public monopoly has the right incentives
to do so, as it aims at maximization of total social welfare. Some volatility is
obtained regarding the quality/price ratio as the public monopolists’ task
requires a global view of the performance achieved with both policy instru-
ments available (bids for the two water qualities). This contrasts with the
smoother patterns of the other treatments in which profit maximization is the
only objective pursued.

In profit-driven treatments subjects post significantly higher bids aimed at
lowering present consumption. This is done in order to maintain a higher stock
and, thus, lower unit extraction costs in the future. This is a basic difference
between pure profit-driven, and social welfare-oriented, decisionmaking. In
the former, subjects seem to care too much for maintaining a high stock in
order to guarantee low extraction costs and competitiveness (in treatment 2)
in future periods. On the other hand, the social planners’ treatment induces
higher levels of extraction, without letting overexploitation emerge.

This finding, however, should not be understood as an argument against
the use of market mechanisms altogether. On the contrary, it must be
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emphasized that in this setup social planners achieve their results by learn-
ing to set the appropriate prices for each type of water. This also implies the
need for distinguishing between incentives and market-clearing mechanisms.
The behavior of the social planners in treatment 3 is an example of how
market-clearing prices can be used as a strategy aimed at social welfare
maximization.

10.5 Conclusion and policy implications

Most of the debate concerning the use of market mechanisms as a means of
allocating water among different types of users has focused on the appropri-
ate definition of property rights. Several researchers have argued that the mar-
ket mechanism may entail unfair outcomes because of some agents’ greater
economic or political power over other less strategic or weaker players.26

Although the definition of property rights is of great importance in decen-
tralized water management, the present study looks at a different and certainly
underinvestigated issue that should be taken into account when assessing the
desirability of alternative water management institutions. The central question
addressed here is whether adaptively learning from past actions negatively
interferes with the usual benefits from centralized and, thus, informationally
demanding public management. If this conjecture were true, decentralization
and privatization of water resource management might mitigate the complex-
ity of the problem faced by each decisionmaker, offsetting the well-known
welfare losses because of incompatibility between private and social incen-
tives. Thus, a further argument would be provided to support decentralized
private management of the resources.

Contrary to the aforementioned conjecture, the answer provided by the
experiments reported here is that the decisionmakers’ incentives dominate
possible efficiency losses because of an increased complexity of the underlying
system managed by each type of agent. This main result establishes a straight-
forward ranking of management institutions in terms of their corresponding
levels of social welfare.

Therefore, despite the fact that centralized public management has to deal
with a more complex problem whose feedback depends on a broader set
of signals than private profit alone, the public monopoly treatment of the
experimental setup yields the most efficient outcomes both in terms of social
welfare and in terms of the final quality of water supplied to the users.
Interestingly, centralization of the decisionmaking process by a private profit-
driven entity yields the worst outcomes, suggesting that centralization alone
is not enough and it should always be accompanied by the right incentives.

Otherwise, if the public monopoly solution is impossible to implement
because of, say, economic, institutional, legal, or historical reasons, market
mechanisms should be implemented under the usual rule of thumb, favoring
competition against monopolization of the market by a private agent. The
coordinated duopoly treatment was shown to move the market away from the
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competitive outcome and close to the monopoly solution. Therefore, another
well-known rule of thumb for market regulation is also shown to hold in the
complex market studied here. Namely, the market mechanism is vulnerable to
private agents’ anticompetitive strategies, so that, if a market mechanism were
implemented to allocate water resources, competition among decentralized
private owners should be safeguarded and promoted.
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gratefully acknowledged.

2. In a recent study, Holland (2006) focuses on the costs and benefits from privat-
izing the construction of the Central Arizona project, reporting several shortcom-
ings in the resulting incentive structure.

3. For example, Saal and Parker (2001) study the effects on costs and prices in
privatized water and sewerage companies in the United Kingdom. Their results
yield some pessimism regarding the efficiency gains from privatization, which may
not offset the resulting increases in prices. Bhattacharyya et al. (1994), Noll et al.
(2000), Bauer (1997), Cowan (1998), and Ogden (1997) also reach conclusions
that imply that privatization measures should be taken with caution.

4. Detailed information on the European Union Water Framework Directive can
be found at the corresponding European Union website: http://ec.europa.eu/
environment/water/water-framework/index_en.html.

5. It is important to bear in mind the mission statement appearing in the California
Water Plan update, 2005: “To develop a strategic plan that guides State, local, and
regional entities in planning, developing, and managing adequate, reliable, secure,
affordable, and sustainable water of suitable quality for all beneficial uses”
(Department of Water Resources 2005).

6. This and other documents on the management of California’s water resources can
be found on the following website: www.water.ca.gov.

7. A similar suggestion on the need for adaptive management is made by Pahl-Wostl
(2007), although the adaptive process there includes social learning and takes into
account more complex feedback concerning both economic and noneconomic
magnitudes. An even broader point of view can be adopted looking at various
cross-effects between water and land use activities, as reported by Ramankutty
et al. (2006).

8. LINEEX, University of Valencia (www.uv.es/lineex).
9. LEE, Universitat Jaume I, Castellón (www.lee.uji.es).

10. Extraction costs are supposed to be twice differentiable functions of quantity and
stock size. First derivatives are assumed to be, respectively, positive and negative,
whereas second derivatives are positive.

11. Given that their water consumption in each period is used to serve their current
needs.

12. All these elements lead to a certainly complex but well-defined dynamic economic
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problem that, as shown by García-Gallego et al. (2005, 2006), has an interior
steady state solution for all the scenarios considered here. In any case, most of the
interesting features analyzed by Dasgupta and Mäler (2004) are not present in
this model.

13. The design is inspired by the hydrological system proposed in Georgantzís et al.
2004.

14. A vast literature has been dedicated to various factors that may be responsible for
observed shortcomings of human behavior in complex environments, such as
misperception of feedback (Paich and Sterman 1993; Sterman 1994), limitations
in subjects’ learning when exposed to strategic complexity (Richards and Hays
1998), or multitask decisionmaking (Kelly 1995). A number of factors that favor
subjects’ improvement of performance have, also, been identified. For example,
trial-and-error algorithms have been shown to facilitate convergence of the
strategies played by uninformed subjects toward symmetric, full-information
equilibrium predictions, as shown in García-Gallego 1998 for the case of a price-
setting oligopoly.

15. While full convergence near the theoretical single-product symmetric benchmark
is obtained in settings such as that outlined in García-Gallego 1998, the intro-
duction of a slightly more complex task in the multiproduct oligopolies in García-
Gallego and Georgantzís 2001 or the asymmetry in García-Gallego et al. 2004
provide a sufficiently unfavorable environment for the hypothesis based on the
corresponding theoretical prediction to be rejected.

16. Issues related to vertical integration are not considered in this analysis, although it
could be interesting to study a scenario in which one of the two resources is run
by, say, a consumer association.

17. The specific utility, extraction, and purification cost functions used are provided
in Georgantzís et al. 2004.

18. Given the complex nature of the experiment 50-period sessions were run in order
to give subjects a sufficiently long time for learning.

19. See the details on the organization of sessions and the instructions to experi-
mental subjects in Appendix 10.2.

20. Given these offers, the maximal consumer rent is determined in the simulated
centralized downstream market: V(KH,KL) − w′ k, where w denotes the vector of
sealed offers and k denotes the vector of quantities Ki, i = H,L.

21. This treatment is based on a version of the software requiring a number of PCs
and a server forming a local network. The software can be obtained by the
authors upon request and assistance is subject to usual protocols of the Laboratori
d’Economia Experimental (UJI, Castellón, Spain).

22. Pilot sessions not reported here indicate that sessions lasting longer than 70 periods
are required.

23. Jointly developed by the LINEEX at the University of Valencia and the Labora-
tori d’Economia Experimental (LEE) of the Universitat Jaume I of Castellón
(Spain).

24. Detailed statistical tests supporting the findings reported here are provided in
García-Gallego et al. 2005, 2006.

25. This is especially true in the case of the high-quality water (see Figure 10.3).
26. See for example the discussion by Galaz (2002) on the Chilean water market,

in which the peasant farmers are awarded “theoretical rights” which are then
likely to be violated by the actions of a strategically stronger urban water
company.

27. The instructions to subjects were originally written in Spanish. A unified trans-
lated version for the three treatments is presented here, emphasizing the details
that are specific to each one of them.
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Appendix: organization of experimental sessions and
instructions to the subjects

The experiments whose results are reported here were organized at the
Laboratori d’Economia Experimental (www.lee.uji.es) at the Universitat
Jaume I (Castellón, Spain). Subjects were recruited among students of
advanced Engineering and Economics courses using standard protocols aim-
ing at a balanced gender representation and good history of compliance with
the laboratory’s rules in the past (punctuality, discretion, motivation). Aver-
age per subject earnings were slightly below �25. Thus, the total cost of the
sessions reported here was about �6,500. Another �4,200 were spent on
programming and subject rewards in the initial pilot sessions that were run to
improve several feedback and interface features. Duopoly sessions were sys-
tematically more expensive. A higher exchange rate was used in the duopoly
sessions to avoid significant differences in individual subject rewards across
treatments (apart from the horizontal externality arising from competition,
each duopolist manages only a part of the market supplied by each subject in
the monopoly treatments). Before each session, the following detailed written
instructions were distributed to the subjects:

Instructions to experimental subjects27

Treatments 1, 2, and 3

The aim of this experiment is to study how people make their decisions in
certain contexts. Your decisions in the scenario explained below in detail will
be directly related to a monetary reward you will receive in cash at the end of
the experiment. Any doubt you may have will be clarified personally to you
by one of the organizers after you raise your hand. Beyond these questions,
any other communication is strictly forbidden and is subject to immediate
exclusion from the experiment.

You participate in a market which is characterized by the following features:

• You are the only producer of two commodities: product H and product
L. [Treatment 2: There are two producers (1 and 2) and two commodities
(product H and product L).] [Treatment 3: You represent a social planner
who produces two commodities: product H and product L.] Specifically,
product H is water of High quality, while product L is water of Low
quality. Products H and L are substitutes, namely, consumers may, to a
certain extent, substitute one type of water with the other.

• Treatment 2: You are one of the two producers in this market. At the
beginning of the session, the computer will indicate if you are producer 1
or 2. Your competitor will be one (always the same) of the subjects in this
room, randomly selected by the computer when the session starts.

• There are two types of consumers: households and farmers. Although
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they have different preferences with respect to the two types of water,
they all prefer water of high quality (product H) to water of low quality
(product L). That is, they are willing to pay more for H than for L.

• The market will last for 50 rounds.

Decisionmaking

Your only decision as a producer is announcing the minimum price at which
you are willing to sell each one from a maximum of 5 units you may sell for
each product. Such announcements of minimum prices are called price bids.
In order to make your decisions, you have to take into account that:

• The extraction cost per additional unit extracted and by product is
included in the “table of costs” (Table 10.3). These costs are the same
for the two products [Treatment 2: (therefore, costs conditions for you
and your competitor are identical)], and they are expressed in ExCUs, a
fictitious Experimental Currency Unit.

• Taking into account the costs of the table, you have to announce five
minimum prices at which you are willing to sell each unit of the 5 units
of each [Treatment 2: your] product you may sell in each round. Therefore,
your decisionmaking consists of fixing five price bids for each [Treatment
2: your] product.

• You should have in mind that, in order not to make any losses, price bids
cannot be lower than the corresponding unit costs included in the table
of costs.

• Price bids cannot be decreasing. That is, your bid for the 1st unit cannot
be higher than your bid for the 2nd unit; the bid for the second cannot be
higher than the bid for the 3rd unit, and so on and so forth.

• Observe in Table 10.3 that the unit costs decrease with the stock size.
At the beginning of the session, you have an initial stock size of 20 units
[Treatments 1 and 3: for each product]. At the beginning of each round,
you get 3 more units [Treatments 1 and 3: for each type of water].

• Your stock size [Treatments 1 and 3: for each type of water] can never
exceed 20 units and, therefore, once 20 units are reached, any additional
units you may receive are lost.

Table 10.3 Table of costs (expressed in ExCUs)

Stock size 20 19 18 17 16 15 14 13 12 11

Unit cost 0 0 0 0 0 1 1 2 2 4

Stock size 10 9 8 7 6 5 4 3 2 1

Unit cost 7 11 18 30 50 82 135 223 368 607
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Example. Suppose that at the end of a round your stock size [Treatments 1
and 3: of one of your products] is 9 units. At the beginning of the new round,
you get your additional 3 units (so that your stock now is 12 units). Observe
in the table that, for a stock size of 12 units, the unit cost for the first 5 units
extracted is the following:

• The cost of the 1st unit: 2 ExCUs.

• The cost of the 2nd unit: 4 ExCUs.

• The cost of the 3rd unit: 7 ExCUs.

• The cost of the 4th unit: 11 ExCUs.

• The cost of the 5th unit: 18 ExCUs.

In order not to make losses, each one of your bids should not be lower than
the corresponding unit cost. Therefore, in this example, your bid for the 1st
unit should not be lower than 2 ExCUs (cost of the 1st unit); your bid for
the 2nd unit should not be lower than either 4 ExCUs (cost of this unit) or
your bid for the 1st unit; your bid for the 3rd unit should not be lower
than either 7 ExCUs or your bid for the 2nd unit, and so on for the rest of
the units.

In case you sell 5 units [Treatments 1 and 3: of this product], the stock
size at the beginning of the next round would be 10 units (seven you kept
plus three you get in the new round). If, given your bids for the 5 units, your
sales are zero, your stock would be 15 units (12 you already had plus 3
you get at the beginning of the round).

Decisions

• You make decisions on the minimum price at which you are willing to sell
each unit of each one of the two products [Treatment 2: of your product].
You will fill in all the boxes that appear at your computer screen with
your price bids [Treatments 1 and 3: (five bids for product H and five for
product L)]. In each box, you will also get information related to the
corresponding unit cost. The bids you submit have to be integer numbers
between zero and 2,000.

• Although you may propose five different price bids, all units of the
same product will be sold to consumers at a single price. This price will be
your bid for the “last” unit sold of each product. The number of units
sold each period is calculated by a program which simulates the optimal
behavior of consumers.

Example. In the example above, assume that your bids for [Treatment 2: your
product] one of the products are: 10 (for the 1st unit), 12 (for the 2nd), 14
(for the 3rd), 16 (for the 4th) and 20 (for the 5th). Given your bids, the
program which simulates the optimal behavior of consumers determines that
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3 units of this product will be sold. The price at which you will sell the
3 units will be your bid for the 3rd unit, that is, 14 ExCUs.

Only Treatments 1 and 2: the profits

• Your net profit of selling each unit of a product will be the difference
between the market price at which you sold all units [Treatment 1: of
that specific product] (your unit income) and the corresponding unit
extraction cost. Total profits will be the sum of the unit profits for all
periods.

Example. Taking again the previous example, if, at the beginning of a round,
your stock size is 12 units, your total profits in that round will be 29 ExCUs,
which are broken down as follows:

• 12 ExCUs for the 1st unit sold (14 ExCUs you receive for that unit minus
2 ExCUs it costs you extracting it).

• 10 ExCUs for the 2nd unit sold (14 ExCUs you receive for that unit
minus 4 ExCUs it costs you extracting it).

• 7 ExCUs for the 3rd unit sold (14 ExCUs you receive for that unit minus
7 ExCUs it costs you extracting it).

Only Treatment 3: the aim

• As a social planner, your aim in each round is to maximize the social
benefit per unit sold in this market, which is defined as the difference
between the utility level generated by each unit consumed and the corres-
ponding unit extraction cost.

The information

• During decisionmaking, the computer will provide you with a table simu-
lating results [Treatment 1: (for each product)], conditional to your bid
and cost for the corresponding unit in five possible scenarios: (a) In
case you only sell the 1st unit; (b) If you just sell the first 2 units; . . .
(e) In case you sell 5 units.

• Only Treatment 3: At the beginning of each round, the computer will
provide you with a table containing, conditional to the stock size for each
type of water and all possible combinations of consumption of the two
products, the corresponding social benefits (measured as the difference
between the utility level and corresponding extraction costs) of that
round.

• At the end of each round, the computer screen will show you the total
profits [Treatment 3: social benefits] obtained in that round, including
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information about unit cost, market price and number of units sold of
each product [Treatment 2: as well as your rival’s price].

• During the experiment, you will be provided with a screen containing the
history of past rounds (market price for each product, number of units
sold [Treatments 1 and 3: of each product], [Treatments 1 and 2: total
revenue and total profits [Treatment 1: per product]], [Treatment 3: and
social benefit]).

Monetary reward

• Your monetary reward at the end of the session will be the sum of your
profits accumulated in 15 rounds (randomly selected by the computer) of
the total of 50 rounds, at an equivalence rate of 800 ExCUs = 1 Euro
[Treatment 2: 500 ExCUs = 1 Euro]. You will be paid in cash at the end of
the session.

In order to make sure you understood correctly the market described above,
we will proceed next to run a pilot session of 5 rounds. Please, feel free to make
any questions you may have during this pilot session.

Thank you for your collaboration. Good luck!
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11 A fair tariff system for
water management

Rita De Agostini and Vito Fragnelli 1

Access to water will be one of the most challenging problems in coming years.
It involves many aspects, one of which is considered by this chapter: the
possibility of designing a tariff system that respects fairness and allows an
accurate evaluation of the amount of water that a community will need in a
given period. The Italian situation is analyzed, taking into account the law
and the consequent organization of water management. Particular emphasis
is devoted to the truthfulness and implementation aspects.

11.1 Introduction

According to many environmentalists, water management will assume an
increasing relevance in the near future. In the recent past water shortage was
often thought of as a problem related to developing or tropical countries, but
now governments are realizing that water shortage, in the face of increasing
demand, is becoming a usual situation in countries throughout the globe.
Increasing competition and conflict over access to water between countries
sharing the same river basin was among the factors prompting the United
Nations to declare 2003 the International Year of Freshwater, which helped
promote the analysis of water-related issues.

In Europe a series of hot, dry summers, for example those of 2002 and 2003,
have exacerbated water shortage problems. In Italy, for example, many regions
suffered from scarcity of water. In southern Italy the situation was particu-
larly grave, with such factors as low rainfall levels, permeability of the ground,
and limited number of natural or artificial basins aggravated by longstanding
management problems and old and badly maintained water networks. For
example, some aqueducts have a water loss larger than 50 percent.

Some of these factors are natural (for example the characteristics of the
ground), and are beyond realistic remedy; other factors are historical and
cultural (for example, water problems were never suitably tackled where large
landowners had little interest in less productive areas); and others are related
to political choices about the development and maintenance of infrastructure,
better care of which could significantly reduce water supply problems.

On the other hand, the Italian northern regions, thanks to their geographical



position at the foot of the Alps, and the central regions, located close to the
Apennines, have suffered few water problems in the past. Both of these
mountain chains represent a very large reservoir of water; the River Po, for
example, which draws tributaries from both ranges, drains an area of over
70,000 square kilometers.

Analogously, the northern and southern regions of Italy differ in the qual-
ity of water, which is higher in the north than in the south. In the south
pollution and infiltration of salt in coastal areas reduce the quality of water;
in the northern regions, despite the large degree of industrialization, the water
quality is generally good. One simple reason is the location of natural reser-
voirs and artificial basins close to the cities, so that the water reaches the urban
network after traveling a short distance, maintaining its quality. Moreover, the
most recent depuration tools (for example active carbon) allow a limited add-
ition of chlorine derivates, improving the quality of the water in recent years.
As a result, the water quality in some municipalities (for example Genoa and
Florence) is higher than for some commercially produced mineral waters.

An element that reduces the availability of high-quality water is the fre-
quent use of drinking water (about 90 percent) for purposes for which it is not
needed, particularly irrigation and industrial use. A proposal suggests having
two separate networks: one for high-quality water and one for low-quality
water, especially for farm usage, which takes over half of the water supply,
mostly for irrigation, for which water from sewage disposal could be exploited.
The objections to this solution arise from the potential hazard of confusing
the two types of water and from the necessity for construction of large-scale
and expensive infrastructure. It has been suggested that building the required
infrastructure be devolved to consortia of users, with suitable reductions in
water tariffs for a period.

The climatic conditions in 2002 caused a number of problems. From the
beginning of the year the reduced rainfall failed to fill the lakes and other
reservoirs to expected levels; the summer was extremely hot, resulting not
only in a high level of evaporation of water from the reservoirs, but also in an
increased usage of water, mainly for irrigation but also for home usage.
Municipalities forbade use of water for unnecessary purposes, for example
garden irrigation and car washing, but such measures were insufficient to
compensate for the scarcity of water.

The so-called Legge Galli (5/1/94 n. 36),2 a set of technical and economic
rules on water resource management, has two main targets: a new approach
to management operations in order to preserve the resources and a new
tariff policy. In particular, the Legge Galli states that the management of
water has to be centralized, as opposed to the current decentralized system
of many small managers, public and private, currently in charge of parts of
the water system; the size of the area managed should be optimized, requiring
the determination of suitable areas, each constituting an ambito territoriale
ottimale (optimal territorial area) or ATO; the programing and control of the
water services, devolved to the local authority or autorità d’ambito, are to be
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separated from the management of the service; and the tariff policy is a tool
for increasing the efficiency and quality of the service and reducing manage-
ment costs.

As regards the tariff system, the Legge Galli was improved by the technical
annex of Ministerial Act 1/8/1996,3 according to which the average (normal-
ized) tariff for the current year has to take into account the operating costs,
mortgage costs, and investments of the preceding year and the inflation rate
of the current year. In other words, the tariff can be increased in order to fully
cover the costs of the water system, but this increase cannot be applied in a
single year; to justify such an increase, the quality of the water is a relevant
parameter; nevertheless, the tariff should be reduced in special situations,
such as low-income users, critical areas, and small amount used.

A note of the Interministerial Committee for Economic Programing (CIPE)
specifies other targets. First, low-income domestic users are to receive particu-
lar priority; second, it is possible to identify other priority categories where
relevant differences from the standard situation exist; and third, incentives for
saving water should be provided.

The geographical area considered, ATO/6 (ATO n.6 of Piedmont), includes
133 municipalities of the province of Alessandria and 14 municipalities of
the province of Asti, with about 350,000 inhabitants, about half of them
concentrated in five main towns: Alessandria (85,000), Tortona (25,000),
Acqui Terme (19,000), Novi Ligure (27,000), and Ovada (12,000).

The preceding summary outlines the political, legal, and geographical
scenario within which the work described here was carried out.

Cooperation with the autorità d’ambito led to the idea of designing a tariff
system that may allow a reduction in water usage and, particularly, in water
waste. Clearly, such a relevant problem should be tackled through a joint
effort, involving experts from all related fields: economists, engineers, mathe-
maticians, geologists, and politicians.

This chapter proposes a tariff system that respects the current directives
and is based on the declarations of the users about the amounts of water they
forecast they will use each year, so it is called a “declarative tariff”. The aim
of this proposal is threefold: a fair tariff system, that is a system that respects
social welfare features; a reduction in water waste; and the possibility of the
manager obtaining in advance good data about the total water requirement
for each year.

The chapter is organized as follows: in section 11.2 the actual tariff sys-
tem in ATO/6 is presented; section 11.3 is devoted to the proposed tariff
system, analyzing its potential features; and section 11.4 provides some final
comments.

11.2 Current tariff system

As described in the previous section, Italian law gives some suggestions and
rules for a fair water tariff system; in particular, the tariff should balance the
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quality standards offered to the users and the costs for the service, including
financial costs and capital risk. Other relevant points are the incentives for
optimal use of water, the reduction of water waste and the environmental
impact of such measures, and the setting of a socially sustainable tariff.

The tariff system adopted in ATO/6 (see ATO/6 2002a, 2002b) already
respects some of the requirements of the Legge Galli; in particular, it con-
siders different categories of users, with different tariffs on the basis of usage
ranges, taking into account geographical and local characteristics.

More precisely, the current tariff system is strongly rooted in the so-called
tariffa di riferimento (reference tariff), which is defined in the Ministerial Act
1/8/1996 as “a tool that allows suitable levels of service to be obtained and
provides incentives for developing programs, reducing the costs for users and
increasing the efficiency of management”.

The reference tariff is defined as Tn = (C + A + R) n − 1 (1 + π + K ), where:

Tn is the tariff for year n
C is the operating costs
A is the mortgage costs
R is the capital costs
π is the programmed inflation rate for the year n
K is the limite di prezzo (fare bound).

The reference tariff for the starting year, T0, can be obtained as the weighted
average of the costs of the previous managers that were in charge of the water
system in the area corresponding to the current ATO, including the rent fees
for public water, cost of the water purchased from third parties, rent fees for
the water system, costs arising from current laws, and costs for current loans.

K represents a percentage that preserves the users from an increase in tariff
sufficient to completely cover management costs. This percentage is necessary
as the subsidization of water costs in some areas of Italy was very high, larger
than 90 percent, too great to be covered by a single increase of the tariff. For
this reason the law fixes the maximum percentage increase for each year
according to the costs in the previous year.

For the first year the value of K is defined with reference to the weighted
average tariff per cubic meter in 1995 (WAT) expressed in Italian lire. For the
following years the value of K is defined with reference to the actual average
tariff per cubic meter in the previous year (AAT) expressed in Italian lire
(Tables 11.1 and 11.2).

Table 11.1 Definition of K using weighted average tariff

WAT ≤ 1000 (
 0.52 euros) WAT ≥ 1600 (
 0.83 euros) 1001 ≤ WAT ≤ 1599

K = 25.0% K = 7.5% K is computed by linear
interpolation
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Referring to the average use of 150 liters per inhabitant per day reported in
the Decree of the Council of Ministries n.47 of 4 March 1996, a note of the
Interministerial Committee for Pricing (CIP) proposed the following limits
for usage ranges: 50 cubic meters per year for applying reduced tariffs and
150 cubic meters per year for applying penalties for large use.

The tariff is the sum of two parts: one fixed, namely the rent fee, and
one variable, depending on the amount of water used, with increasing prices
per cubic meter of usage. For ATO/6, the tariff system for 2002 was as in
Table 11.3.

11.3 Proposed tariff system

The basic aim was to develop a new tariff system that fully considered and
accommodated the future needs of water users. The idea was inspired by
informal communication with the general manager of ATO/6, who spoke
about the difficulties and the advantages of forecasting the future needs of
users. As water can be easily stored for long periods, this information could
be used to reduce the problems arising during periods of scarcity. Of course it
is possible that the total demand forecast by users exceeds the available
amount of water, but even in this case the information can be useful to the
manager, who can then anticipate some restrictions on usage, making them
less stringent. The system could also act as an incentive for the manager to

Table 11.2 Definition of K using actual average tariff

AAT ≤ 1100 (
 0.57 euros) AAT ≥ 1750 (
 0.90 euros) 1101 ≤ AAT ≤ 1749

K = 10.0% K = 5.0% K is computed by linear
interpolation

Table 11.3 Tariff system of ATO/6, 2002

Usage Rent
fee

Reduced
tariff

Basic tariff First
exceeding

Second
exceeding

up to 60 cubic
meters/year

60–150 cubic
meters/year

150–240 cubic
meters/year

over 240 cubic
meters/year

House user 24.00 0.50 0.80 0.95 1.20

Nonhouse user 48.00 0.80 1.20 1.30

Farm user 48.00 0.50

Public user 24.00 0.80

Large user decided by agreements

Note: The rent fees are in euros per year; the tariffs are in euros per cubic meter.
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undertake a deeper analysis of the problem, taking into account the possibil-
ity of building more efficient infrastructure in the future, or of purchasing
water from other ATOs, interconnecting the different networks or reservoirs.
The new tariff system refers mainly to domestic users but it can be tailored to
other kinds of users.

The system works as follows. Each user commits to a forecast amount of
water at the beginning of each year, on the hypothesis that a larger declared
amount corresponds to a higher basic tariff per cubic meter of water. At the end
of the year, penalties are assigned to those users who required a larger amount
of water. The penalty system assigns larger penalties to users that made larger
misevaluations. The penalty has a twofold motivation: first, it should avoid the
usage of a large quantity of water; second, it should encourage truthful declar-
ations in order to allow the water manager to calculate a required amount of
water as close as possible to actual needs. The users may take into account their
necessities in previous years but they may be influenced by other factors; for
example, number of members in the family group, announcement of a water
shortage, or imposition of a higher price for greater usage.

The following notations will be used:

d declared cubic meters
x used cubic meters
p standard price per cubic meter
p′ penalty price per cubic meter (p′ > p).

11.3.1 Alternative tariff systems

The first step in setting a declarative tariff is to ask users for the forecast
amount of water needed for the following year, d, and then to apply the stand-
ard price, p, to the used quantity of water, x, up to the declared cubic meters,
and the penalty price, p′, to the quantity exceeding that amount, as follows:

Tariff 1
px if x ≤ d
pd + p′(x – d ) if x > d

This tariff system provides incentives for the users that reduce water waste, but
fails in the truthfulness of the declaration; in fact the users may declare very
large amounts of water required in order to be sure of paying the standard
price, whatever the amount of water actually used.

The simplest way to offer an incentive for truthfulness is to ask the users to
pay the whole declared amount at the standard price, as follows:

Tariff 2
pd if x ≤ d
pd + p′(x – d ) if x > d
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It is straightforward to check the truthfulness of the declaration: if the real
used amount of water is larger than the declared amount, the penalty price is
applied; if it is smaller, the whole declared amount is paid anyhow. On the
other hand, this tariff fails to reduce water waste, as a user may think that the
water up to the declared amount can be used for free.

A possible way to achieve both the aims is the introduction of variable
prices. More precisely, the standard price can be defined using an increasing
function π that fixes the price per cubic meter up to the quantity d, and the
penalty price using an increasing function π′, with π′ (x) > π(x) for each x,
which is applied to the exceeding quantity of water, as follows:

Tariff 3
π (d )x if x ≤ d
π (d )d + π′(d )(x – d ) if x > d

This third proposal seems effective but the following example shows that it
may fail.

Example 1
Let the standard price be expressed by π (d ) = 0.50 + 0.01d and the
penalty price by π′ (d) = 0.70 + 0.015d. If a user who needs 150 cubic
meters per year declares 150, then the standard price is 2.00 euros and
the penalty price is 2.95 euros, so the final tariff is 2.00 × 150 = 300.00
euros; but if the user declares 148 the standard price is 1.98 euros and
the penalty price is 2.92 euros, so the final tariff is 1.98 × 148 + 2.92 × 2 =
298.88 euros.

So, a user may gain an advantage from a nontruthful declaration. To avoid
these situations, and taking into account the first two tariffs, the prices
when the actual usage is larger than the declaration can be computed
referring to the actual usage instead of to the declared one, as follows:

Tariff 4
π (d )x if x ≤ d
π (x)d + π′ (x)(x − d ) if x > d

Referring to Example 1, when the declaration is 148 but the actual usage is
150 the standard price is 2.00 euros and the penalty price is 2.95 euros, so the
final tariff is 2.00 × 148 + 2.95 × 2 = 301.90 euros.

It is possible to enforce the penalty for nontruthful declaration by applying
the standard price π(x) to the whole amount x and adding the penalty price
for the exceeding part (x − d):

π (x)x + π′ (x)(x − d) if x > d
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Referring again to Example 1, the final tariff becomes 2.00 × 150 + 2.95 × 2 =
305.90 euros.

Tariff 4 and the modified version penalize mistakes in the declarations. If
d > x, then for both tariffs π(d ) > π (x) as π is increasing; on the other hand, if
d < x, then for tariff 4, π(x)d + π′ (x)(x − d ) > π(x)x ⇔ π′ (x)(x − d ) > π(x)
(x − d ) ⇔ π′ (x) > π(x) holds for the hypothesis on the penalty function π′ and
for the modified tariff π(x)x + π′ (x)(x − d ) > π(x)x trivially holds.

So, both tariffs achieve the stated objectives, limiting water waste and pro-
viding incentives for an accurate evaluation of the total water needed through
a system of increasing standard and penalty prices.

It is possible, of course, to modify the penalty function π′ in order to reduce
the charge for “small” mistakes, taking into account the characteristics of the
current year.

11.3.2 Variable prices and the Italian law

The idea of variable prices is consistent with the Italian directives on reduced
usages. In this case it is simpler to define the standard costs and the penalty
costs instead of the prices per cubic meter. For example, the standard cost
function C can be defined taking into account the ranges and the tariff for
domestic users stated by ATO/6 (see section 11.2) as:

C (x) =�
0.50x
30.00 + 0.80 (x − 60)
102.00 + 0.95 (x − 150)
187.50 + 1.20 (x − 240)

if x ≤ 60
if 60 < x ≤ 150
if 150 < x ≤ 240
if x > 240

In this case the function is piecewise linear, so each user has an advan-
tage in declaring the upper bound of its range (the cost per cubic meter is
constant in each range), paying the penalties only if the upper bound is
exceeded.

Also, the amount of the rent fee plays an important role, as it increases the
final price per cubic meter, with a higher influence on small amounts of water,
but this is beyond the focus of this chapter. Anyhow, it seems reasonable that
the rent fee, the reduced tariff for small usage, and the limit for reduced tariff
should be correlated so that the cost per cubic meter increases if the usage is
larger than the quantity fixed for the reduced tariff.

In the case of ATO/6 the average cost per cubic meter, including the rent
fee, for reduced usage can be expressed as:

π (x) =
24.00

x
+ 0.50 if x ≤ 60,

which leads to a reduction of the cost for increasing usage until 0.90 euros per
cubic meter when the usage x is 60 cubic meters. The cost of further water, up
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to 150 cubic meters, is 0.80 euros per cubic meter. In order to improve fair-
ness, the function π(x) should assume its minimum for the upper limit
of the range of reduced usage, that is for x = 60 in the case of ATO/6. This
can be done by modifying the rent fee or the range of reduced usage or the
tariff system.

For example, in the case of ATO/6 fixing the rent fee at 18.00 euros, the

average cost per cubic meter for reduced usage is π(x) =
18.00

x
+ 0.50 and the

cost per cubic meter for x = 60 is 0.80 euros, that is, it is equal to the cost of
the following range. Extending the range of reduced usage fee up to 80 cubic
meters and using the actual tariff the cost per cubic meter for x = 80 is again
0.80 euros, as in the following range. Other possibilities depend on changes in
the tariffs; for example, decreasing the reduced tariff to 0.40 euros per cubic
meter or increasing the basic tariff to 0.90 euros per cubic meter.

11.4 Conclusion and policy implications

The results of the declarative tariff system were satisfactory, not only from a
theoretic point of view, but also in the evaluation of the technical experts
of ATO/6, compared with the current tariff system. In order to increase the
water savings, it is possible to introduce not only a penalty in case of larger
use but also a prize in case of less use.

It is necessary to take into account that a strong pricing policy, aimed at
reducing water wasting, cannot be carried out. Water is essential for health,
so its supply has to be guaranteed to all, both by providing a connection to
the network and by maintaining a low cost per cubic meter. This means that it
is not possible to raise the price of water by any great amount (10 euros or
more per cubic meter), as users may, as a consequence, reduce usage for
essential purposes as well as for inessential purposes such as car washing.

A comparison was also made with another game-theoretic approach, the
Rabbi rule or contested garment (Young 1995); in this case the total monet-
ary amount that has to be covered by the users is assigned as a claim to the
highest user and the claims of the other users are obtained via a linear
approximation of their real usage or of the range of usage they belong to. In
this way the total amount is divided into several intervals; the amount corres-
ponding to each interval is equally shared among the users that appear in the
interval. The following example may make the procedure clearer.

Example 2
Consider four users that require 40, 100, 130, and 210 cubic meters of
water, respectively (see Figure 11.1); let the total amount of money
required for the current period be 630 euros, taking into account also the
total amount of 480 cubic meters used.

The amount of 630 euros is associated to the largest usage of 210 cubic
meters and, correspondingly, using a linear approximation, the amounts
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of 120, 300, and 390 euros are associated to usage of 40, 100, and 130
cubic meters, respectively.

In this case there are four intervals that correspond to the monetary
amount associated to each level of usage. All the four users are in the first
interval, so the monetary amount of 120 is divided among all the users;
in the second interval only the last three users appear, so the correspond-
ing amount of 180 is divided among three users; the third interval involves
only the third and the fourth users, so the amount of 90 is divided among
the two users; finally, only the fourth user is concerned with the last inter-
val and pays the amount of 240. Summing up, the four users pay 30, 90,
135, and 375 euros, respectively, and the costs per cubic meter are 0.75,
0.90, 1.04, and 1.78 euros, respectively.

This approach could make the cost per cubic meter too great, depending on
the amount needed. It should be clear that, considering a reasonable number
of users, those using smaller amounts of water, or those in the first ranges,
have a low cost per cubic meter, while those using larger amounts of water
may be penalized by this tariff system, if their numbers are small. A simple
possibility is to use a nonlinear approximation of the usages, but this system
is difficult to implement in a fair way.

Returning to the proposed tariff system it is possible to remark that the
high level of freedom in determining the cost function π and the penalty
function π′ allows matching many possible requirements and constraints,
both technical and normative.

Another relevant question is the fixed tariff, namely the rent fee; the under-
lying idea is that the fixed costs of the water system should be equally paid by
all the users. Nevertheless this approach does not take into account other
features of the problem, such as the amount of the rent fee could be signifi-
cant for low-income users, but could be a very small fraction of income for
other users; or it is possible that for very small water usage the rent fee is
larger than the amount for water and in this case it is necessary, at least from a
social welfare point of view, to distinguish between people living alone that
try to save water (and, consequently, money) and people that use their house
only for short periods of the year. These particular situations may be at

Figure 11.1 Contested garment approach.
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odds with the analysis in the previous section, and further analysis may be
required.

Again game theory may be a valid instrument for determining a fair tariff;
it is possible to take into account the different requirements of the agents
involved using bankruptcy approaches (Young 1987). More precisely, it is
possible to define a bankruptcy (or taxation) problem where the users have
the role of the agents, the estate to be divided is represented by the total
amount of money required for the current period, and the claims are repre-
sented by the needs of the users. The related literature provides several rules
for computing the tariff for each user. Another game-theoretic approach may
involve the class of infrastructure cost games that were successfully applied to
railway infrastructure (Fragnelli et al. 1999) and to urban solid waste con-
sortia (Fragnelli and Iandolino 2004). The tariff is computed by defining
a suitable game that considers the users divided into different groups with
different needs and applying a game-theoretic solution of the game; for
example, the Shapley value (Shapley 1953) or the Owen value (Owen 1977).
In the case under study this approach could easily be applied as the users
are naturally divided into groups according to usage range, income, or geo-
graphical location. This approach may be applied both to determine fair rent
fees and to compute usage costs.

Notes

1. The authors are grateful to the anonymous internal reviewers and external referee
for useful suggestions. The cooperation of Ing. Renzo Tamburelli, general manager
of ATO/6, is also gratefully acknowledged.

2. See Legge 5/1/1994 n. 36, Disposizioni in materia di risorse idriche (in Italian), at
website www.cipecomitato.it/Documentazione/Normativa/Tariffe_idriche/L.36-94.
htm.

3. See Decreto Ministeriale 1/8/1996 (in Italian), at website www.cipecomitato.it/
Documentazione/Normativa/Tariffe_idriche/D.M.1.8.1996.htm.
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12 Game-theoretic modeling of
water allocation regimes
applied to the Yellow River
basin in China

Xiaokai Li, Haifeng Shi, and Xueyu Lin

This chapter presents a review of water allocation modeling studies and dis-
cusses sustainable water allocation in a river basin context from the perspec-
tive of game theory. The Nash–Harsanyi negotiation model is applied to the
examination of several water allocation and management options, including
unregulated withdrawal, allocation through agreed quota, and water rights
and water pricing mechanisms. Some conclusions and policy implications are
derived from the case study of the Yellow River basin and are applicable to
other river basins for improving water management.

12.1 Introduction

The sustainable socioeconomic development and well-being of China are
increasingly under threat from such problems as floods, droughts, water
pollution, and deterioration of the eco-environment in major river basins
(Ministry of Water Resources 2001). As the country continues to grow eco-
nomically and in population, accompanied by higher levels of urbanization
and industrialization, water scarcity and pollution, predominantly in the
north and northwest, are becoming worse. Therefore, how to allocate very
limited water resources effectively in those river basins has become one of the
most critical challenges facing the water sector (Zhang 1999).

The current practice of water allocation in China is dominated by adminis-
trative mechanisms for most rivers. While such a regime may serve to main-
tain a reasonable equity of water sharing among different user sectors and
regions, many question the true fairness of this approach because it uninten-
tionally encourages waste and misuse of water by making water a resource of
free access. It is against the basic principles of water allocation for maximiz-
ing returns on water use. Consequences in the Yellow River basin include
frequent drying up of the river and water shortage crises, with enormous
social and economic costs; raising of the riverbed in the lower reaches of
the river; and irrigation efficiency lower than 30 percent in many parts of
the river’s upper reaches. An unsustainable situation thus prevails, which
necessitates further investment to augment water supply capacity through
giant operations such as the South–North Water Transfer project. Such



situations can be attributed to lack of an effective allocation and management
mechanism.

Aware of escalating conflicts over transboundary water use worldwide,
particularly in many parts of Asia and in Africa, professionals in China’s
water sector are devoting more effort toward developing a fairer and more
efficient water allocation regime in China (Liu and He 1999; Guan 2002).
Naturally, the troubled Yellow River becomes a focus of research by many.

The Yellow River is the major water source for north and northwest China.
It irrigates 15 percent of China’s total cultivated land and supplies water to
12 percent of China’s total population with water resources accounting for
2 percent of China’s total average annual runoff. The water resource devel-
opment in this basin has reached an alarming 70 percent, and consequently
water security and the eco-environment in the river system, particularly in the
lower reaches, are at high risk. For example, in 21 (eight of which occurred
in the 1990s) of the 27 years from 1972 to 1998, the river ran dry for a total of
1,050 days at Lijin station in the lower reach. The negative impact was enor-
mous, on flood management, ecological environment, drinking water supply,
and economic and social services.

The situation described above can be well explained using the arguments of
the “tragedy of the commons” (Hardin 1968). According to Hardin’s theory,
if there is no right defined to a property (water in this case), even when the
marginal benefit of water use is close to zero and tomorrow’s return on water
is lower than today, it is still a “rational” decision for water users to use more
water today because the water is of no or negligible value to them and
nobody could guarantee them that water available today would still be avail-
able to them tomorrow. Such rational decisions by individual water users,
taken together, ultimately lead to such disasters as the long-lasting drying up
of the Yellow River lower reaches. The question now is how such tragedies
can be prevented from happening by improving the way water resources are
allocated and managed.

Section 12.2 provides a brief review of the various approaches of water
allocation modeling studies undertaken by different scholars. Section 12.3
introduces game theory and its application in mathematical modeling of
water allocation through a case study of the Yellow River basin in China,
looking at several management options. Section 12.4 concludes the chapter
with discussion of the policy implications of the modeling analysis.

12.2 Review of water allocation studies

A literature review of previous modeling studies of water allocation issues
and water conflict management indicates that the approaches for water allo-
cation modeling fall into four broad categories: (a) system simulation;
(b) optimum allocation based on optimization theory or economics theory;
(c) optimum allocation based on eco-economics theory; and (d) optimum
allocation based on institutional economics theory or game theory.
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The system simulation approach, category (a), is the earliest in application.
It simulates the pattern, character, and essence of a prototype water resource
system using computer, network, and 3S technologies. Examples include the
five-reservoir basin model used in the Harvard water resource research pro-
gram (Maass et al. 1962), and the water resource model developed by the US
Corps of Army Engineers for operational study of cascade reservoirs on the
Missouri River (Hall and Dracup 1970). Such an approach can vividly pres-
ent the movement and transformation of water systems, and is usually used
with relatively certain system management rules and regimes. It is, however,
difficult to adapt to effective evaluation of a water allocation regime.

Category (b) includes optimization of allocation based on the theory of
optimization and on economics theory, particularly Pareto optimization the-
ory. The most common approach of the first variety is the so-called linear and
dynamic programming model, which many scholars worldwide use in analy-
sis of water resource allocation issues. The Institute of Water and Hydropower
Research and Tsinghua University in China used this method in a North
China Water Resources Study (Xu et al. 1997). The second variety is also
referred to as the marginal analysis method. An example of this application is
the Yellow River Basin Investment Planning Study jointly completed by
the Ministry of Water Resources and the World Bank using a GAMS-
programmed model (World Bank and Ministry of Water Resources 1993).
The limitation of the first optimization approach is that it is hard to achieve
optimization of an entire system, while that of the second is that it cannot yet
take into account the social factors and assess the impact of such important
factors as allocation regime, planning, and tradition in water allocation,
although it can to a certain extent assess the efficiency of allocating water as
a marketable scarce resource.

The next approach, category (c), is optimum allocation based on eco-
economics theory. It treats water resources as an element of an integrated
nature–society–economy system, and aims at maximizing ecological service
value or total system ecological benefits with minimum material inputs. The
core concept of this method is to minimize water consumption intensity per
unit of service. Based on the comprehensive service capacity of water
resources available, the level and limit of nature–society–economy system
development can be scientifically assessed. The main shortcoming of this
approach is that it lacks an established theory and detailed rules in its evalu-
ation criteria and research application, and many aspects such as the water–
environment interaction mechanism and the roles of water in the integrated
system are still being explored. However, there are cases where researchers
have tried to apply this method to analyze water allocation and use efficiency
issues; for example, Liu explored ways of assessing the value of sustainable
water resource development using the so-called marginal ecological utility
theory (Fu and Hu 2004).

The fourth approach, category (d), is optimum allocation based on insti-
tutional economics theory or game theory. Such an approach has a broad
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range of interactive analysis and involves more variables (monetary and
nonmonetary) than other approaches, and focuses more on integrity and
evolution of the issues, and the influence of regime and rights on the market.
In studying water allocation, the approach can take into consideration both
economic and social system factors. Nevertheless, its application in this field,
especially quantitative study, is still at an early stage. Carraro et al. (2005), in
their discussion of noncooperative game model applications, pointed out the
limitation of negotiation support systems developed by different researchers
in solving practical problems, and concluded that development of negoti-
ation models appropriate for studying issues of multiple objectives and
n-players with incomplete information is feasible. Similarly, Wang (2003a)
provided some preliminary recommendations for improvement of the water
allocation regime of the Yellow River, on the basis of a qualitative analysis of
water allocation evolution history.

This method tackles sustainability of water allocation through analyzing
the system stability using game theory. It considers the roles of market,
regime, and tradition, and accommodates the principles of efficiency, fair-
ness, and stability by satisfying market, social value, and sustainable devel-
opment requirements in relation to water allocation. Therefore it is, at
the present stage, a comparatively more comprehensive and effective way of
presenting water allocation issues. This approach is thus adopted in the
discussions and case study presented in this chapter.

12.3 Game-theoretic modeling of water allocation and case
study of the Yellow River

12.3.1 Game theory and its application to water allocation analysis

Game theory is a good mathematical tool for analyzing resource use conflict
issues. Unfortunately its application in the water sector to date is very much
limited to qualitative study of water quality and environment-related conflicts,
and cooperation in sharing of transboundary water. Early applications of the
game theory approach include studies of international river issues by Rogers
(1969) and Dufournaud (1982). Starting from the late 1980s, game theory
found wider applications in water resource planning, such as benefit-sharing
analysis (Dinar et al. 1986) and a cooperative game approach to costs and
benefit distribution (Dufournaud and Harrington 1990). Scholars in China
have begun to tap game theory for qualitative assessment of water allocation
conflicts and water market issues in recent years (Liu et al. 2002; Kong et al.
2005).

12.3.2 Mathematical representation of water allocation

Before discussing the mathematical model for water allocation analysis, it is
important to clearly define rational water allocation. While there are different
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descriptions in the literature, Chen and Wang (1996) provided a very clear
definition, that is, rational water allocation refers to distribution and dis-
patching of water resources among different water users, in a river basin or
hydraulic unit, following the principles of efficiency, fairness, and sustain-
ability, through various structural and nonstructural measures and the mar-
ket mechanism, to rationally curtail water demand and ensure effective water
supply and preservation of river ecology. With this definition, the following
describes the mathematical presentation of water allocation. For the purpose
of illustration, a water supply system is used as an example.

Water supply system. If the total amount of exploitable water is Z0, of
which x0 (x0 < Z0) is diverted by a water supply system without delivery loss,
and xi represents the amount of water supplied to region i, then the water
balance and water consumption of each region can be calculated.

Assuming that the total return water, represented by k as part of total
water use (0 < k < 1), goes into the aquifer, (1 − k) will be the evapotranspira-
tion (ET). If k remains constant across regions, then Gi, the changes in
groundwater arising from groundwater withdrawal and recharge from return
surface water in region i, can be derived accordingly.

Economic benefit of a water supply system. The costs of water supply
include fixed (C0) and variable costs. The variable costs for delivering water xi

to region i, which is di away from the water source, is ζ0dixi, where ζ0 is
constant. Assuming the water supplier is nonprofitable and it provides water
to region i at price pi, then its total costs equal to water supply revenue plus
government subsidy S, namely:

C0 + ζ0 Σ dixi = Σ pixi + S, (12.1)

where S (S < 0) is net tax. The costs of groundwater withdrawal increase with
the water amount pumped and the fall in the water table Q. The groundwater
withdrawal cost function of region i will then be Ci (Fi,Q), subject to

∂Ci

∂Fi

> 0,
∂Ci

∂Q
< 0,

∂2Ci

∂F 2
i

> 0,
∂2Ci

∂Q∂Fi

< 0,
∂2Ci

∂Q2
< 0.

Obviously the marginal cost of groundwater withdrawal declines as the water
table drops. Within a particular region, it does not incur additional costs to
transfer water or pump water. Because a region is considered a single and
unified decisionmaking unit, and it only serves water users within the region,
the production function of region i is

f i = f i(Ai, Ii, yi),

where yi represents the level of other inputs. Assuming that there exist sec-
ondary differential and concave production functions, and xi is not allocated
based on existing water rights and not subject to water rights, and the total
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amount of water inflow is decided by region i itself, then the aggregate net
production function of each region will become the following:

Πi = f i(Ai, Ii, yi) − Ci (Fi, Q) − pi xi − yi.

Social system description. There are (n + 2) players in this game: n regions, the
water pricing agency, and the government. It is well known that water pricing
is a major political matter because of its effect on the welfare of all parties,
and is an important means for government to manage water resources. Thus
any water price the government is not happy with cannot be passed.

A water resource allocation management organization or water supply
organization is a nonprofitable legal entity. Its performance is normally judged
by the cost-effectiveness of its operation. Concern for a water supply organiza-
tion can also develop into an interest in economic efficiency in general.
Accordingly, the organization’s social objective function can be defined as

u0i = Vi(p, Q) = { f i [Ai(Qi), Ii, yi] − Ci(Fi, Q) − yi} − ζ0 �
n

i = 1

di xi − C0. (12.2)

However, the decisionmakers in a water supply organization are also inter-
ested in such personal benefits as political responsibility, personal promotion,
better material welfare, and succeeding in competition. To obtain such per-
sonal benefits, they need to win support and avoid the criticism of other
parties or players. However, this is not a one-sided relationship, as the deci-
sionmakers in the organization are able to reward and penalize the other
parties or players. These relationships are introduced into the model by the
devices of strength of power and cost of power function, so the extended
objective function of a water supply organization can be written as

Uoi = uoi + si(c
0
i, δi ) + Sn + 1, o(c

0
n + 1, δ 0

n + 1) − c n + 1
0 , (12.3)

in which si is the power of player i toward the water supply organization;
Sn + 1, 0(c

0
n + 1, δ0

n + 1) is that of government toward the organization; c 0
i is the cost

of player i in influencing the organization’s decision; and δi is a variable
reflecting the tactics of player i toward the organization, that is,

δi = �αi  when player i rewards WSO ,
βi  when player i penalizes WSO

where c 0
n + 1 is the cost of government in influencing the water supply organiza-

tion; δ0
n + 1 is a variable reflecting the tactics of government toward the organ-

ization; and c n + 1
0  is the cost of the organization in influencing government’s
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decision through nonprice factors. Note that all regions (i = 1,2,3,. . .,n) and
the government (i = n + 1) have influence over the water supply organization’s
decisionmaking.

The objective function of region i can be defined as its net income, namely,

ui = Πi (pi, Q). (12.4)

Accordingly its expanded objective function will be

Ui = ui − c0
i − cn + 1

i , (12.5)

where c0
i and c n + 1

i  are costs of region i in influencing the water supply organ-
ization and government respectively.

The values of Si, Sn + 1, 0 and Ci can be determined as weighted averages
based on the initial values provided by experts.

Water resource allocation. The relevant policy measures are confined to
water price p and net subsidy S. p is positive and subject to the amount of
water disposable by the water supply organization, that is, Σ xi(pi, Q) ≤ Z0.

It is obvious from equation (12.5) that p and S are interdependent. The
objective function of water allocation for region i can be defined as follows:

Wi = u0i + bi ui = Vi [p, Qs(p)] + bi Πi (pi, Qs). (12.6)

The long-term goal of water resource allocation in a stable system is to
maximize the value of the above management function W and the net social
gains or benefits of the entire water resource system, for example a river
basin.

12.3.3 Nash–Harsanyi bargaining model

A standard game theory approach assumes that every player possesses the
same information at the beginning of the game. In reality, information
asymmetry among players is a common phenomenon. To accommodate
the need for modeling such circumstances, Harsanyi developed in 1967–68
the Bayesian model for incomplete information, and defined the consistent
Bayesian game as all players sharing the same prior belief, their different
beliefs at the start of the game originating from the observation of different
stochastic variables, namely the different experiences of the players. As a
result, the general consistent Bayesian model developed by Harsanyi became
the standard analysis framework of information economics (Zhang 1996).

On the issue of fairness in a society, Harsanyi expressed the view that if
sufficiently informed any group of individuals born with the same preference
are able to judge the fairness of a society for themselves individually and for
others. If one assumes that all players in a game are born with the same
preference, each player will have its individual utility function Ui. Then one
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can compare the utilities of different players and sum them up to arrive at the
so-called social welfare function:

W = �
i ∈ I

Ui.

Later Harsanyi, through his second theorem, changed the equal factor (1/n)
into a variable, assuming that the probability of certain events for some play-
ers is higher than for others, that is, the weight of player i (αi) varies. So the
social welfare function can be rewritten as

W = �
i ∈ I

αiUi.

Furthermore, according to the Nash–Harsanyi theorem on the independence
of independent solutions, for a known negotiation problem, if one or more
original or inappropriate solutions are dropped from the solution pool, the
final solutions to the original problem and problems so modified are consist-
ent (Zhang 1996). Therefore, the Nash–Harsanyi negotiation model can be
simplified to a matter of maximizing the value of an objective or manage-
ment function. Similarly, a public choice problem could be converted into
that of finding a solution to maximizing an objective function. Considering
the multiplayers involved and the highly interactive nature of water alloca-
tion, the study in this chapter adopts the Nash–Harsanyi negotiation (or
bargaining) model for evaluation of water allocation regimes.

12.3.4 Yellow River water allocation regime analysis

Water allocation among the 11 different provinces of the Yellow River basin,
including Tianjin municipality, dates back to 1954, when 47 billion cubic
meters of the total 54.5 billion cubic meters natural runoff were allocated for
irrigation. Adjustments were made in 1959, 1961, 1970, and 1987 according
to various criteria. The amount of water allocated for consumptive use
approved by China’s State Council in 1987 was 37 billion cubic meters,
against the estimated annual average runoff of 58 billion cubic meters.

However, in the Yellow River basin, the lower reaches, particularly the
delta area, began to run dry for many miles over a long period of each year
in the 1990s. There is no doubt that natural factors and human activities
all contributed to this phenomenon, but the root cause was lack of clear
water entitlements and an appropriate water allocation and management
mechanism.

Prior to 1999, the major water control works and canal intakes of large
irrigation schemes along the Yellow River belonged to different jurisdictions
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and sectors. Despite that a river basin commission, the Yellow River Con-
servancy Commission, was established with a somewhat vague legal status,
hardly able to fulfill its mandate of effective water allocation and dispatch-
ment in the basin under the hybrid basin and jurisdiction management system
(Wang 2003b). Consequently, the lower reaches of the river dried up each and
every year, leading to social crises, heavy economic losses, siltation of the
main river course, and a deteriorating eco-environment in the river delta.

To address these issues, the national government authorized the Yellow
River Conservancy Commission to undertake unified water resource man-
agement and water quantity dispatchment with an upper ceiling of water use
for each jurisdiction (province) in the basin. The impact was prominent and
far reaching. From 2000, no drying up of the river has occurred up to the
time of writing, even under consecutive years of drought. Some argue that
this has resulted from the operationalization of a new giant multipurpose
reservoir on the main stream in 2000. However, studies indicate that a key
factor has been the enforcement of unified water management and water use
quota measures (Qian et al. 2001).

12.3.5 Allocation regime options

Based on historical surface water allocation practices and water conflicts in
the basin, this chapter endeavors to examine three options of water allocation
regimes commonly used.

Option 1: Water allocation through unregulated withdrawals. Under such a
regime, each region withdraws water freely according to its needs. The actual
water withdrawal depends mainly on its diversion capacity and the costs of
increasing diversion capacity.

Option 2: Water allocation through prior agreed water quotas. Each region
withdraws water, under the oversight of a river basin organization, within the
cap of a predetermined quota that specifies minimum ecological flows and
limits on pollution loads discharged to the basin (both point and nonpoint).
The upper limit (quota) of water use for each region is determined through an
intensive consultation process. Water supply will be stopped once withdrawal
reaches the allocation quota for that region.

Option 3: Water allocation through a water market with clearly defined
(tradable) water rights and limited regulation of public good usage. Within
such a regime, regions or use sectors have well-defined water rights, including
minimum ecological flows, for their respective river segments. They can with-
draw water freely within their entitlement limit. When they need more water
than they are entitled to, they need to first purchase the additional use right.
The basin organization takes the responsibility of ensuring river ecological
environment preservation and sustainable development. Water users can
trade their use rights through a market mechanism under the limited regula-
tion of basin organization. Water pricing is determined by the market.
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12.3.6 Model development and analysis

The following Nash–Harsanyi bargaining model was used in developing the
model for the Yellow River case analysis:

Max �
n

i = 1

(Wi − ci)

s.t. Wi � ci i = 1,2,. . .,n

�
n

i = 1

xi ≤ Qc

�
n

i = 1

x 0
i ≤ Qc

x ∈ R (12.7)

where ci is current net benefit of user i ; Wi is negotiated net benefit of user i ;
x 0

i and x i are current and negotiated water uses respectively; and Qc is total
amount of exploitable water.

Therefore, the utility function of water users can be described similarly to
equation (12.6), namely:

W1 = W (x1)

W2 = W (Qc − x1, x2)

. . .

Wn = W (Qc − x1 − x2 − . . . − xn, Qc − x2 − . . . − xn,. . .,xn)

By computing the values of si, Sn + 1, 0(C
0

n + 1, δ 0
n + 1), and c0

i, and making
assumptions about δi and ci corresponding to different regime options, one
can convert the public choice problem of multiple water users (players) to a
problem of maximizing the water allocation management function:

�
n

i = 1

(Wi − ci).

To solve this problem, one needs to compute the available water amount
Qai for each water use region under every option of water allocation and
ensure that actual water use of each region Qi is no more than Qai (that is,
Qi ≤ Qai ) to allow for ecological flows.
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For option 1:

C 0
i =�

= water supply cost × water supply amount, when water use is 
smaller than existing withdrawal capacity

= water supply cost × water supply amount + incremental supply
cost, when water use is bigger than existing withdrawal capacity

  

cn + 1
i = 0.

Since costs only increase with water use and withdrawal capacity, users will
continue to increase their water use until benefits from increased water use
fall below the corresponding costs. As equilibrium can be reached under the
bargaining model when no user is worse off than at present, an allocation
agreement acceptable to all users can only be found under this option when
there is abundant water in the basin.

For option 2:

C 0
i =�

= (water supply cost + water price) × water supply amount,
when water use is smaller than existing withdrawal capacity;
(water supply cost + water price) × water supply amount +=
incremental supply cost, when water use is bigger than
existing withdrawal capacity

cn + 1
i = ( − δi + management cost) × water supply amount.

Under this option, management facilities and personnel are required to
ensure users stay within their water use quota. That means there will be
additional costs of monitoring and enforcement. The amount of water use
will change with the water allocation quota and water price. Users’ response
to water quota and water price under this option was analyzed and discussed
in a study of north China’s river basins (World Bank 2002).

For option 3:

C 0
i =�

= (water supply cost + water price) × water supply amount −
water right trade revenue, when water use is smaller than 
water right;

= (water supply cost + water price) + incremental water supply
cost + water right trade revenue, when water use is bigger
than water right

cn + 1
i = − δi × water supply amount.

Under this option, lower water use means lower costs, so that users will
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intentionally reduce their water use when the cost savings from using less
water exceed the benefits from increasing water use. The values of c0

i and cn + 1
i

for all three options can be obtained, and then Ui and Wi can be derived from
equations (12.5) and (12.6).

For modeling purposes, the whole basin is divided into a number of
regions, based on the natural geographic locations, socioeconomic features,
and administrative boundaries (Figure 12.1). Equation (12.7) is adopted to
develop the mathematical model for the water allocation. The main data and
parameters used are summarized in Tables 12.1 to 12.4.

For the purposes of illustration, the modeling results are shown in Tables
12.5, 12.6, and 12.7 in terms of water use and net social benefits, and the
corresponding figures, 12.2, 12.3, and 12.4, respectively show net social bene-
fits across regions for the three allocation regime options.

It is evident from the above calculations that no rational results can be
derived for option 1 from the model in extremely dry years, which helps
explain the phenomenon of consecutive years of drying up of the lower

Figure 12.1 Regions of Yellow River basin.

Table 12.1 Regional annual runoff of different frequencies

Region P25 P50 P75 P95

Total (billion cubic meters) 69.59 56.35 48.94 39.71

Table 12.2 Water demand 2000

Region IV-2 IV-3A IV-3B IV-4 IV-5A IV-5B IV-6 IV-7A IV-7B

2000 (billion
cubic meters)a

1.363 2.049 0.000 0.375 3.746 0.000 1.381 0.901 0.000

a. Excluding irrigation
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reaches of the Yellow River in the 1990s. It can also be observed that the total
net social benefit is the highest under option 3, followed by option 2. Never-
theless, it is not very obvious whether option 3 is better than option 2 because
the transaction costs of option 3 are not easy to quantify at this stage.

Table 12.3 Effective irrigated area of regions 2000

Region IV-2 IV-3A IV-3B IV-4 IV-5A IV-5B IV-6 IV-7A IV-7B

2000 (million
mu)a

3.313 8.690 13.727 5.079 8.130 14.750 4.548 5.762 3.507

a. 1 mu = 0.067 hectare

Table 12.4 Regional cropping patterns (% of cropping area)

Region

Crop IV-2 IV-3A IV-4 IV-5A IV-6 IV-7A

Winter wheat 35 50 65 67
Summer wheat 68 33 2.5 0.6
Spring maize 32 49 38 30 6
Summer maize 15 37 38 58 60
Rice 5.7 4.1 8.9
Cotton 5 9 13 12
Vegetables 3.5 1 2 4.6 3 4.1
Peanuts 9.2
Soybeans 6.5 2.3 14.2 13
Millet 14.8 11
Sesame 4

Note: Totals for each region exceed 100 due to double cropping.

Table 12.5 P50 water use and net social benefit

Option 1 Option 2 Option 3

Region Water
usea

Net social
benefitb

Water
usea

Net social
benefitb

Water
usea

Net social
benefitb

IV-1 0.30 0.11 0.26 0.14 0.27 0.09
IV-2 3.80 2.95 3.40 2.63 3.22 3.10
IV-3 18.10 13.80 18.17 13.18 17.86 14.70
IV-4 1.10 1.02 1.25 0.91 1.30 1.54
IV-5 10.70 8.54 10.61 9.33 11.50 12.10
IV-6 3.40 3.31 2.85 3.98 2.40 3.80
IV-7 4.23 5.13 4.62 7.23 5.80 10.00
IV-8 0.48 0.67 0.34 0.43 0.45 0.65
Total 42.11 35.54 41.50 37.84 42.80 45.98

a. Billion cubic meters
b. 109 yuan
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Figure 12.2 Net social benefit in the case of P50.

Figure 12.3 Net social benefit in the case of P75.

Table 12.6 P75 water use and net social benefit

Option 1 Option 2 Option 3

Region Water
usea

Net social
benefitb

Water
usea

Net social
benefitb

Water
usea

Net social
benefitb

IV-1 0.31 0.14 0.3 0.14 0.3 0.14
IV-2 4.89 3.09 4.6 3.02 4.01 3.47
IV-3 21.76 15.14 19.9 14.45 17.98 15.14
IV-4 2.98 1.95 2.4 2.09 2.42 2.34
IV-5 11.50 9.33 12.7 9.76 13.1 11.59
IV-6 3.71 3.34 3.6 3.56 4.23 4.31
IV-7 4.87 8.32 5.7 9.33 7.23 12.02
IV-8 1.34 1.21 0.46 0.60 0.45 0.60
Total 51.36 42.52 49.66 42.95 49.72 49.61

a. Billion cubic meters
b. 109 yuan
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Moving from option 1 to option 2, the general trend is that the net social
benefits decrease in upper reach regions, but not to the extent by which the
benefits increase in the lower reaches. From option 1 to option 3, the net
social benefits virtually increase throughout the basin, although the transac-
tion costs of water rights are not fully accounted. Theoretically the modeling
results tend to suggest that option 3 would be the most ideal option. However,
for the Yellow River basin, the fact of the matter is that a water market is just
emerging, and there is an extremely long way to go before such an allocation
regime could find its roots there.

Figure 12.4 Net social benefit in the case of P95.

Table 12.7 P95 water use and net social benefit

Option 1a Option 2 Option 3

Region Water
use

Net social
benefit

Water
useb

Net social
benefitc

Water
useb

Net social
benefitc

IV-1 n.a. n.a. 0.26 0.30 0.26 0.30
IV-2 n.a. n.a. 3.30 3.55 3.29 3.55
IV-3 n.a. n.a. 15.72 16.22 14.60 15.85
IV-4 n.a. n.a. 0.95 1.20 0.95 1.20
IV-5 n.a. n.a. 9.26 13.18 9.36 13.49
IV-6 n.a. n.a. 2.94 3.39 2.93 3.24
IV-7 n.a. n.a. 3.68 5.62 3.73 6.46
IV-8 n.a. n.a. 0.32 0.83 0.69 0.83
Total n.a. n.a. 36.82 44.30 35.83 44.92

n.a. Not applicable.
a. There are no rational results that can be derived for option 1 from the model in extremely dry

years
b. Billion cubic meters
c. 109 yuan
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12.4 Conclusion and policy implications

On the basis of the analysis summarized above, some preliminary conclu-
sions can be drawn. It should be noted that despite the fact that the analysis is
basin specific, the game theory approach to water allocation regime analysis
as a decision support tool can be extended to other river basins with adapta-
tion to local water and socioeconomic conditions and political systems.

The amount of water available in the Yellow River basin at present is not
sufficient to meet the increasing water demands of domestic use, production,
and the eco-environment. Adoption of a much more effective system of water
allocation is the best solution to sustainable water resource development
in the basin, which requires changes to the present allocation regime (for
example in design, enforcement, and monitoring mechanisms), the operating
environment, and behaviors of water users.

Of the three options of water allocation regime discussed, the first option,
unregulated water withdrawal and diversion, is the least desired and has
the lowest total net social benefit, and would be harmful to river ecology and
the water environment, and to management of water use conflicts among
different regions of the basin. Such an allocation regime would encourage
users to pursue their short-term benefits, leading to increasing water shortage
and waste of water resources. One should be very cautious in applying this
allocation mechanism, because even for a water-rich basin, it is likely to lead
to a further decline in water quality, an increase in salinization, and deterior-
ation of the ecological environment because of uncontrolled overuse of
water.

The second option, water allocation through prior agreed water quotas for
different users, including the minimum ecological flows and limits to the
pollution load discharge to the river, is practiced in some parts of the world.
This allocation mechanism is close to the present allocation arrangement in
the Yellow River basin, and it requires a strong management authority in
place. The need for management facilities and management costs would
increase with the level of competition among water uses. From the perspec-
tive of total basinwide benefits, this may not be an optimal allocation regime,
especially for a water-scarce basin such as the Yellow River basin, where there
is very strong competition for water among various users.

This can, however, be a good intermediate allocation mechanism for some
years to come, before the government and the river basin organization are
able to work out and establish a more rational water entitlement system,
particularly for allocation of irrigation water, given the great difficulties
and long path linked with charging irrigation water in most developing
nations (Dinar et al. 1997). If the water quotas are determined with adequate
consultation and participation of the stakeholders and enforced effectively,
this can be a very good water allocation mechanism even in the long run.

The third option, allocation through clearly defined water rights, serves to
promote water conservation and efficient use. It is the most favorable regime
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in terms of total social benefit for the basin. For the Yellow River basin, it is
still premature to adopt such an allocation mechanism. Some of the most
crucial requirements to lay the foundation for transition into water market
allocation are strict control of the monitoring and supervision costs of the
government and river basin organizations; making best use of market forces
in optimizing water allocation; and limitation of government regulation to
the bare minimum for managing the perceptions and behavior of water users
and involving them in allocation decisions.

Nevertheless, one must remember that it takes tremendous effort to have a
functional water market. At times it could become a close to impossible task,
especially in the case of irrigation, as international experiences have demon-
strated (Bruns et al. 2005). Proper functioning of water markets requires a
good operating environment and effective monitoring and enforcement,
involving high transaction costs. For instance, in the case of water manage-
ment in the Murray–Darling basin of Australia, it has proven an enormous
effort for the water authorities to enforce water withdrawal control, in par-
ticular control over groundwater pumping. Furthermore, there is a risk of an
increase in actual water use resulting from a water market without proper
regulation and stakeholder participation. Also, minimum ecological flows
would have to be enforced through quotas because of natural variations in
water flows and possible failures in enforcing water rights. Despite all of
these difficulties, this option can be the preferred model for most river basins
in the long run, especially in countries with well-established market
economies.

Finally, analysis of the modeling results indicates that the development
history of water allocation regimes in the basin and the perceptions of differ-
ent stakeholders have a profound effect on allocation regime evolution.
Quantitative analysis of such effect calls for further modeling study using
cognition theory.
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13 Contributions of game theory
to the analysis of consumer
boycotts

Philippe Delacote

Consumer boycotts are commonly used by citizens protesting against unfair
environmental, social, or health practices by firms. Game theory offers simple
tools to analyze the impact and the potential for success of such actions.
Consumer boycotts may be viewed as a war of attrition between a group of
consumers and the targeted firm. Focusing on environmental boycotts, this
chapter shows that a simple trade-off between the consumers’ hurting cap-
acity and their opportunity cost of boycotting makes the potential for success
of a boycott quite low.

13.1 Introduction

A new consumption pattern has emerged recently whereby citizens use con-
sumption as a political act, “a new way to save the world” (McLaughlin
2004). These political consumption practices constitute a way to signal pref-
erences and to conciliate consumption with social, environmental, or health
considerations. Consumer boycotts may be considered by dissatisfied con-
sumers as a means by which they can actively compensate for governmental
inactivity, in effect acting as a substitute for public policies. The objective
is to put sufficient pressure on the target to make it adopt more acceptable
practices.

Most researchers have focused on field studies (Miller and Sturdivan 1977;
Pruitt and Friedman 1986; Garrett 1987; Koku et al. 1997; Teoh et al. 1999)
or the history of consumer boycotts (Friedman 1985, 1991, 1995; Smith
1990). Tyran and Engelmann (2005) provide an experimental analysis of
consumer boycotts. Overall, most papers find a weak impact of consumer
boycotts on firms’ behavior.

Only few papers provide theoretical analysis of consumer boycotts. Innes
(2006) considers a duopoly choosing between a clean and a dirty technology,
where environmental organizations may invest in consumer boycotts to deter
choice of the dirty technology. The boycott effectiveness is determined by the
environmental organization’s investment. Baron (2002) considers that the
action of boycotting by some consumers provides information to other cit-
izens about the seriousness of a situation. Boycotting constitutes a way for



consumers to signal their private information. Diermeier and Van Mieghem
(2005) describe coordination between boycotting consumers as a stochastic
process with threshold effects.

Applying a simple game theory tool, this chapter makes a simple point:
boycott successes are quite unlikely, because of a simple trade-off between
the opportunity cost of boycotting and the boycott potential to hurt the
firm’s profit. A boycott is here considered effective if it induces a change in
the targeted firm’s behavior consistent with the boycotting group’s objective.
Therefore, cases of boycotts that aim only to signal disapproval to their targets
are not considered.

The focus of the chapter is on environmental boycotts, though consumer
boycotts on social and health grounds follow roughly the same analysis.
Consumer boycott based on environmental arguments is a strategy com-
monly used by environmental nongovernmental organizations. An example is
the boycott of cosmetic firms (for example Procter and Gamble, Colgate-
Palmolive) because of their use of animal testing. Another case is the boycott
of major oil companies (for example Total, Esso, Shell) for their alleged
environmental damages and lobbying efforts to deter climate change poli-
cies. Some large fast-food companies (for example McDonald’s) have been
targeted by boycott campaigns because of their supposed environmentally
unfriendly methods of producing meat. Finally, some nongovernmental
organizations support the boycott of noncertified tropical timber to protest
against unsustainable harvest practices.

Consider a firm producing a good with a polluting technology, with no
government intervention to internalize the negative externality. This firm
could opt for another technology, less or not polluting, but more expensive.
The choice of the cheap and polluting technology would result from a desire
to maximize profits. The success of an environmental boycott is therefore
determined by its capacity to hurt the firm’s profit sufficiently to make the
second technology more profitable. The main factor determining the success
of the boycott is therefore consumer preference, which determines the
demand structure.

The conditions for success of an environmental boycott depend on several
market characteristics. First, the consumers’ environmental preferences may
create some scale for ecological certification and product differentiation. With
free entry, a second firm may enter the market and provide the good using
clean production methods. Market structure is not considered explicitly in this
chapter. Only one firm is boycotted and the existence of an imperfect substi-
tute, which produces more cleanly but provides lower utility, is considered.

Second, information is crucial to both producers and consumers. On the
one hand, a firm needs, if it is to maximize its profits, complete and perfect
information about demand and consumer preferences (otherwise, there is
still room for consumers to signal their preferences through a boycott).
Consumers, also, need information on demand characteristics, available
technologies, and boycott modalities.

Game theory analysis of consumer boycotts 267



Finally, coordination issues and strategic considerations need to be taken
into account. Even a potentially successful boycott may fail because of
coordination failures. Moreover, boycotting is subject to free riding. Any
individual consumer, even if dissatisfied with the use of the polluting tech-
nology and hoping for the boycott to succeed, has an incentive to free ride and
to consume the good anyway. Anonymity of consumer behavior reinforces
this incentive.

Of course, with perfect information, no coordination issue, and no free-
rider behavior, one could only witness successful boycotts. If such was the
case, the perfectly informed consumer would only participate in a boycott if
its success was certain. This ideal scenario is, however, considered here in
order to determine which patterns of demand provide room for successful
environmental consumer boycotts. It is assumed therefore that both con-
sumers and the firm have perfect information about demand patterns and the
production process. Moreover, by assumption, the dissatisfied consumers
behave as one community, which avoids coordination failures and free riding.
The addition of coordination issues and strategic behaviors would only
decrease the likelihood of the boycott being successful.

In the situation described, an environmental consumer boycott would be a
complete information war of attrition with asymmetric preferences between
the targeted firm and the boycotting consumers. Complete information war
of attrition models were first introduced by Maynard Smith (1974, 1982) in
studies of animal behavior. Economic applications of war of attrition models
include predatory pricing (Roth 1996), exit in oligopoly (Fudenberg and
Tirole 1986), and the provision of public goods (Bilodeau and Slivinsky
1996). Kornhauser et al. (1989) and Fudenberg and Tirole (1986) proposed
criteria for selection among potential perfect equilibria.

Overall, the potential for success of a consumer boycott depends mainly on
the trade-off between the hurting capacity of the boycott group and the
opportunity cost of boycotting. The consumers most able to hurt a firm’s
profit have large amounts of consumption. Thus, their opportunity cost
of boycotting is high. Overall, this simple trade-off makes the likelihood of
boycott success quite low.

Section 13.2 describes consumer boycott as a complete information war of
attrition. Section 13.3 analyzes which factors influence the outcome of the
game. Finally, the analysis is applied to real-life boycotts in section 13.4.
Section 13.5 concludes.

13.2 Boycott as a war of attrition with perfect information

A war of attrition is a model of aggression between two players. The game
takes the form of a succession of identical periods. In each period, the two
players choose simultaneously between remaining in the game or withdraw-
ing. The model is stationary: each period represents the same type of problem
for both players, with no information gain or change in costs or benefits. The
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winning player is the one able to remain longer in the game. In the context
studied here, the two players are a group of consumers and a firm. Some
consumers refuse to consume the firm’s good as long as it is produced with a
polluting technology. Boycotting consumers act as a single group. Potential
coordination failures between consumers are not considered explicitly.

Overall, both players compare their maximum conflict duration, which is
the point in time after which they would never plan to remain in the game.
Indeed, with net cumulative payoffs decreasing with time, there is a point in
time at which these payoffs become negative. Basically, the boycott succeeds
if the consumers’ maximum boycott duration is longer than the maximum
conflict duration of the firm.

13.2.1 Technology choice and consumers behavior

In the first stage, the firm chooses between two available technologies. The
first is cheap but polluting, while the second is clean but more expensive. In
this case the firm chooses the dirty technology, which implies that it generates
larger profit than the clean one. The firm does not consider potential boycotts
when choosing its technology.

A group of environmentalist consumers would prefer the firm to use the
clean technology. An environmental organization announces a consumer
boycott, requiring any consumer dissatisfied with the use of the dirty tech-
nology to stop consuming the good. Boycotting consumers switch their
consumption of the good to consumption of an imperfect substitute that
provides lower utility, but for which the method of production is clean. Thus
boycotting is costly in terms of welfare, because it decreases the boycotting
consumers’ utility. In an extreme case the targeted firm is in a monopoly
position, and there is no substitute available on the market. At another
extreme, if the market is very competitive and fragmented there is room for
ecological certification; a firm may provide the good with clean production.
In that case, boycotting is welfare improving. More generally, a better substi-
tute generates lower utility loss. The opportunity cost of boycotting is there-
fore the difference between the status quo utility (that is, consuming the
good produced using dirty technology and not boycotting) and the utility of
boycotting (and consuming the substitute).

The aim of the boycott is to decrease the firm’s profit sufficiently to make
the clean technology desirable. Success depends essentially on the size of the
boycotting group and its capacity to coordinate. A consumer boycott there-
fore represents a kind of war of attrition, with an asymmetry in the players’
motivations.

The set of strategies is as follows. In each period, the environmental-
ists choose whether to continue or discontinue the boycott, while the firm
chooses whether to keep on using the dirty technology or to switch to
cleaner production. It is assumed that switching technology is costless.
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13.2.2 Structure of the game

The game proceeds as follows. Both players consider how long they could
stay in the game without making loss. The consumers’ maximum boycott
duration and the maximum conflict duration of the firm are the points in
time at which their cumulative net payoffs become negative. More precisely,
the firm’s maximum conflict duration is the point at which it would be worse
off than if it had chosen the clean technology since the beginning. Con-
versely, the boycott maximum duration is the point at which boycotting con-
sumers are worse off than if they had decided not to boycott at all. Obviously,
no player would consider staying longer in the game than its maximum dur-
ation. Therefore the boycott is successful if the maximum boycott duration is
longer than the maximum conflict duration.

This setup ignores coordination patterns and free-riding possibilities.
However, it describes the necessary conditions of the demand patterns for a
successful boycott. Introducing coordination issues would only decrease the
boycott likelihood for success.

13.2.3 Outcome of the game

The outcome of the game depends on the two maximum durations. If the
consumers know that they cannot stay long enough in the game to induce a
change in the firm’s behavior, they will choose to withdraw immediately and
will never boycott. Conversely, if the firm knows that it cannot stay longer in
the conflict than the consumers, its best response is to switch immediately to
the clean technology.

There are several extreme cases, which lead to different outcomes. First, if
the residual profit, that is the profit derived when the good is boycotted, is
larger than the profit derived with the clean technology, the boycott is not
costly enough to induce the technology change. Indeed, if the decrease in the
firm’s profit is too small to induce change, the firm always chooses to keep the
polluting technology whatever the behavior of the environmentalists. In this
case, if the opportunity cost of boycotting is positive, the environmentalists
know that their pressure is too weak to induce the technology change, and
they never boycott.

Second, if boycotting derives higher utility than consuming the good when
it is produced with the dirty technology, the environmentalists always boy-
cott, whatever the firm’s strategy. In this case the opportunity cost is negative,
which means that consumers derive positive net utility from boycotting. This
case can explain why one may often witness unsuccessful boycotts that never
end. If boycotting is costless for some consumers, they will always participate.
But they are likely to have small amounts of consumption, which generate
too small a decrease in the firm’s profit to make it change its behavior.

Most commonly, however, boycotting is costly for the consumers and the
boycott hurts the firm’s profit. In such a war of attrition playing is costly for
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both players. In this case, the player able to remain longer in the game
wins the conflict. It is possible then to determine which factors influence
the likelihood for a boycott success.

13.3 What make a boycott successful?

Two main characteristics determine the boycott potential for success. The
first refers to the market structure and especially the existence of a substitute
good, while the second refers to the structure of the demand and thus the
consumers’ preferences.

13.3.1 Quality of the substitute

The quality of the substitute increases the potential for success by decreasing
the opportunity cost of boycotting. First, market structure is important. If
the firm is in a monopoly position, there is no substitute and boycotting
is therefore very costly. At another extreme, if the firm plays in a very frag-
mented market, there is room for eco-certification or labeling, and another
firm may enter and provide the good using clean production technology.
Then the environmentalists would always choose to boycott, because boycott-
ing would induce no utility loss. Therefore, boycotts are more likely to suc-
ceed if the targeted firm plays in a very fragmented and competitive market
than if the firm is a monopoly, because the opportunity cost is likely to be
smaller. Moreover, boycotting a single firm should be more efficient than
boycotting an entire sector, because it increases the chance of finding an
acceptable substitute.

Second, the substitute, even if of good quality, may be quite difficult to find
on the market, which creates potentially important transaction costs and thus
reduces the utility of boycotting. On the other hand, boycotting may have
utility per se. Indeed, participation in collective action to improve the quality
of the environment may provide positive utility for an environmentalist. The
utility of boycotting is likely to be positively correlated with the number of
consumers participating in the boycott. Being part of a large community with
noble objectives may increase a consumer’s utility.

13.3.2 Demand structure

Overall, the chance of success of a boycott depends on the consumers’ ability
to hurt the firm’s profit sufficiently to induce change. Thus, if the share of
environmentalists’ consumption in the firm’s demand is large, the residual
profit, that is the profit received when the good is boycotted, will be low,
because the boycott deprives the firm of a large share of its profit.

First, a large number of environmentalists unambiguously raise the boy-
cott’s potential for success. A large boycotting population therefore increases
the utility of boycotting. Thus, it is negatively correlated with the opportunity
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cost of boycotting and positively correlated with the maximum boycott dur-
ation of the consumers. Moreover, a large boycotting population decreases
the residual profit of the firm. Therefore, it decreases the maximum duration
of the firm. Even if coordination issues are not considered here, one may
consider that a large number of potentially boycotting consumers increases
coordination problems.

Second, the amount consumed by environmentalist consumers is likely to
decrease the maximum conflict duration of the firm because it increases the
pressure of the boycott. However, this amount is also likely to decrease the
maximum boycott duration, as a consumer used to consuming large amounts
of the boycotted good will have a larger opportunity cost than one consum-
ing small amounts, simply because that consumer has a larger amount to
renounce.

Overall, it appears that the consumers most able to hurt the firm’s profit
are also those with the highest opportunity cost. Therefore, they are less likely
to participate in the boycott. In the light of this proposition, it is easier to
understand the existence of infinite consumer boycotts that never succeed.
Indeed, people participating in boycott campaigns are often the minority of
the population who are most aware of and most sensitive to their own pollu-
tion. Moreover, they will probably consume relatively small amounts, because
they take into account the pollution induced by their own consumption.
Boycotting is almost costless for them, but their consumption only represents
a marginal share of the targeted firm’s profit, and thus its withdrawal has
little effect on that profit.

Take the example of the boycott of major oil companies because of their
lobbying effort to deter climate change policies. Consumers most likely to
boycott these companies are those who feel the highest negative utility from
pollution. Even if no boycott is announced, these consumers may be expected
to prefer alternative transport (cycles, public transport) to the frequent use of
their cars, and their capacity to hurt the companies’ profits is small. Con-
versely, consumers most able to hurt the firm’s profit consume large amounts
of petrol, and thus have high opportunity cost, which makes their participa-
tion in a boycott unlikely. It would seem therefore to be to the advantage of
nongovernmental organizations willing to implement an environmental boy-
cott to work on informing and educating nonenvironmentalist consumers
to increase their awareness of and sensitivity to their responsibility in the
degradation of their environment.

Finally, the maximum durations depend on the players’ discounting rates.
This gives the insight that a more patient player would have more chance of
winning the game, since it places greater value on the future. Consumers will
tend to be more patient than the firm if they consider intergenerational well-
being while the firm only considers short-term profit. Moreover, it is possible
that consumers are more patient when considering durable goods than other
types of goods. Thus boycotts should be more successful when targeting
durable goods.
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In the light of these propositions, it is possible to analyze a few case studies
of real-life boycotts.

13.4 Case studies

Several cases of real-life boycotts may be better understood in the light of the
propositions made. First, the Shell and the Brent Spar case reflects a good
example of boycott success. Conversely, the boycott of cosmetic firms repre-
sents a case where a boycott success is quite unlikely. Finally, the boycott of
noncertified tropical timber is a more complex case.

13.4.1 Shell and the Brent Spar case

In 1995, the Shell Oil Company was planning to sink Brent Spar, a decom-
missioned 14,500-tonne oil platform, in the North Atlantic Sea. The environ-
mental organization Greenpeace initiated a large-scale protest movement in
opposition to this proposal. Activists occupied the Brent Spar platform and
damaged 50 Shell service stations in Germany, and a widespread boycott of
Shell took place. After a few months, Shell cancelled its plan for deep-sea
disposal and decided to recycle the entire structure.

Several insights given in this chapter can help to explain this boycott suc-
cess. First, oil is a relatively homogeneous good, and petrol stations are easy
to find almost anywhere. Therefore, one can consider that the nonpolluting
substitute (oil companies not sinking the platform) is perfect, and the only
transaction cost is going from any Shell station to the nearest non-Shell
station, which is likely to be quite low. Overall, boycotting Shell was costless.
Thus, the maximum boycott duration was virtually infinite.

Moreover, the cost of sinking the platform was estimated at £11.8
million, while the cost of alternative disposal was estimated at £46 million.
Given that Shell is a worldwide multinational, this difference in costs may be
considered small compared to the size of the boycotting population, reducing
the maximum duration of the firm.

In other words, Shell was almost costless to boycott and easy to hurt,
which can explain why the Brent Spar case is often considered as an example
of successful boycott.

13.4.2 Cosmetic firms and animal testing

Animal testing (on invertebrates, rabbits, primates) is a commonly used
practice in several industries (for example cosmetics, pharmaceuticals). The
practice is considered incompatible with animal rights by many environ-
mentalists. Several environmental organizations provide lists of companies
using animal testing in order to encourage consumer boycotts.

The analysis in this chapter indicates that this type of consumer boycott
has little chance of success. Indeed, boycotting firms using animal testing is

Game theory analysis of consumer boycotts 273



almost equivalent to boycotting the entire cosmetic sector. Good substitutes
(cosmetic firms not using animal testing) are therefore difficult to find and
transaction costs are likely to be high. For example, Ahimsa, a French organ-
ization lobbying for animal protection, lists more than 200 firms testing their
products on animals (cosmetic firms and others). Note first that it is difficult
to memorize completely a 200-firm list; there is therefore a problem of clarity
of the boycott, which reduces considerably the utility of boycotting. It is
possible to find good substitutes on the market, but this may involve high
transaction costs, as those substitutes may be difficult to find, and searching
for related information may be time consuming.

Overall, boycotting firms using animal testing is not likely to be very effect-
ive, because of high transaction costs, a lack of clarity in the boycott, and the
difficulty of purchasing good (non-animal testing) substitutes. It is thus likely
that only strong environmentalists participate in this type of boycott and
their hurting capacity is probably quite small. Moreover, alternative strategies
to animal testing, although an important research topic,1 are still far from
achieving profitability.

13.4.3 Boycott of noncertified timber

Several nongovernmental organizations argue for the boycott of noncertified
tropical timber, as illegal logging in developing countries plagues local devel-
opment and degrades forest resources. This type of boycott at first appears to
have a high probability of success. Timber is a relatively homogeneous good,
and ecological timber certification offers good substitutes. Overall, the oppor-
tunity cost of boycotting noncertified tropical timber seems to be quite low.

However, further consideration modifies this first impression. First, quite
a few ecological labels exist (SmartWood, Scientific Certification Systems,
Certified Wood Products Council, Good Wood, Forest Stewardship Council),
which may create confusion and decrease the clarity of the boycott. Con-
sumers may be uncertain which labels are most environmentally friendly, and
an indirect cost may be incurred searching for information.

Moreover, boycotting consumers are found mainly in developed countries,
while the major part of tropical timber is consumed in the country of produc-
tion. The World Resources Institute estimates that only 20 percent of the
wood produced is exported (Rezende de Azevedo et al. 2001). The potential
impact of the boycotting population is thus fairly small as tropical timber
offers multiple market options, reducing the influence of the boycott.

Finally, individual consumers buy more processed goods using timber
than timber directly. These goods are less homogeneous than timber, and
certification might be more difficult to implement. Boycotting this type of
good should thus be more difficult.

Overall, the boycott of noncertified timber, although presenting small
opportunity cost, does not offer much potential for success, mainly because
the concerned population is small and has little potential for impact.
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13.5 Conclusion and policy implications

This chapter has explored the conditions under which a consumer boycott
based on environmental considerations may be successful. A boycott is pre-
sented here as a war of attrition between a firm and a group of consumers
over the choice of the producing technology.

The model presented assumes perfect information and ignores coordin-
ation issues or free-rider problems. However, even with this very simple setup,
some interesting implications can be derived. The ability of the boycotting
group to hurt the firm’s profit sufficiently to induce change is the main elem-
ent determining the chance of success of this type of action. Thus, the share
represented by the boycotting group in total demand is crucial. A large pro-
portion of environmentalist consumers would tend to increase the likelihood
of success (but would probably make coordination failures more likely).
Again, the hurting capacity of the boycotting consumers is greater if their
expenditure on the targeted product is relatively high. However, such con-
sumers usually have high boycotting costs as they renounce a higher utility of
consumption, and are thus less likely to participate in the boycott.

Overall, it appears that this trade-off makes a consumer boycott unlikely to
succeed. This might explain why so few successful boycotts are witnessed in
real life: boycotting groups are usually composed of consumers with small
opportunity costs, whose boycott does not hurt the targeted firm’s profit
sufficiently to induce it to change its behavior.

A potentially more efficient policy for nongovernmental organizations
would be to work on the share of the population sensitive to the quality of
the environment. Indeed, the game presented here is static, but informing and
educating consumers may increase their awareness of environmental degrad-
ation, especially the degradation for which they are responsible. Such a policy
would potentially have two main consequences in the long run. First, it could
lead to a decrease in overall polluting consumption, which would in turn
reduce environmental degradation. Second, this could result in an increase
in the population likely to participate in the boycott. In the long run, the
combination of education and boycott would increase the potential for
environmentally friendly technology adoption.

Although this model does not explicitly consider the market structure, it
seems reasonable to assume that competition increases the chances of the
clean technology being present on the market. Indeed, if there is free entry,
there is room for ecological certification and green labeling; a firm may
choose to enter the market and to produce the good with the clean technol-
ogy, if it is profitable. In that case, there is a perfect substitute on the market
and boycotting is not costly in terms of welfare. In a monopoly case the
boycott is less likely to succeed, because there is no good substitute to which
the environmentalists could switch their consumption. Even if the demand
structure allows for boycott success, consumers need to coordinate and avoid
free riding.
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Relaxing the perfect information assumption may modify the results; for
example, where the firm has imperfect information about the demand struc-
ture and the environmentalists’ behavior, boycotting consumers may be able
to mimic a long-term boycott.

From the viewpoint of public choice, it is tempting for governments to be
sufficiently confident in such consumer actions that they allow citizens to
take their destiny into their own hands to induce firms to adopt environ-
mentally friendly practices. However, in the light of this chapter, it seems
that consumer boycotts do not constitute a good substitute for public
policies. Though the emergence of political consumption practices such as
consumer boycotts may be a useful tool for signaling citizen preferences, their
effectiveness in changing the practices of firms is doubtful.

However, it is often difficult for effective environmental policies to be
accepted politically and implemented. The implementation of lighter environ-
mental policies may, however, encourage the emergence of political consump-
tion practices. For example, taxes on polluting technologies, or subsides on
clean technologies, would reduce the difference between profits derived using
dirty or clean technology, decreasing a firm’s maximum conflict duration.
Another potentially effective policy for governments wishing to sanction an
increase in the influence of political consumption could be to facilitate the
emergence of credible and trustworthy ecological certification, with com-
prehensive and clear sets of rules defining labeled products. Overall, environ-
mental policies and consumer boycotts do not seem to be good substitutes,
but they may be effective complements.

Note

1. See Johns Hopkins Center for Alternatives to Animal Testing website: http://
caat.jhsph.edu/.
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14 How does environment
awareness arise?
An evolutionary approach

Paloma Zapata-Lillo

The action of large human conglomerates is behind many of the events that
have caused significant environmental damage in recent decades. However,
these same conglomerates are the main actors in some important environ-
ment protection battles. The selfish interests of many individuals lead too
often to a tragic collective result desired by nobody. Sometimes, however, they
lead to the construction of social organizations whose members are willing to
compel them to protect nature. Evolutionary game theory studies this sort of
contradiction between many individual actions and the emerging social con-
sequences. In this chapter, that theory is proposed as a means of analyzing the
possibility of the emergence of social awareness and environment protection
activities within communities.

14.1 Introduction

Throughout the globe, deforestation caused by irrational human overexploi-
tation of forest resources is transforming natural paradises into deserts. It is
witnessed in the appearance of ghost towns, abandoned as the inhabitants
have left in search of work instead of staying and keeping their traditional
activities and culture; and in the increase in pollution and natural degrad-
ation, almost unknown in the past but now provoked by the decisions of
people, industries, and governments.

While degradation of the environment has been occurring for centuries
and has not been created by globalization, it has been significantly worsened
by the process. Perhaps the worst consequence of globalization has been the
breaking of community links that used to help maintain a healthy relation-
ship with the environment and established a virtuous circle between nature
and community. Free market competition has driven the members of many
peasant communities of poor countries to ruin and to the loss of perspectives
inside their communities, leading to unprecedented migration to large cities.
For example, in Mexico, according to official data from SAGARPA (the
Ministry of Agriculture, Cattle Raising, Rural Development, Fishing and
Nutrition), in the few years after the North American Free Trade Agreement
came into effect, emigration from Mexican rural communities toward the



United States doubled. Besides the negative economic and social con-
sequences, there are two further effects of this massive emigration on ecology
and the environment. First, the old community lands and natural resources
are left unprotected against adverse natural phenomena and especially against
the incursion of huge corporations that exploit the resources, causing great
environmental damage. Second, large groups of migrants are established in
places where they do not have any roots and where they do not intend to
settle, so they have little incentive to preserve the local environment.

For game theorists, such environmental conflicts are typical examples of
a game-theoretic model that, though very simple, captures the heart of the
problem. That model is known as the n-person prisoner’s dilemma (Hardin
(1968) generalized the model to n players and called it the “tragedy of the
commons”). Authors who have been modeling environmental and other
similar conflicts using the prisoner’s dilemma include Weissing and Ostrom
(1991), Ostrom (1990, 1998), Okada and Sakakibara (1991), Maruta and
Okada (2001), and Glance and Huberman (1993, 1997).

However, in the real world, it is not true that all people are apathetic
about environmental and ecological problems. Communities involved in
environment-related conflicts face their undesired effects and thus try to
achieve cooperation. In order to do that, they create organizations (such as
community assemblies, trade unions, and ecological organizations) that com-
pel their members to cooperate. During the 1960s the ecological movement,
previously almost nonexistent, started to burgeon. A multitude of activists
and organizations emerged around the planet, trying to create consciousness
of the environmental problems facing humankind, and taking action to solve
these problems. Perhaps more importantly, numerous communities that had
succeeded in surviving in the face of globalization organized themselves to
resist the environmentally damaging tendencies of the modern world. These
communities can be found in Africa, Asia, and Latin America, as well as in
developed countries. Examples follow.

In Kenya, poor rural women organized the Green Belt Movement to raise
environmental awareness in the country. In 1989 they led protests against a
60-story business complex planned for construction in the heart of Uhuru
Park in Nairobi, succeeding in their battle. The movement has planted
thousand of trees, combating deforestation and soil erosion.

In north India, people from Mehdiganj communities have mobilized to
demand the closure of a large soft drink bottling plant that has created
severe water shortages affecting over 20 villages, and has caused pollution of
agricultural land and groundwater. Their action has so far been unsuccessful.

Indigenous communities in Latin America have been involved in many
struggles related to protection of the environment. In Mexico, for example,
during the period 1994–97, in the main case study used in this chapter, the
community of Tepoztlán, in the state of Morelos, organized the Comité de
Unidad de Tepoztlán (Unified Tepoztlán Committee) and carried out a suc-
cessful campaign against powerful interests to stop the construction of a golf
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club. The construction would have damaged local flora and wildlife and pol-
luted groundwater reserves, and would have concentrated the water resources
of the area in the hands of the tourist complex and golf course.

Other examples from Mexico illustrate the range of environment-related
conflicts in which rural communities are involved. At the time of writing, the
community of La Parota, in the state of Guerrero, is continuing its oppos-
ition to the construction of a dam. The Zapatista indigenous communities of
Chiapas are actively engaged in the defense of water, biodiversity, and other
natural resources, such as forests. The resistance of the ecologist groups
of the Sierra de Guerrero to powerful interests that have threatened the exist-
ence of community forests through overexploitation has attracted inter-
national attention, with some of the leaders being imprisoned for over a
year. Throughout Mexico numerous communities have attempted to carry
out various forms of ecological protection, some of which have solidified into
communal projects, for example involving ecotourism.

But why do these organizations appear? Game theory provides useful tools
to answer that question. Nash equilibria can represent the behavior that
rational theory anticipates for organizational conflicts, though it cannot be
convincingly argued that people necessarily act according to those equilibria.

Organizations are not the result of inspirational leadership, or forces
operating from outside the communities. On the contrary—they emerge, in
large populations, as the free choices of uncoordinated and not very rational
individuals who interact with one another over long periods of time. It is
necessary to study real people involved in conflicts, not theoretically rational
individuals, in order to answer the question of why organizations arise. It is
also necessary to identify the social patterns that emerge as a result of the
behavior of a large number of these normal individuals. In this chapter it is
considered that evolutionary theory is an adequate approach to study the
emergence of environment-related organizations. Why should an evolution-
ary approach be meaningful in this setting? Because social organizations are
shaped by historical processes. That is, they are shaped by the cumulative
effects of interactions among the members of large populations. Real indi-
viduals are not concerned with achieving the optimum in the long run. Fur-
thermore, they are not concerned with the social effects of their decisions.
People change their behavior according to experience, but they have limited
rationality, and can only improve their payoff according to that experience. In
addition, they experiment and make mistakes. They also have poor informa-
tion. The emergent patterns of behavior (organizations, for example) are
equilibria of such dynamic processes. But the dynamic process never stops,
because, in each period, experiments and mistakes move the process from
each state, and evolutionary dynamics never settle down. These processes are
stochastic, since chance plays an important role in them. In each encounter,
people who interact with other people are drawn at random from a large
population. They also gather information, experiment, and make mistakes at
random. The followed course cannot be predicted, but the probability of each
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pattern happening in the long run can be estimated. Some states occur much
more frequently than others in the long run. They are the stochastically stable
equilibria (Young 1993, 1998). Sometimes those states are (or represent)
Nash equilibria, but at other times people operate in cycles, repeating social
structures that some of them rejected in the past.

Using the theory of evolutionary games, several authors have studied the
setting up of conventions in a society, the making of its ethical concepts and
its social institutions (see, for example, Binmore 1995, 1998; Young 1993,
1998; Vega-Redondo 1993). Other works study the evolution of cooperative
behavior in the prisoner’s dilemma (Glance and Huberman 1993, 1997).
Those studies consider conflicts where large populations are involved in the
long run. As explained above, environmentally cooperative behavior has been
attained by some large populations able to overcome prisoner’s dilemmas in
the long run. An evolutionary approach offers the potential for interesting
advances in understanding how environment awareness arises.

“Collective action” is the name applied in the literature to the process by
which social organizations form and operate. Olson (1965), in an insightful
heuristic study, pointed out the essential question related to the emergence of
institutions, arguing that rational self-interested people should not partici-
pate in forming social organizations. Why, then, do social organizations
emerge? He suggested that in forming such organizations people overcome a
social dilemma similar to the prisoner’s dilemma. That is, a social organiza-
tion emerges to allow people to enjoy some common goods. But those goods
are public goods, and nobody can be excluded from enjoying them. Why do
people decide to expend some effort participating in those organizations?
People could decide not to participate, but that inaction may lead to a situ-
ation where nobody can enjoy common goods. What, then, makes collective
action possible? Olson thinks that rational, self-interested individuals will
not act voluntarily participating in organizations in order to achieve their
common interests. This chapter considers that the common goods dilemma
(protecting them or not, facing expropriation and privatization in the latter
case) is a prisoner’s dilemma and may thus provoke a “tragedy” (of the
commons), which people will try to overcome through forming an organiza-
tion. However, hyperrationality and imposition are not invoked here in order
to explain the emergence of voluntary organizations. People have limited
rationality, but this can lead to the emergence of an organization through a
limited learning process. The approach that is followed here is closer to that
of Ostrom (1990, 1998).

There are some similarities between Ostrom’s work and that presented
here. She studied the ways in which communities involved in common pool
resource dilemmas (of the prisoner’s kind) overcame those dilemmas. She
concluded that this was not possible in a one-shot game and considered a
repetition process, where individuals have bounded rationality. Chance plays
a role in her approach. Nonrational behavior by individuals appears at ran-
dom. Repetition of the conflict might lead people to design norms in order to
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overcome the dilemma, when there is good communication and trust between
people. Then, some level of cooperation is reached. Only a proportion of the
community would cooperate. There are also differences between Ostrom’s
approach and that used in this chapter. In Ostrom’s approach (see Ostrom
et al. 1994), the process of repetition of the common pool resource dilemma
is a game similar to the repeated prisoner’s dilemma that Axelrod analyzed
(1984), where the players are always the same. Ostrom assumed that bounded
rationality means that individuals have inherited an acute sensitivity for
learning norms that increase their own long-term benefits when confronting
social dilemmas with others who have learned and value similar norms. She
found (in her analysis and laboratory experiences) that people do not act
according to Nash equilibria, or to finite backward induction. In this chapter,
on the other hand, the conflict that is repeated (in the organization game) is
not a prisoner’s dilemma. In a large population, encounters occur between
small groups of the members of that population drawn at random. Also, the
process of repetition is a perturbed Markov process; it is not a repeated game.
The bounded or limited rationality implies that individuals are just able to
gather small amounts of information in a stochastic way and to improve their
payoffs in response, without necessarily achieving the optimum. They also
make mistakes in a stochastic way. Finally, the equilibria of the process are
stochastic, and they describe which social behavior patterns occur with high-
est probability. In the studied dilemma, there are two cases where stochastic-
ally stable equilibria are Nash equilibria. In another case, the stochastically
stable equilibria are vertices of some cycles.

This chapter will study communities that face a prisoner’s dilemma, where
cooperation means collaboration in the protection or production of a pub-
lic good that is nonexcludable. The members of each community consider
whether or not they should voluntarily form an organization that forces them
to cooperate, and the emergent organization dynamics are analyzed, with the
conflict repeating in the long run following the evolutionary game approach.
The approach follows Kandori et al. (1993), Kandori and Rob (1995), and
Young (1993, 1998) in considering a large population that is involved, through
different communities, in a large number of similar conflicts in the long run and
in each period. People learn in a limited way from experience. They look for an
improvement in their expected payoff. However, they make mistakes in each
period, with small probability. Thus, the Markov process with a system of
regular perturbations is obtained and their stochastically stable equilibria are
studied. Each strategic structure of society (the vector of the strategies that
people choose) is a Markov process state. The stochastically stable equilibria
are the states where people form an organization with minimum size, such that
each member’s payoff is larger than the payoff it can obtain by itself. Just a part
of the community participates, in general, in the organizations. But people who
form the organization change. There are people who choose to free ride. The
different aspects of the model will be illustrated with a real case, the experience
of the Tepoztlán community (see Rosas 1997 for a chronology of events).
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The model only allows a qualitative analysis. However, it can be useful as
an instrument for environmental and ecological policy. In the first place, it
can help to convince policymakers of the important roles that different com-
munities may play in the solution of environmental problems. Second, it may
be useful as an instrument to measure the effectiveness of policies that try to
encourage the environmental activities of communities.

The main objective of the chapter is to study how an environment-protective
social pattern emerges within a community that has dispersive and destruc-
tive tendencies. This cooperative social pattern should be the result of dynam-
ics between people who behave realistically; that is, they are not very rational
or informed. The key concept is the stochastically stable equilibrium that
expresses the emergent patterns of social behavior. The stochastically stable
equilibria that were found here mean that within a community of sufficient
size and social productivity, a part of the population will surely become a
nucleus able to bind members of the community and maintain a healthy
relationship with the environment.

The chapter is organized as follows. In section 14.2, the experience of the
Tepoztlán community is summarized. In section 14.3, a particular prisoner’s
dilemma is described and the organization game established (which is almost
equivalent to the Okada and Sakakibara extensive game, 1991), and their
strict Nash equilibria considered. Section 14.4 explains how the conflict is
repeated in the long run by a large population, under a learning-mistaking
dynamic. The Markov process is established and its stochastically stable equi-
libria studied. In section 14.5 other versions of the model are mentioned, and
their possible applications to the study of some real situations are considered.
Those new versions are concerned with the possibility of accumulation of the
public good, as well as the possibility that the members of the community
have different trends to their participation because they receive different
benefits from the public good. Finally, section 14.6 provides some conclu-
sions and policy implications of the presented model.

14.2 Tepoztlán community

Tepoztlán is a town in the state of Morelos, Mexico, close to Tepozteco Hill.
In 1937 this hill was declared a national park and in 1988 it became part of
a protected zone within the Ajusco-Chichinautzin Biological Corridor. At
Tepozteco Hill two geographical regions come together: a forest of pines and
holm oaks and a jungle. For this reason, it has a great diversity of flora and
wildlife. The hill also accumulates the rainwater that subsequently irrigates a
great deal of the state of Morelos. This privileged zone is the communal
property of the inhabitants of Tepoztlán.

The Tepoztlán community mostly comprises peasants and artisans with
ancient pre-Hispanic traditions. The town is a market and trading center with
a balance of the traditional and the modern; artists, intellectuals, retired
people, and other groups who have settled there enjoy a good relationship
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with the established community. Though the area attracts many tourists, the
impact of tourism has not been obtrusive.

The strong links among the Tepoztecos (Tepoztlán villagers) are built and
rebuilt in the neighborhood life and especially in the fiestas that embrace the
entire district. The organization is loose, however, when there is not a serious
conflict. The decisions about important communal problems are taken in
assemblies in which most representatives are seniors who have considerable
experience and who enjoy the trust of the community. Occasionally, other
individuals will participate in the discussion of particular problems.

There have been several attempts to transform the Tepozteco into a major
tourist destination with associated infrastructure, but the villagers’ oppos-
ition has thus far prevented this. The strongest attempt came at the end of
1994 in the form of a proposed golf club at the center of a tourist, industrial,
and residential project. On 240 hectares of the protected zone, the plan envis-
aged construction of a golf camp, a clubhouse, a high-tech corporation park,
and a service zone including hotels, restaurants, expensive stores, and a com-
plex of 700 luxury residences, each with a pool. Enormous environmental
damage would have resulted from construction of the complex. Of greatest
magnitude would have been the water problem, given the proposed club’s
requirement for a water flow of 90 liters per second. In comparison, the
current water usage by the Tepoztlán community of 50 liters per second
already creates water supply problems, especially during the dry season. This
scarcity has worsened since the construction, in a neighboring community, of
a residential complex of large luxurious houses with gardens and pools (a
much smaller complex than the golf club would be).

The club was never built. The development company started construction
but was later forced to suspend and, finally, abandon the project because
of community opposition. The members of the community formed a strong
organization, the Comité de Unidad de Tepoztlán (CUT; Unified Tepoztlán
Committee), comprising a majority of community adults, whose main goal
was to stop the execution of the club project. After several months of struggle
they achieved their aim.

Conviction that construction of the club would be harmful to the com-
munity, and the subsequent formation of the CUT, was a gradual process
that took place in the context of contradictory expectations about the out-
comes that would result from building the club. There was concern, most
strongly voiced by the seniors, about the negative consequences to the com-
munity and to individual livelihoods if the project had been constructed,
including water scarcity and loss of communal land and rights, and evolution
from a community to a multitude of people at the service of the club.

However, the club had another meaning for the Tepoztecos. Each one of
them evaluated the odds of obtaining an income from the club construction
that would improve their poor economic situation. They would imagine the
club already built and they would make plans concerning the new opportun-
ities available to them. Many people were sure that they would find jobs as
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maids, cooks, or gardeners. Some of them would sell handicrafts, flowers, or
other agricultural products to the new hotels and restaurants and to the
tourists attracted by the club. Others were interested in becoming tourist
guides or taxi drivers. The teenagers were enthusiastic about the possibility
of working as caddies. Those that were owners of restaurants, hotels, or
greenhouses were certain to extend their businesses. And so on. From the
beginning of construction of the complex there would be opportunities to
obtain extra income; the development company had advertised that 13,000
people would be necessary to build the club, and masons, plumbers, painters,
electricians, and gardeners would be hired.

The club project therefore brought a dilemma to the people of Tepoztlán.
For all of them it was clear that the water scarcity problem would worsen,
community life would weaken, and communal land was threatened. It was also
clear to them that if everyone acted as they were tempted to act, the problem
would be very grave, much worse than if the community acted cooperatively.

The process whereby the people of Tepoztlán organized concerted oppos-
ition to the club went through several stages, as outlined in the following
subsections.

14.2.1 First three months of 1995

Announcement of the club project provoked an arousal of individual inter-
ests and a significant weakening of community bonds. Only the seniors and a
few others were in clear opposition to the club and acted accordingly, organ-
izing assemblies in order to study the laws that established the protected
area in Tepoztlán, and communal rights over the land and resources. Club
opponents began to encourage the Tepoztecos to protest against the project,
and to promote and spread the idea that an organization with wide participa-
tion and with the capacity to engage the cooperation of the majority of
people was much needed. On the other side were a few determined club
supporters, mainly owners of various business. Many others, while recogniz-
ing that there would be both damages and benefits, were of the opinion
that communal rights, in particular those related to water, could coexist with
the club. They also thought that the most senior and socially conscious mem-
bers of the community would act as a counterweight to club activities and
safeguard communal interests. The club became an increasing topic of con-
versation, contradictory rumors abounded, and it was not clear whether
opposition to the club among the Tepoztlán community would take an organ-
izational form. Generally, however, the number of opponents to the club and
their commitment increased.

14.2.2 From April 1, 1995 to August 23, 1995

In April 1995 the first large assembly met to discuss the situation. They
decided to oppose the club and to campaign against it. “No to the club”
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graffiti started appearing and well-supported demonstrations took place, but
the opposition still lacked strength and unity, and in August the mayor of
Tepoztlán granted the development company permission to start building
work. Large earthmovers arrived in Tepoztlán to “clean the hill”.

14.2.3 From August 24, 1995 to April 10, 1996

On 24 August, a multitude of protesters took control of the town hall
and denied access to the municipal council. An assembly was summoned,
attended by a large percentage of the local population, and the CUT was
formed. On September 3 the development company and the local government
organized an alternative assembly intended to give the impression that con-
struction of the club had community support. The police allowed entry to
project supporters only, but again thousands of townspeople mobilized and
the police and authorities were forced to vacate the premises. Tepoztlán held
its own elections and chose a seven-member council, all opposed to the
development. A September 1995 poll in the Reforma national newspaper
showed that 86 percent of the Tepoztlán population opposed the club and
supported the CUT. The Tepoztlán movement was given coverage by the
national news media and started to attract the support of several influential
groups, including students and indigenous populations.

Neighborhood units were organized to maintain discipline in the town
while demonstrations continued, with representatives of the movement visit-
ing Cuernavaca to press the governor or Mexico City to press the federal
environmental authorities. The federal government arrested three members
of the CUT and, on April 10, 1996, police used considerable force in halting a
convoy of Tepoztecos traveling in buses to Chinameca to attend an anni-
versary commemoration of the death of Mexican revolutionary Emiliano
Zapata; many were injured and an elderly man killed. National outrage
ensued, and the following night the development company made a television
announcement that they had decided to abandon the project to build a golf
club in Tepoztlán.

14.2.4 From April 11, 1996 to November 1996

The government decided to negotiate with the CUT, offering to liberate
imprisoned representatives of the movement and to officially prohibit the
building of golf clubs in the protected area. In exchange they asked for a
commitment of the CUT to new local elections, with the participation of the
official political parties. The Tepoztecos rejected the offer, because in their
opinion the local authorities were already elected and worked well. At this
stage, however, support for the CUT had somewhat declined, with a number
of people considering that the movement had achieved its goal and the organ-
ization was no longer required.
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14.2.5 From December 1996 to March 1997

At the end of the year members of the CUT decided to organize the election
of representatives following the same rules they had used in 1995 to elect the
autonomous local government. These representatives were then presented as
candidates for the official elections in alliance with the leftwing Democratic
Revolutionary Party (PRD). Following a four-month election campaign
that involved considerable mobilization of Tepoztecos, the CUT candidates
achieved victory over the long-time ruling Institutional Revolutionary Party
(PRI), with more than 70 percent of the vote. After the elections, the govern-
ment officially prohibited construction of projects such as the club inside the
protected zone.

14.2.6 March 1997 to the present day

After the plans to build the club were abandoned, community conditions
gradually reverted to the preproject status quo. The traditional communal
and neighborhood assemblies again became the main modes of organization
and the foci of discussions about the issues affecting Tepoztlán. The CUT
steadily diminished in importance, becoming an inconsequential organization
before finally disappearing.

14.3 The models

14.3.1 Prisoner’s dilemma

In this conflict every participant has the option of acting selfishly or coopera-
tively. Independently of what other actors decide, each individual actor con-
siders that selfish action is the best option, and will thus choose that option.
However, all these selfish individuals acting together will build the worst
possible outcome, since each one of them would have been in a better situ-
ation if everyone had cooperated. These are the special characteristics of the
prisoner’s dilemma; characteristics that would have surprised Adam Smith
and that did surprise game theorists when that famous example was designed.
Nevertheless, for people who study modern environmental problems, the
prisoner’s dilemma is not a curiosity, but a simple model that captures an
essential aspect of the behavior of numerous human groups.1

A very simple model of the prisoner’s dilemma is used in this chapter, and
will be illustrated with the experience of the Tepoztlán community. Section
14.2 described and explained the dangers the villagers believed they faced
because of the club project, and the benefits they believed the project would
bestow. It might help to clarify why this conflict should be categorized as a
prisoner’s dilemma.

In order to design the game all the villagers will be considered as players.
That set of people will be denoted as N. Each player has two possible strategies,
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either cooperation (C), which means to oppose the club and act accordingly,
or not to cooperate (NC), supporting the club construction and taking
advantage of it. The payoff functions do not express real earnings but the
players’ beliefs about the outcomes of building or not building the club. The
existence of the club would affect the payoffs in two directions. First, people
might obtain extra payoffs if they worked for the club in some capacity.
Second, people might lose some common goods, such as water. The possibil-
ity of maintaining those common goods might depend, at least partially, on
the number of people who choose C (to oppose the club).

Constructing a simple example might help the discussion of payoffs. Let us
assume that there are two players. If a player j chooses C, it obtains γ′ units of
utility for itself. On the other hand, if a player chooses NC (to obtain advan-
tage from the club), it could obtain for itself a larger payoff γ. The cost of
cooperation (choosing C) is the utility lost by players who cooperate, that is,
d = γ − γ′. On the other hand, for each player who chooses C, each of two
players would obtain β units of utility. The extra payoff that player j would
obtain from the club depends on the strategy that j chose (C or NC). It would be
zero if it chose C. The extra payoff that player j would obtain from the common
goods depends on the number of players who chose C, but j might choose NC.
In fact, that extra payoff arising from all the players who cooperate (social
productivity) should be a monotonic increasing function of the number of
players who are choosing C, and β would be the marginal social productivity.

The following 2 × 2 matrix game expresses the conflict:

C NC

C

NC �(γ′ + 2β, γ′ + 2β) (γ′ + β, γ + β)

(γ + β, γ′ + β) (γ, γ) �
If β < d = γ − γ′, (NC, . . ., NC) is the unique Nash equilibrium of the game.
However, if nβ > d, it is a tragedy, because if the two players had chosen C,
they would obtain a better payoff.

In the general conflict with n players, γ denotes the utility that each indi-
vidual player believes it could obtain for itself if the club were built, and it
took advantage from this (choosing NC). If a player decided not to benefit
from the club, acting against it and trying to preserve communal rights, it
would obtain γ′, which is smaller than γ. Besides, choosing C implies dedicat-
ing some time to taking action against the club, which would involve loss of
utility d ′. The cost of cooperation, γ − γ′ − d′, is denoted d. On the other hand,
every member of the community will obtain β units of utility for each indi-
vidual who chose C (acting for communal rights). It does not matter if j chose
C or NC, j would obtain βr units of utility more if r people chose C. Why did
people believe that the cooperation of every member of the community
would allow each individual to earn β units of utility more? Because they
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thought that if opposition to the club were great enough, the club could not
use the community groundwater (and other community resources) as it
wanted. In this chapter it is assumed that people believed the club would be
built, and, at the same time, the pressure of some community members could
place a degree of restraint on the club’s activities. The potential of the com-
munity rights over water would be a monotonic increasing function of the
number of people who are choosing C. It is assumed the function is linear.

When all players have chosen a strategy, the notation σ = (σ1, σ2, . . ., σn)
will be used, where σ j is either C or NC, according to what j chose. σ is a
profile of strategies.

For each profile of strategies σ and each individual player j, sσ will denote
the number of people different from j who chose C according to σ. The payoff
that each player believes it will earn depends on its choice and that of
all other players. If j chose C it would expect to earn γ + β(sσ + 1) − d. On
the other hand, if it chose NC it would expect to earn γ + βsσ. Let fj be the
function that associates to each σ the payoff for j. Then the possible payoffs
may be written in the following way:

fj(σ) = �γ + β(sσ + 1) − d if σ j = C,

γ + β sσ if σ j = NC.

It is clear from the context (section 14.2) that β < d, but β >  
d

n
, for the

Tepoztlán community. That is, the cooperation cost d, which is γ − γ′ − d ′, is
larger than the utility one player adds to itself because of its cooperation (β ).
However, the utility that everybody’s cooperation adds to each player (βn) is
larger than the cost d. Then, for each player, it is better to choose NC (to
support the club construction), but this will provoke a tragedy. The game is
an n-person prisoner’s dilemma.

14.3.2 Strict Nash equilibrium in a game

Strict Nash equilibrium is a strategy profile such that if a player j changes its
strategy and the others do not, the payoff of j is smaller than the previous
payoff (Nash 1950). Strict Nash equilibria are pure strategy Nash equilibria,
but each pure strategy Nash equilibrium might not be strict.

In the designed game the unique Nash equilibrium is (NC, . . ., NC) and it
is strict, because β < d implies γ + β − d < γ.

The conflict within the Tepoztlán community, when there is not a particu-
lar situation causing extra pressure, can be expressed through a similar
prisoner’s dilemma. In that case, C would mean participation in some tasks in
order to guarantee the care of the communal resources and to prevent some
people acting in an abusive way. On the other hand, NC would mean to
obtain all of the advantages from the communal resources and to avoid all of
the communal tasks.

There are games with a similar payoff function, but they are not prisoner’s
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dilemmas. There is not a general reason why the two inequalities β < d

and β >
d

n
 should be satisfied. If β > d, the unique Nash equilibrium would be

(C, . . ., C) and it would also be strict. If β < d and β <
d

n
 were true, the unique

Nash equilibrium would be (NC, . . ., NC), but it would not mean tragedy.
Figure 14.1 shows how each player’s Nash equilibrium payoff ( fj(σ*)) changes
when β changes. The size of the population n, individual productivity γ, and
the cost of cooperation are constant.

For example, in a society where communal property—the land and other
resources, traditions, beliefs, history, production techniques—leads to com-
munity links vital to every individual, it would be the case that β > d, as is the
case in those communities that stay unified for centuries. In other cases, it is
quite possible that β is much smaller than dn, as in those Mexican communities
whose members decide to migrate illegally to the United States, despite the
risks involved. In that case, in the game that expresses the conflict, C would
represent staying in the original community, and NC would represent migrat-
ing to the United States. The individual productivity that migrants believe
they could obtain in the United States would be γ. However, people that
choose NC (migration) experience some hardship; ds represents the utility lost
because of such hardship. Therefore, people believe that the utility derived
from migration would be γ − ds. That utility would be larger than γ′, the
individual productivity that they usually obtain in their community. If it were
not larger nobody would choose NC. Besides, the unitary social productivity
β, which is obtained from the common resources and from people who
choose C, is very small, because those communities are very poor, lacking
significant resources. Why do people who migrate obtain utility from people
who choose C? Because they retain close links with and affection for the
nonmigrating community, whose members have chosen to cooperate. On the
other hand, d′ would be zero, because no effort is involved in staying. Is
d = γ − ds − γ′ larger than β? Is it larger than βn? In fact, thousands of Mexi-
can people migrating to the United States have stated that inequalities are

Figure 14.1 Changes in player’s Nash equilibrium payoff as β changes.
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dramatically true for them. Then, the Nash equilibria of that conflict is that
everybody migrates (they choose NC), but it is not a tragedy for each member
of the community. However, it is a social tragedy. The same could be said of
the members of Moroccan communities that risk drowning when going
across the Mediterranean Sea in a small crowded boat.

This chapter considers the case where β < d but β >
d

n
 as in the Tepoztlán

community. In such a case no one would choose an ecological stance without
some factor forcing them to do so, although there is a natural number k*
larger than 1, but smaller than n, such that if k* members of the community
decided C, the utility of each person in N would be larger than γ. Therefore,
within the community a new conflict (game) arises in which each of its mem-
bers will try to obtain the best advantages from cooperation, even by using
mandatory means. Some observations will be made before studying the
organization game.

14.3.3 Observations on the model

Four observations will be made on the model.
First, though the model has been applied to a specific kind of conflict, its

elements can be reinterpreted or adapted to the study of other cases, for
example where C means the production of a physical good. More detailed
payoff functions (corresponding to prisoner’s dilemmas) may be constructed
that fit more closely to particular studied cases. However, the payoff function
used here has been chosen because it shows the main properties of the
model in an explicit way. Those properties are individual productivity γ′,
unitary social productivity β, costs d and d ′, and community size n. Another
advantage of the model is that the estimation of the parameters is simple.

Second, people from real communities may have very different individual
productivity and cooperation costs, and the public good protected may give
them different benefits. On the other hand, they may cause very different
types and levels of environmental damage, with some industries or nations
producing considerable damage and showing little interest in cooperation. In
such circumstances, the game would not be symmetric.

Third, it may be more realistic to consider that the utility from cooperation
is not lineal. Therefore, marginal productivity would not be a constant β, but
a function that would depend on the number of people who choose C. That
utility function has to be a monotonic increasing function. In a conflict where
cooperation (C) provokes the production of a physical good, β might be
concave, as it usually is in a production function. In the case where C pro-
vokes a social force, as in the studied example, β could be convex, because the
social force grows in that way.

Fourth, it is assumed that people believe that the golf club will be built in
any case, but the opposition of some (or many) people from Tepoztlán would
maintain the community rights (maybe partially) over water. In fact, the
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opposition of a majority of the community stopped the club project. Another
game could be designed considering a critical number of protesters (say s′,
which is larger than 1) in which the club would not be constructed. Then, if
the number of players who chose C was greater than s′, everybody would
obtain all the benefits from the communal resources βn. A player who chose
C (opposing the club) would only derive a small utility γ′. from its individual
productivity, and it would lose d ′ because it had to use some of its time
opposing the club. A player who chose NC would derive a larger utility γ

because of its individual productivity (deriving advantages from the club).
On the other hand, if the protesters were fewer than s′, the club would be
constructed, and all the rights over the communal resources would disappear.
Then, a person who chose NC would just earn γ, while a person who chose C

would earn γ′ − d′. If the assumptions about β < d = γ − γ′ − d′ and β >
d

n
 were

preserved, the game would not be a prisoner’s dilemma. (NC, . . ., NC) is
again strict Nash equilibrium, but there are other strict Nash equilibria. They
are all the profiles where exactly s′ people choose C, whoever they were. The
critical number s′ would be exogenous.

14.3.4 The organization game

The Tepoztlán experience tells us that people form organizations in order to
overcome the effects of their prisoner’s dilemma. While the communal links
were strong, it can still be said that, prior to the conflict with the club, the
organizational structure was less developed and looser than under the CUT
regime. But in any case, only a small part of the community participated in
organizations. The CUT was a voluntary organization; each individual could
choose to be a member or not. Nobody was punished for not participating in
it. As a consequence people outside the CUT could benefit from the club,
while free riding on the efforts of the organized people who strove to retain
their communal rights. On the other hand, if any members of the organiza-
tion did not keep their word and supported the club in any significant way
they would have been rejected by their fellow members, placing them in a
worse situation than if they had respected their responsibilities as members
of the CUT.

In order to design the organization game, the CUT experience will be
considered. The members of the community will again be the players. The
options available will be the strategies P and NP, respectively.

In order to define the payoff function of the organization game, the follow-
ing assumptions corresponding to section 14.2 will be established. Players
who choose NP would continue believing that they would obtain benefit from
the club, and from the efforts of the CUT members. On the other hand, if a
player chooses P but it supports the club in any way, there is an implicit
punishment. This means that its payoff would be worse than if it had
respected its responsibilities as a member of the CUT. A part of the effort of
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the members of the CUT (people who choose P) would not be used directly to
defend the community against the club, but to guarantee that the organiza-
tion works properly (organization cost). That cost will be modeled as though
that part of the effort were done by some of the members of the CUT, say n0,
who did not obtain any income, but received γ′ units of utility from the CUT.
That is, the organization cost will be γ′n0, and it will be denoted by d0.

Then, if the organization were formed by s persons, the payoff of j, a
member of the community, would be γ + β(s − d0) − d or γ + β(s − d0),
respectively, depending on j’s choice, P or NP. The CUT would have disap-
peared quickly if the size of the organization had not been large enough for
each of the members to obtain a payoff greater than γ. That is, if s were large
enough, γ + β(s − d0) − d should be larger than γ. Then, the size of the

organization should be larger than d0 +
d

β
. The least integer number larger

than d0 +
d

β
 will be denoted as s*. It is the minimum size of an efficient

organization, that is, an organization size such that it allows people to earn
more than γ. s* might be smaller or larger than n or equal to it, depending on
the values of the community parameters (β, γ, γ′, d′, d0, n). If s* were larger
than n, nobody would think about forming an organization, and the organ-
ization game would not mean anything.

As before the utility or payoff for each individual depends on everybody’s
decision. σ denotes (σ1, σ2, . . ., σn), where σi is either P or NP according to
what i has chosen. Given σ and j, we will call sσ the number of players other
than j that chose P. The payoff function for each individual is defined by
using the following table (analogous to the one used for the prisoner’s
dilemma):

hj (σ) =�
γ + (sσ + 1)β �1 −

d0

sσ + 1� − d if sσ ≥ s* − 1 and σ j = P,

γ + sσβ �1 −
d0

sσ
� if sσ ≥ s* and σ j = NP,

γ otherwise.

This function is similar to that found in Okada and Sakakibara 1991.
It is possible to interpret and modify functions hj and the involved param-

eters in order to study other conflicts (see section 14.3.3).
It will be assumed that s* is smaller than n or equal to it. It is not difficult to

find the organization game’s Nash equilibria in pure strategies. They are
described in proposition 1, whose proof is in the Appendix at the end of this
chapter.

Proposition 1: If s* is smaller than n or equal to it, a profile σ of pure
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strategies is the Nash equilibrium of the organization game if and only if
the number of people that choose P is equal to s* or is smaller than s* − 1.
The equilibria where s* people choose P are strict, the others are not.

Observe that (NP, . . ., NP) is always Nash equilibrium, and (P, . . ., P) is
Nash equilibrium if and only if s* is equal to n. Therefore, when the size of

the community is equal to the least integer number larger than d0 +
d

β
, the

participation of all members of the community is Nash equilibrium. That is a
very particular case.

As explained in section 14.3.2, when there is not a situation creating
unusual pressure within Tepoztlán, there are conflicts that can be expressed
through similar prisoner’s dilemmas. Then the organization game makes
complete sense, and proposition 1 has the same meaning in that context.
The correspondent s* would, of course, be smaller than that determined in
the case when construction of the club was planned.

However, it is not enough to know what the Nash equilibria are. In many
cases they mean acceptable situations or sound very intuitive. But, why do
people have to choose Nash equilibria strategies? How do they reach those
behavior patterns? Besides, the Nash equilibrium payoffs of several games,
the organization game in particular, are very different for each player. Which
equilibria would occur?

It is important to study what social patterns would appear when the con-
flict is repeated period after period by people with limited rationality, as in
real conflicts such as that at Tepoztlán. Young’s dynamics (1998) will be used
to study the long-run emergent patterns in the conflict.

14.4 Repetition of the conflict by a large population

It is necessary to model the Tepoztlán organization process using adequate
dynamics. As explained in section 14.2, the emergence of the CUT was a
gradual process. Many conflicts similar to the organization game took place
daily among different groups of Tepoztecos in which the decision to act
individually or in an organized way was involved. Day by day such conflicts
arose in one or another neighborhood, in the fields, at the market, in schools,
or in other settings. The emergence of the CUT did not change the fact that
relationships between people occurred mainly at the local level. Decisions
taken in local assemblies involved members of the local community. Repre-
sentatives of local assemblies met in higher-level assemblies, where decisions
taken at local level were discussed. The same is true of more informal set-
tings; in a large demonstration, for example, people from every neighborhood
or sector would walk together with their own posters.

The proposed golf club development had many different effects on the
community and people had to adopt a position on the issue, often changing
their way of thinking and acting according to their own and others’ experi-
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ences over time. Of course, each person did not have full information about
other people’s behavior or attitudes; rather, snippets of information were
gathered from gossip in the neighborhood, market, or church, from attend-
ance at local assemblies, from watching television or listening to the radio.
Nobody gathered information systematically; instead, it was received at ran-
dom. According to the information obtained people took the best decisions
they could, although sometimes they made mistakes. Also, rules were loose; it
was possible for a member of the group to free ride in a subtle way, leading to
fluctuations in the real size of the CUT. The pattern of events in Tepoztlán is
known; it would be interesting to consider a model that achieved similar long-
run patterns to those that occurred there. Are the dynamics of Young and of
Kandori et al. a useful model for that purpose?

Those authors model the repetition of the conflicts (which are expressed by
a strategic m-person game) by a dynamic that depends on a learning process
that happens in the long run. However, people who play that repeated game
are not always the same m players. Instead it is assumed there is a large
population N (the population of Tepoztlán, for example) that comprises
many community conflicts that are expressed, in each period t, by an m-
person game (it may be the organization game), and that game is repeated
time after time. There are many conflicts of this kind in each period and in the
long run, period after period. The population N is partitioned in subpopula-
tions N1, N2, . . ., Nm, one for each player in the studied game. For each j, Nj is

large (the size is, nj, �m

i = 1
ni = n). A group of m persons, one of each Ni, can

face a community conflict (organization game). In a conflict such as that in
Tepoztlán it is coincidental which groups of individuals will face one another
in one period. But it is assumed that each of those conflicts happens among
just m people drawn at random from each Ni. It is also assumed that people
from N learn by experience, but they are myopic. The way people gather
information in real conflicts such as that involving the Tepoztecos is stochas-
tic, because whom would they get information from? What they hear from
one day to another is coincidental. The model assumes that people can only
access a small sample of information. They act according to that informa-
tion, but they also make mistakes in each period, with a small probability, and
choose a strategy that is wrong according to any possible sample of informa-
tion. That is the approach of Kandori et al. (1993), Kandori and Rob (1995),
and Young (1993, 1998). They expressed that process as a perturbed Markov
process and studied its stochastically stable equilibria, which are the unique
states of the process that happen with positive probability in the long run.

Applying that approach to the organization game, the process was as fol-
lows. In each period t, each j chooses one strategy, either P or NP, and uses its
selected strategy to participate in several organizational conflicts during the
period. Who are the participants in these encounters? It is incidental, depend-
ing on a range of factors including job, neighborhood, family, hobbies,
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political or religious ideas, and social concerns. It is assumed that each
encounter happens with m − 1 players drawn at random, one of each Nl, l ≠ j.
Besides, people are not very rational. They are myopic and learn by their own
and others’ experiences. According to those experiences, which are only a
sample of all the encounters that take place, each person j learns in a limited
manner. That is, j obtains a sample of information about a small number of
conflicts, and the strategies that people from each Ni chose in dealing with
those conflicts, in period t, and decides to use, in t + 1, the strategy (P or NP)
that is the best response to that sample. It is assumed that the size of those
samples is k, and is the same for each person and in each period. k is small in
relation to the size of each Ni. Besides, with a small probability, each person
in N deviates from the strategies suggested by the learning dynamics, as hap-
pens in real life. The deviations of each j are independent of the deviations of
others.

If everybody in N chose a strategy, in a period t, the strategy structure of
society would be a vector z = (z1 = (z1

1, . . ., z1
n1

), . . ., zm = (z m
1, . . ., z m

nm
)),

where z j
i means the strategy that was chosen by the member number i of the

population Nj. z
j
i could be P or NP. Therefore, Z will denote the set of all

those vectors.
Each z = (z1 = (z1

1, . . ., z1
n1
), . . ., zm = (z m

1, . . ., z m
nm

)) could be associated to
a profile of mixed strategies of the organization game in a natural way. That
is, z is associated to the profile of frequencies x = (x1, x 2, . . ., x m), where x j is

equal to �n
j
1

nj

, 
nj − n j

1

nj
�, and n j

1 is the number of people from Nj who chose P. It

will be said that z represents the profile x.
A learning dynamic can be modeled as a perturbed finite Markov process,

with Z as its set of possible states (see Kandori et al. 1993; Kandori and Rob
1995; Young 1993, 1998) in order to study the long-run behavior. The term
Qzz′ of the Markov matrix is determined as follows:

Given a state z, a sample of size k of z is a vector

z(k) = (z1(k) = (z1
i1
, . . ., z1

ik
), . . ., zm(k) = (zm

j1
, . . ., z m

jk
) ),

where zr(k)
ls

 is one of the coordinates of zr (without replacement).

Given a pair of states z and z′, if there is not a combination {αi} of m samples,
one for each player, allowing transition from z to z′ because of the best replies
of each player (according to the profiles of mixed strategies that correspond
to the frequencies in the samples), then Qzz′ is defined as zero. If there are
combinations of samples with the mentioned properties then Qzz′ is defined as
the probability of any of those combinations being selected by the m players.
The matrix, whose entries are Qzz′, is denoted as Q.

On the other hand, it is taken into account that, with a very small prob-
ability η, each person i can choose a strategy that is not the best reply to any
possible sample. The probability of each j making that mistake is independ-
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ent of others’ mistakes. There is, then, for each η, another Markov matrix that
is a perturbation of Q:

Qzz′ (η) = (1 − η)n Qzz′ + �
y ∈ d(z), y ≠ z′

�
Jyz′ ≠ �

q Jyz′
yz′ η|Jyz| (′1 − η)n − |Jyz′| Qyz′,

where q J
xx′ is the probability of going from x to x′, when only the members of

J are making mistakes, x and x′ are in Z, and J ≠ θ. Jxx′ means a subset of N
such that q Jxx′

xx′ is positive.
For each η, Q(η) is an irreducible matrix very close to Q when η is small.

Then, there exists a unique distribution vector q(η) such that q(η)Q(η) = q(η).
The vanishing order of Qzz′(η) is equal to the minimum number of errors
needed to go from z to z′. This number of errors will be called the cost of
going from z to z′.

qz(η) is the probability of state z occurring when the rate of making mis-
takes is η. The surviving states when the probability of making mistakes tends
to zero would be the behavior patterns that will prevail in the long run. A
theorem of Young (1993), based on some results of Freidlin and Wentzell
(1984), proves that the limit of q(η) as η tends to zero exists and is a distribu-
tion vector q* such that q* Q = q*.

Definition 1: A state z in Z is a stochastically stable equilibrium of the
process if and only if the q* coordinate that corresponds to z is positive.

Vector q* describes the probability of state z occurring in the long run. Only
the stochastically stable equilibria have a positive probability of occurring in
the long run. Then, the process cannot remain in the same state, but visits
more frequently the stochastically stable equilibria. In fact, when the prob-
ability of making mistakes η is small enough, the process can be in any state,
but the probability of the majority of those states occurring is very small, and
those of the stochastically stable equilibria are high.

Assume that a finite strategic game is analyzed with dynamics similar to
those described here. The stochastically stable equilibria of the game might
represent the Nash equilibria of the game or not. It is possible that the
stochastically stable equilibria are vertices of a cycle of the dynamics that do
not represent any Nash equilibrium, but the repetition of situations that
people visit time after time.

Figure 14.2 shows a simple scheme of part of the flux. Each of the vertices
in the graphic is a possible state (a strategy structure of society). Each con-
tinual arrow between two vertices shows that it is possible to go from one
state to another without mistakes. Each dotted arrow between two vertices
represents a situation where it is necessary to make mistakes in order to go
from one state to another. If there are no arrows between two vertices, then it
is not possible to go from one state to another with or without mistakes.
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Those vertices that have an asterisk are stochastically stable equilibria. They
might be isolated, because it is not possible to get outside each one without
mistakes, or they might belong to a cycle. There is a sequence of continual
arrows that join each state that is not a stochastically stable equilibrium to
one that is. Therefore, the process always reaches some stochastically stable
equilibrium, but again leaves it.

Young (1993, 1998) proves that each stochastically stable equilibrium in a
weakly acyclic game is associated to a strict Nash equilibrium, if the sample is

complete enough, that is, if 
k

min{Ni}
 is small enough. It will be proved that

the organization game is weakly acyclic, but first that concept will be defined.

Definition 2: A game is weakly acyclic if, for each pure strategies profile
σ(1), there is a sequence of pure strategies profiles {σ(1) = (σ1(1),. . . ., σm

(1)), . . ., σ(s) = (σ1(s), . . ., σm (s))}, such that σ(s) is strict Nash equi-
librium and, for each i = 2, . . ., s there is a player ji who changed its
strategy from the profile σ (i − 1) to the profile σ(i), and σ ji(i) is a ji best
reply to σ(i − 1). All of the rest of players did not change their strategies
from σ(i − 1) to σ(i).

Proposition 2: The organization game is weakly acyclic.

The proof is not difficult, and it can be seen in the Appendix at the end of this
chapter.

Figure 14.2 Possible changes in the strategy structure of society during the learning
process.
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Therefore, the following theorem is a corollary from propositions 1 and 2
and the Young’s theorem that establishes that each stochastically stable equi-
librium in a weakly acyclic game with a complete sample represents a strict
Nash equilibrium.

In this case, a complete sample means that 
k

min{Ni}
 is small enough that

people can choose the combinations of samples a sufficient number of times
to allow the stochastically stable equilibria to be reached.

Theorem: If 
k

min{Ni}
 is small enough, the stochastically stable equilibria

are those where all the people in exactly s* of the N1, N2, . . ., Nm choose
P (participation) and all the rest of the members of N choose NP.

This theorem deals with a large population where many communities are
involved in the organization game. It means that if people are myopic enough
(that is, their sample size is small enough) some people, exactly s*, in each com-
munity, will form, almost surely, an organization in the long run. Of course,
in each period the members of the emergent organization might be different.
With small probability, there would be larger organizations or there would
not be any organization at all. Recall that the size s* is linked to the organiza-
tion game parameters that in some sense characterize the communal conflict.

How are these stochastically stable equilibria related to the behavior of the
Tepoztlán community? In a qualitative manner they reflect the long-run
behavior of that community. They reflect more adequately the normal times
in Tepoztlán, because the process has been repeated for many years, and in
the long run the people of Tepoztlán often organize assemblies at local level
(wider-level assemblies occur less often). Only some members of the com-
munity—neighbors, farmers, vendors, depending on the kind of assembly—
participate in them. Different people participate in each assembly, although
some people always participate and some others never do. The sizes of the
assemblies are very similar. In the conflict concerning the golf club develop-
ment, the process was similar, but that conflict happened during less than three
years. At that time, when the CUT was founded, the assemblies were much
larger and took place more often. There were also demonstrations and pro-
tests, which are forms of organization. The process was concentrated in a short
but rich period. The number of participants from the community in each
protest was similar after the CUT was formed, but that number was much
larger than usual. According to the model this was because of the growth of
parameters γ (the individual productivity people believed the constructed club
allowed them to obtain) and d ′ (the time that people who participated in the
CUT had to spend in assemblies, demonstrations, protests, and so on).

However, there are some facts that are not very well represented in the
model. In the following section they will be explained, and some possibilities
explored to improve the model to accommodate them.
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14.5 Possible modifications to the model

14.5.1 Different tendencies to cooperate

In Tepoztlán there has been, for a long time, a community with a constant
tendency to organize. According to the stochastically stable equilibria, each
member of the community participates in an organization with the same
probability. In the real community, there are people who are more interested
in particular problems and these people change through time, but it is not
true that every one participates with the same frequency. Moreover, there are
people who always participate. They are more conscious or active or experi-
enced. There are some people who never take part. Why do people have
different tendencies to participate and cooperate? People from real com-
munities, as in Tepoztlán, may have very different individual productivity and
cooperation costs. Besides, common goods may give them different benefits.
It is also obvious that some industries or nations produce great environ-
mental damage and are not very interested in cooperating. Because of that,
each individual could face the organization dilemma in a different way.

The simplest case would be another prisoner’s dilemma where each player
receives different benefits from the public good. For example in Tepoztlán,
seniors obtain large benefits from the common goods. For them βi should
be larger than d. On the other hand, there are people whose βi should be

smaller than 
d

m
, for example people who have business or political interests in

Tepoztlán but do not live there. In a model with those differences, seniors
would always participate in the organization against the club and the others
would never participate.

In the case of the Tepoztlán community, this consideration would make the
model more realistic. However, there are some interesting problems that
might be studied as regards this improvement to the model, such as the
migration problem and its environmental effects. For example, in a country A
which is a destination for migrants, native inhabitants form an important
group. For them βi is large. Illegal immigrants who live in overcrowded condi-
tions and just want to send money to their families would form another
group. For them βi is almost zero. Immigrants who have some sort of legal
status might form another group. They may even have acquired the national-
ity of A, and perhaps have brought their family to A. For them βi is close to
the value for the native inhabitants of A. These groups have different
behaviors that might be explained by this kind of model.

14.5.2 Accumulation of communal stock through cooperation

The community of Tepoztlán has, over the years, been faced with several
attempts to build tourist projects: two different attempts (separated by
40 years) to build a golf course, and one attempt to build a scenic train. As
each of those projects approached the implementation stage, the community
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conflict parameters γ and d′ were altered, and it was necessary to build larger
organizations to face the problem. After these projects were abandoned, the
community recovered its usual dynamics. To study each case it is necessary to
change the parameters, as is usual in comparative statistics. This process is
not very elegant, and does not explain why such projects are presented from
time to time.

Until now, it has been assumed that the organization game repeats under
the same conditions year after year. But it could be considered that there is a
sort of accumulation of environment-protecting stock through the estab-
lishment of laws and decrees or social recognition of the need for environ-
mental protection. It is necessary to find a way to properly measure these
pseudo-stocks.

A somewhat different approach from the one used in sections 14.3 and 14.4
could be established taking into account this accumulation, and might model
the cycles observed in the Tepoztlán community. This sort of accumulation
occurred, for example, when Tepozteco Hill was decreed a national park and
became the property of the community, forbidding to some extent outside
exploitation of the lands, forests, and water. Subsequently the decree making
the hill a reserved zone solidified that prohibition. The community managed
to prevent all three of the proposed tourist projects. Locally, at the level of
neighborhoods, schools, and marketplaces, the community achieved similar
partial measures. This meant that the communal rights over natural resources
would acquire a more stable status and would provide larger individual
productivity as the community accumulation increased. Nobody could be
excluded from this sort of public good stock, even if someone did not par-
ticipate in achieving it. It is also considered that the social stock depreciates,
at a slow rate, period after period, in the sense that the laws and decrees may
continually loosen or they may not be observed as before and, at the same
time, the communal watchfulness also relaxes.

The accumulation-learning process will be briefly explained. It is assumed
that the community is large (m > s*), and m and β are constant in time. The
repetition of an organization game similar to the one previously studied will
be considered period after period, although in an altered form, because the
individual productivity and the size of the minimum efficient group change
period after period.

In the beginning of the process there is not any accumulated stock, that is,
e0 is equal to 0, so s*0 = s*. If, up to a certain period, e units of the public
good have been accumulated, each individual productivity would have been
γ′e, which is equal to γ′ + βe. As individual productivity grows, then the cost
of organization, which is an increasing function of that productivity, also
grows. The community would be immersed in an organization game, but with
the parameter γ′e instead of γ′. The smallest size group that allows people to
obtain more than γ′ + βe is s*e, which is the least integer that is larger than

n0(γ′ + βe) +
d

β
. Even if m were bigger than s*, s*e could change its relation
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with m, in some period t > 0. It could continue to be smaller than the size of
the population, or reach it. In one period s*e will surely overcome that size.
For this reason the stochastically stable equilibria of the process would be
vertices from some cycles. The set of possible states of this process is Z × E,
where E is the set of possible stocks. Then the stochastically stable equilibria
are couples (z, e), where z is a strategy structure of society, and e is the
accumulated stock of the common good. As before each player draws a
sample of size k from z and chooses a best reply in the organization game
when there is an accumulated stock e. Thus, people’s behavior corresponds to
a dynamic (Kandori et al. 1993; Kandori and Rob 1995; Young 1993, 1998)
similar to the one explained in section 14.3, but now accumulation is another
element affecting the strategy selection. People will achieve satisfactory stock
e*, stopping organization and cooperation as a result. Then depreciation will
lead people into an organization–disorganization cycle as if they were trying
to preserve the stock e*. The cycles in the Tepoztlán people’s process of
organization might be explained in this way.

14.5.3 Effect of natural ties on the probability of conflict

In the model each member of the community could have an encounter with
m − 1 members of the community drawn at random, but, in actuality, the
probability of that encounter happening among, for example, neighbors or
co-workers should be much higher, establishing an organization game with
the characteristics of a spatial game similar to that described by Young
(1998).

14.5.4 Some additional remarks

There are many considerations that could enrich the model in future work. It
could be interesting, as it is more realistic, to study how organization dynam-
ics are transformed when the parameters m and β are not constant. Of course,
in real life β can grow, sometimes because of public policies. Both parameters
might be functions that depend on time and the size of the organized group.

In this work, the qualitative behavior of a specific community (that of
Tepoztlán) has been compared to the qualitative behavior predicted by the
model. However, the study has not developed the important task of estimating
the parameters that correspond to a real community in order to contrast, in a
more precise way, the model predictions and observed community behavior.
This could help to suggest, with better foundations, specific economic and
social policies. The parameter estimations could be carried out using home
surveys similar to those that are used to model consumer behavior.

The presented model was only intended to study the qualitative behavior of
communities with environmental problems. These qualitative features will
not be lost even if the model is enriched in the directions mentioned above or
in many other possible directions, or if a precise parameter estimation is
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carried out. Nonetheless, in spite of its limitations, some essential aspects in
the tendency of those communities to organize themselves can be studied,
and in the relationship between those tendencies and the accumulation of
community wealth. It is also stressed that the model dynamics reproduce
qualitative properties that are seen in the real dynamics of emerging organiza-
tions within different social sectors. This may be useful to guide policymakers
toward better environmental policies.

14.6 Conclusion and policy implications

In spite of its purely qualitative features, the approach that has been followed
to study environmental problems is relevant to the consideration of real-
world environmental disputes.

The qualitative conclusions obtained using this evolutionary game model
may be reviewed as follows.

First, it is clear that large human conglomerations are among the main
actors responsible for the modern environmental catastrophe. Other import-
ant actors are large corporations and national States, particularly the world
powers, as they try to satisfy their huge economic and political interests. The
model justifies the opinion that these human conglomerates are also main
actors in facing the catastrophe. They may act both by forcing themselves to
change their own environment-damaging activities, and by stopping those of
the large corporations and State powers. If this is true, the evolutionary game
approach is the proper one to discover what behavior patterns will emerge in
the long run. Many policies are inspired by the idea that prohibitive laws,
punishments, and several other projects can by themselves abolish negative
behavior patterns. If these negative patterns are long-run equilibria of the
process in which the communities are involved that idea may be fanciful and
those laws and projects may not achieve their objectives. The model results
suggest, for example, that the building of walls and fences and the establish-
ment of punitive laws in order to stop the illegal migration from Mexico to
the United States or from Morocco to Spain will not succeed by themselves.
On the other hand, environmental protection laws, decrees, and punishments
can be very useful if they strengthen the virtuous long-run equilibria of the
process in which the community is involved. They may even transform the
game conditions in order to obtain virtuous equilibria.

The qualitative analysis carried out in this work allows the following con-
clusions to be obtained: (a) if the direct payoff that members of the com-
munities receive from the environment is very small in relation to the cost
necessary to protect it, they are likely to engage in activities, either directly or
indirectly, that will lead to the plundering of the environment; (b) if, on the
other hand, the benefit is large enough (the larger the better), there will
emerge from within the community a nucleus responsible for protecting the
environment and other communal interests, either continuously or cyclically,
watching over it and preventing the negative activities of other members of

How does environment awareness arise? 303



the community and of actors with greater capacity to damage, such as some
corporations and States. This nucleus will also maintain the unity of the
members of the community among themselves, as well as their link with their
place of origin, helping reverse the trend toward emigration.

This approach can also be useful in studying other sorts of social failure,
such as the increase of crime in a society, which have their origin in the
disintegration of communal and social links and social capital.

How can a qualitative analysis help environmental policymakers (including
national governments and international organizations) to design projects,
protocols, and agreements? Of course, it can only do that in a qualitative way,
and other models and quantitative tools must be used to develop specific
projects. However, models such as this can be useful in distinguishing which
kinds of policies are appropriate and which ones are counterproductive, and
in evaluating policy effectiveness and efficiency. They can also help in study-
ing how some policies can endanger the existence of many communities that
have an important role to play in the protection of ecology and the environ-
ment. From the viewpoint of citizens of many developed countries it is clear
that the environment and human rights should be protected. For them, this
implies that not all economic and political activities are valid and that the
relevant international treaties should be enforced. It is also clear that it is
necessary to protect communities around the world against expropriation of
their resources. That is, national governments and international organiza-
tions should consider the dangers produced when β diminishes to the point
of almost vanishing. On the contrary, they should design policies that result
in β increasing.

Note
1. The prisoner’s dilemma is attributed to A.W. Tucker. For an early account of the

game, see Luce and Raiffa 1957.
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Appendix

Proof of proposition 1: let σ be a profile such that the number of people who
chose P is smaller than s* − 1. No organization appears in that profile, and
everybody earns γ. If a player j changed its strategy, and the others did not, it
is still not possible to form an organization, and j would continue earning γ.
These are Nash equilibria, whatever the values of the parameters are, and it
does not matter if s* is smaller than n, as is assumed, or if it is larger than n or
equal to it. These equilibria are not strict.

Let σ be a profile such that exactly s* people choose P, whoever they are.
An organization is formed if s* ≤ n. Let j be a player who chose P. Then, j
earned γ + β (s* − d0) − d, but if it changes its strategy, and the others do not,
the organization cannot be formed, and j would earn γ, which is smaller than
γ + β (s* − d0) − d. Let i be a player who chose NP in σ. i earned γ + β (s* − d0);
if it changes its strategy, and the others do not, it would earn γ + β (s* + 1 −
d0) − d, which is smaller than γ + β (s* − d0). Then σ is strict Nash equilibrium.
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Let us examine the other profiles. Let σ be a profile of pure strategies
(σ1, σ2, . . ., σn), such that the number of people who chose P is s* − 1. No
organization appears in that profile and each player earns γ. If j chose NP in
σ, and it changes its strategy, and the others do not, there would be s* players
that would choose P, and an organization would appear. Then j would earn
γ + β (s* − d0) − d, which is larger than γ. That is to say, σ is not Nash
equilibrium. Let σ be a profile where the number of people who chose P is
larger than s*. Let j be a player who chose P. An organization, whose size is
sσ + 1, would appear, then j would have earned γ + β (sσ + 1 − d0) − d, but if it
changes its strategy, and the others do not, an organization, whose size was sσ,
would appear. Then j would earn γ + β (sσ − d0), which is larger than γ + β (sσ +
1 − d0) − d. Then σ is not Nash equilibrium. There is not another Nash equi-
librium in pure strategies in the organization game.

Proof of proposition 2: let σ(1) be a profile of pure strategies such that w,
the number of people who chose P, is larger than s*. If a player chose P in
σ(1), it will be called j1. The payoff of j1 in σ(1) is γ + β(w − d0) − d. A best
reply of j1 to σ(1) is NP. Let σ(2) be the profile where j1 chooses NP and each
one of the rest of the players chooses the same strategy that it chose in σ(1).
If the number of people who chose P in σ(2) is s*, σ(2) is strict Nash equi-
librium. If that number is larger than s*, it could proceed by induction to
build {σ(1), σ(2), . . ., σ(s)}, such that σ(s) is strict Nash equilibrium (there are
s* persons that choose P in σ(s)), and, for each i = 2, . . ., s, there is a player ji

who changed its strategy from the profile σ(i − 1), where it chose P, to the
profile σ (i ), and σ ji (i ) = NP is a ji best reply to σ(i − 1). All of the rest of
players did not change their strategies from σ(i − 1) to σ(i).

Let σ(1) be a profile of pure strategies such that w, the number of people
who chose P, is smaller than s*. If a player chose NP in σ(1), it will be called
j1. The payoff of that player in σ(1) is γ. If it changed its strategy, and w + 1 is
smaller than s*, it would again earn γ. If it changed its strategy, and w + 1 is
equal to s*, it would earn γ + β (s* + 1 − d0) − d. In both cases, P is a best reply
of j1 to σ(1). Let σ(2) be the profile where j1 chooses P and each one of the rest
of the players chooses the same strategy that it chose in σ(1). If the number of
people who chose P in σ(2) is s*, σ(2) is strict Nash equilibrium. If that
number is smaller than s* the building of the search sequence could again
proceed by induction. In a finite number of steps a strict Nash equilibrium
would be reached.

Then the organization game is weakly acyclic.
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15 Effects of alternative CDM
baseline schemes under an
imperfectly competitive
market structure

Haruo Imai, Jiro Akita, and
Hidenori Niizawa1

This chapter investigates how alternative clean development mechanism
(CDM) baseline-setting methods perform when applied to a CDM project
undertaken by a profit-maximizing firm in an imperfectly competitive indus-
try. A Cournot oligopoly game model is used to analyze how CDM baselines
affect output scale choice by the firm engaging in the CDM project as well as
other firms in the industry. The theoretical analysis is applied and illustrated
using a numerical example inspired by an actual CDM project currently
under way.

15.1 Introduction

This chapter uses the standard Cournot oligopoly game analysis to show how
alternative clean development mechanism (CDM) baseline-setting methods
perform when applied to CDM emission reduction projects undertaken by
profit-maximizing firms in an imperfectly competitive industry, analyzing
particularly how CDM baselines affect the output scale of the firm engaging
in the CDM project as well as other firms in the industry. The CDM was
introduced in 1997 by the Kyoto Protocol to the United Nations Framework
Convention on Climate Change (UNFCCC). Efforts have been made since to
implement the CDM, and the number of CDM projects has continued to
increase, though projections regarding the future of this mechanism are not
entirely optimistic (Bohm and Carlen 2000).

There have been concerns about how to determine the amount of emission
reduction rightfully attributable to a CDM project, thereby providing an
appropriate incentive to each involved party. The determination requires not
only measuring actual emissions accurately, but also imagining counterfactu-
ally what would have happened were it not for the CDM project. The latter
question is known as a baseline-setting problem. When setting such baselines,
it is tempting to take into consideration information that becomes available
ex post facto, that is, after the CDM project is implemented, in addition to
data available prior to the project. Incorporating ex post information, how-
ever, inadvertently runs the risk of distorting the incentives of project parti-
cipants. Imai and Akita (2003) show how such a risk is associated with



baseline-setting methods when CDM is applied to firms in isolation. This
chapter extends the analysis to firms in an industry in which their output
decisions are interrelated.

Baseline-setting methods may be broadly classified into ex ante methods
and ex post methods. It was expected that ex ante methods would be primar-
ily used, but most methods actually adopted fall into the ex post category.2

Some methods exist that lie between these two extremes, namely conservative
baseline and proxy baseline. Conservative baseline has been employed in real-
life CDM methodologies, while proxy baseline is well suited to consideration
of CDM firms operating in an oligopolistic industry.

The performance of these methods is compared here in an imperfectly
competitive market, where the application of game theory has been found
typically useful to examine the consequence of interdependence amongst
firms in an industry. Specifically, the Cournot oligopoly model is employed,
both as an analytically useful benchmark and as a realistic description of the
mode of competition in some industries to which the CDM is applicable.

The results indicate that different baseline-setting methods indeed bring
about different outputs, profits, emission credits of the firms, and conse-
quently world emission levels. It is observed that in some cases, market inter-
dependence could mitigate the above-mentioned adverse incentives generated
inadvertently through baselines. The policy implications of these observations
depend on the priorities of different policymakers with different positions and
responsibilities. With this in mind, the analyses are applied and illustrated in
a numerical example inspired by a real-life CDM project.

15.2 Background

15.2.1 Kyoto Protocol and the CDM

The Kyoto Protocol was negotiated in 1997 and came into effect in February
2005. More than 30 developed countries and transition economy countries
have agreed to assume the treaty obligation to control their greenhouse gas
emissions below their respective specified levels during the period from 2008
through 2012. Those countries are referred to as Annex I Parties (countries)
because they are listed in Annex I of the United Nations Framework Conven-
tion on Climate Change. On the other hand, those countries that have ratified
the Protocol but not assumed any obligation for greenhouse gas reduction are
referred to as non-Annex I countries.

The Kyoto Protocol is notable for including “flexibility mechanisms”,
called Kyoto mechanisms, to help Annex I countries to attain their emission
reduction targets. There are three such mechanisms: (a) emissions trading;
(b) joint implementation; and (c) the clean development mechanism. With
regard to emissions trading, environmental economists had discussed its
working long before the development of the Kyoto Protocol.3 The idea has
already been put into practice to combat actual polluting activities; the acid
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rain program in the United States is an example.4 More innovative are the
CDM and joint implementation, both of which grant emission credits to
investment projects reducing greenhouse gas emissions. In the case of the
CDM, investment projects take place in non-Annex I countries. Issued credits
are called certified emission reductions (CERs). In the case of joint imple-
mentation, investment projects take place in Annex I countries. Issued credits
are called emission reduction units (ERUs). CERs and ERUs can be used to
fulfill the emission reduction obligations of Annex I countries. While the
emissions trading system under the Kyoto Protocol is a cap and trade system
that imposes national caps on greenhouse gas emissions beforehand, the
CDM and joint implementation are project based, and CERs and ERUs are
issued after reducing emissions by means of project activities.

Since the Kyoto Protocol exempts non-Annex I countries from their obli-
gations to control greenhouse gas emissions, the issue of how to contain
emissions from non-Annex I countries is deemed important in the so-called
post-Kyoto negotiation. The CDM is a way to promote emission reduction
projects in developing countries, both directly through the projects them-
selves, and indirectly through raising awareness and transferring emission
reduction technology by the project. In addition, the CDM also helps
developed countries to economize their emission abatement costs by allowing
part of their reduction to take place outside their own territories (where fur-
ther reduction opportunities are presumably scarce and reduction costs are
accordingly high). Such cost economization is desirable from the viewpoint
of worldwide economic welfare, for the saved resource could be used else-
where for the betterment of global equity and of humankind’s ability to
avoid further degradation of the natural environment.

The Kyoto Protocol provides merely a rough guideline for each mechan-
ism, leaving the details to subsequent negotiations. The details of the mechan-
isms were not made clear before the Marrakech Accords in 2001 (UNFCCC
2002). In accordance with the decision of the Marrakech Accords to facilitate
a prompt start for the CDM, the Executive Board of the CDM (CDM-EB)
was set up in the same year. The CDM-EB5 oversees the CDM process and
makes decisions over practical issues, while more fundamental issues are
handled by the so-called Conference of the Parties serving as the Meeting
of the Parties to the Kyoto Protocol. However, the first meeting of the
Joint Implementation Supervisory Committee was not held until February
2006.6

With regard to the current demands for CDM CERs, the European Union
implemented emissions trading through its Emissions Trading Scheme
(EU-ETS) in January 2005. On the one hand, CDM CERs are usable and
thus demanded to achieve targets in the EU-ETS. On the other hand,
national governments, including Japan, that foresee difficulty in achieving
their national emission reduction targets have prepared schemes through
which they can purchase CERs using public funds, which constitutes another
major demand source of CDM CERs at present.
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The Kyoto Protocol stipulates quantified emission limitation or reduction
commitment only until 2012. Negotiations on emission targets beyond 2012,
which have been taking place since the eleventh Conference of the Parties to
the UNFCCC in 2005, are far from being complete. Should countries fail to
reach an effective agreement, CDM CERs would be valueless beyond 2012.
That is, whether or not the CDM is continued in the next commitment period
(after 2013) is still uncertain. Conversely, the fate of the post-Kyoto regime
depends on the role of non-Annex I Parties, which, in turn, is naturally
affected by the benefits brought by the CDM.

That the future of the Kyoto Protocol CDM is not entirely clear does not
make it sterile to study it in detail. The nature and working of this mechanism
should be studied thoroughly and comprehensively, for analogous project-
based mechanisms may well be needed to combat different but perhaps related
environmental problems other than that of global warming in the future. By
the same token, nor is it necessarily academic to examine options that have
already been ruled out by the actual CDM-EB settlement.

15.2.2 Baseline issue of CDM

Prior to the Marrakech Accords, substantial discussions had taken place on
how the mechanics of the CDM should be designed.7 The topics covered in
the discussions included (a) baselines (Ellis and Bosi 1999; Willems 2000);
(b) which activities should be eligible as CDM projects; (c) how to ensure that
issued credits are backed by actual extra emission reduction (the “additional-
ity problem”) (Chomitz 1998); (d) who can apply for CDM credits; and
(e) whether credits can be freely traded. Some issues, including (b) the CDM
eligibility question, are still unsettled and continue to be discussed at the
Conference of the Parties, the subsidiary bodies of the Protocol, and the
CDM-EB, while other issues have been more or less settled. For example, an
additionality test8 has been implemented and applied to approve several
methodologies. While respecting the settlements and resolutions adopted so
far by the Conference of the Parties, the subsidiary bodies, and the CDM-EB,
their consequences should be carefully examined to see whether their design
goals are likely to be achieved (if not already), and whether there is any room
for improving their performances.

Unlike emissions trading, the CDM is a project-based scheme that by itself
imposes no cap on emissions. Instead, it grants credits to projects based on
their reduction of emissions from the “business as usual” (BAU) level that
would have taken place were it not for the CDM. That is, the difference
between the baseline and actual emissions achieved by a CDM project is the
amount of CERs issued and awarded to the project. The credits issued are the
CDM CERs, while the BAU reference level is the CDM baseline. Both in
emissions trading and the CDM, it is imperative to ensure that emission levels
are accurately measured. In emissions trading, once the measurement is
accurately done, it only remains to see if it is within the tolerance of the given
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cap, and there is no residual ambiguity whatsoever. In the case of the
CDM, however, it is not always a trivial matter to determine the baseline, as
explained below. Thus, with the CDM, accurate measurement of emissions
alone is not sufficient to ensure appropriate calculation of emission reduc-
tion. If the baseline is inappropriate, so will be the amount of issued CERs,
which could potentially undermine the purpose of the Kyoto Protocol, even
if emission levels are accurately monitored and measured.

Incidentally, joint implementation is as project based as the CDM. Joint
implementation differs, however, in that both investing country and host
country belong to the Annex I group, assuming an obligation to honor the
assigned emission reduction levels. Hence, it is as though joint implementa-
tion is subject to a grand cap imposed on the participating countries, even
though ERUs are calculated on a project basis using baselines analogous to
those in the CDM. With the CDM, a host country is supposed to be a non-
Annex I country, and there is no overarching cap imposed on the parties
involved.

Thus, setting an inappropriate CDM baseline is tantamount to making the
Kyoto Protocol emission reduction target effectively more stringent or lenient
by way of an insufficient or excessive amount of issued CERs. And it is not
always obvious to define what constitutes the appropriate baseline. The
source of difficulty is an inherent one. That is, the baseline for a CDM project
is meant to capture the emissions that would have prevailed were it not for the
project, or furthermore, if there were no CDM to begin with. Either way, a
CDM baseline almost by definition deals with hypothetical or counterfactual
scenarios that exclude a CDM. Such scenarios are never realized once CDM
projects are actually implemented. So, there is no way of verifying the appro-
priateness of the baseline in the light of actual emissions achieved by the
projects, even after every relevant uncertainty is resolved.

The above-mentioned spirit of capturing what would have happened with-
out the CDM, which underlies baseline setting, is also reflected in the add-
itionality test. To pass this test, a candidate project must prove that it could
never be put into place without the benefit and prospect of acquiring CDM
CERs. One could reasonably argue that this additionality test constitutes an
important part of the CDM baseline in a broad sense, though the latter is
presumably broader in scope.

With regard to the baseline per se, the Marrakech Accords described a set
of practical criteria for baseline setting, which state that a baseline emission
level should represent such emissions that would have resulted in the absence
of the proposed project. Such hypothetical emission levels can be estimated
by means of (a) historical record; (b) industry average; or (c) optimal tech-
nology (in the language inspired by Fischer (2005)). Most of the time, (a) a
historical record of some kind should be available. When historical data are
nonexistent or inappropriate, (b) industry average is called for. If neither
recourse is available, as in the case of CDM projects that involve innovative
activities, it is necessary to resort to (c) optimal technology.
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For a project to be eligible for CDM credits, it must first pass the add-
itionality test. That is, additionality is a necessary condition for eligibility.
This being the case, CDM methodologies submitted to the EB for approval
mostly consist of proof of additionality and description of the baseline.

The CDM-EB has adopted a bottom-up approach in handling methodolo-
gies. Rather than spelling out comprehensive prescriptions for every possible
methodology from the outset, the EB makes rules inductively based upon
judgments made in the course of actually approving or rejecting concrete
methodologies submitted to it. Thus, it is unlikely that already registered
methodologies have exhausted every possibility. In particular, it is worth
exploring alternative baseline-setting methodologies from various viewpoints.

To apply for CDM credits, one must first compose a methodology suitable
for the project. Then the methodology must be sent to the EB for approval.
Furthermore, this application must be conducted under the auspices of an
“operational entity” accredited by the EB.

The EB approval process for new methodologies can be very time consum-
ing. Proposed methodologies can be eventually turned down after a long
period of deliberation. After several years of trial and error, however, a good
number of methodologies and operational entities have by now been approved.
Projects have already been approved and CERs actually granted. (The Kyoto
Protocol permitted the issuance of CDM credits as early as in 2000, and
possibly retrospectively.) So it seems that the CDM has been more or less
successfully launched. In fact a concern might be the possibility that too
many projects are approved, generating too many CERs, which may render
the Protocol target too lenient, given that the United States and Australia
have chosen to withdraw from the Protocol.9 In fact, the secretariat of the
UNFCCC announced on June 9, 2006 that their estimate of CDM CERs
expected to be generated by the end of 2012 was as large as 1 billion tonnes of
CO2, which equals the sum of annual emissions of Spain and the United
Kingdom combined.

15.2.3 Baseline methodology and interdependence of output

The remainder of this chapter investigates the functioning of alternative
CDM baseline-setting methodologies when a CDM project is approved for
a firm that belongs to an industry where firms strategically interact against
one another. In particular, attention is focused on the possibility of inter-
dependent output levels and the scales of operation of the firms within the
industry.

In order to motivate this situation, consideration will first be given to the
following hypothetical CDM project applicable to a firm whose emission level
is proportional to its output level. Let x be the output. Then the emission
level is e · x where e > 0 is a constant emission factor that is determined by the
technology employed by the firm.10 Now let this firm introduce a new tech-
nology (with investment costs I), so that its emission factor decreases from
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e to eCDM where 0 < eCDM < e. If the output x remains unchanged, then the
emissions should decrease from e · x to eCDM · x. In general, however, output
will be affected by the change in technology. Real-life examples of such pro-
jects can be found on the CDM website of the UNFCCC. In particular,
registered projects using methodology AM0008 or ACM0005 are typical.11

Under AM0008,12 firms plan to switch from a fuel that is inexpensive but
emits more greenhouse gases to a fuel that is more expensive but emits less
greenhouse gases. Under ACM0005,13 a firm in the cement industry switches
its raw material to reduce emissions. There are in fact many other CDM
projects that share this generic feature of reducing the emission factor. The
above-mentioned projects are singled out primarily because their associated
industrial characteristics are nearest to those envisaged by the following
analysis.

The CERs (credits) generated from this project equal B − eCDM · xCDM,
where B is the baseline emission level defined by the methodology adopted by
the project, and xCDM is the output level after the CDM project started. (To be
more precise, the CER amount is max{B − eCDM · xCDM, 0} because the CER
amount must be nonnegative.) Now, how is the baseline B set? The above-
mentioned methodologies essentially set B equal to e · xCDM, that is, the pre-
CDM emission factor times post-CDM output level. (ACM0005 permits ex
post updating of e by examining current emission factors of the other brands
of cement in the same industry. For simplicity, it is assumed that the emission
factor remains at e.) This method utilizes observed ex post output level to
yield the baseline. Therefore, depending on the scale of operation, the base-
line varies ex post facto. This type of baseline is here referred to as an ex post
baseline. (Laurikka (2002) called it a “relative baseline” while Fischer (2005)
called it a “rate-based baseline”. Here the naming convention used in Imai
and Akita 2003 is retained). This baseline also resembles the baseline defined
using the average emissions methodology described in the Marrakech
Accords.

Some methodology (such as AM001714) imposes an upper limit y to ex post
output xCDM, so that the baseline becomes B = e · min{xCDM, y}. We may call
this a conservative baseline because it rules out the possibility that an exces-
sive number of CERs get issued when the output turns out to be extremely
high. If the output upper limit y is set equal to the pre-CDM output level x,
the conservative baseline never exceeds the pre-CDM emissions level e · x.
This observation motivates another variation where the baseline is set equal
to the pre-CDM emissions level, B = e · x. This will be referred to as an ex
ante baseline. There are other baseline methods available when considering a
project for a firm operating in an industry (and in fact this situation is analo-
gous to the one for the industry average baseline given in the Marrakech
Accords, in that the method exploits the fact that there are firms engaging in
the same activity without applying for CDM credits). First, a baseline may be
set using output levels of other firms in the industry that are not engaged in a
CDM project. This may be referred to as an intra-industry proxy baseline.
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Second, a baseline may be set using the output levels of firms in an industry
similar to but not the same as the industry the CDM firm in question belongs
to. This may be referred to as an inter-industry proxy baseline. Based on the
assumption that the other industry remains unaffected by the CDM in one
industry, then the inter-industry proxy baseline can be identified with the
ex ante proxy baseline, whereas the intra-industry proxy baseline can be iden-
tified with the ex post proxy baseline, for within the industry, other firms’
behavior may be affected by the CDM project. These terms will be used for
the analysis below.

In a situation where a profit-maximizing private firm operates in an indus-
try where firms strategically interact against one another, different baseline
methodologies can lead to different output, profit, credit, total emission, and
welfare levels. There are many instances where CDM projects are applied in
firms that interact with other firms within industries. The presence of other
firms in the same industry has been explicitly mentioned in some approved
methodologies and project design documents. In economics, it is customary
to suspect interdependent strategic behaviors among firms in an oligopo-
listic environment. When it comes to CDM methodology-related discussions,
however, it is intriguing that there has been little emphasis put on such
interdependence of actions among firms.

The interdependence of particular interest to this study is that among
firms’ output levels. In order to exemplify such output interdependence, a
game-theoretic model of oligopolistic industrial organization, the Cournot
competition model, is used. It is well known that the interdependence among
firms’ output levels in an oligopolistic industry can be quite complex and
diverse. In terms of rudimentary textbook taxonomy, industries are classified
according to the mode of regulation (for example regulated or unregulated
industries), the mode of competition (for example perfectly competitive,
imperfectly competitive, or monopolistic), or the pattern of organization (for
example collusive or antagonistic). Precise data on industrial structures in
the non-Annex I countries are unfortunately not easy to come by, though
available documentation and reports suggest that significant changes in the
industrial structure are taking place.

Since the purpose of this study is to identify the impact of the CDM and its
methodologies on the interdependence of outputs, situations where firms’
outputs are somehow fixed regardless of the presence of CDM are of little
interest. Regulated industry where output levels are subject to regulation, or
collusive industry where firms’ outputs are fixed by collusive agreement, may
fall into this category. For this reason the electricity generation industry, which
tends to be heavily regulated, has not been considered here. Even if outputs are
interdependent, the details of the interdependence could be quite diverse, as
numerous theoretical models indicate.15 Thus, the presence of empirical evi-
dence is desirable to select an appropriate model while maintaining simplicity
for the sake of the demonstration. In fact, an abundance of empirical results
have been recorded, especially with the increasing interest being shown in
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technologies that fall within the scope of “new empirical industrial organiza-
tion” (NEIO). One typical NEIO method employing a conjectural variation
model is very useful for identifying the Cournot model in real-life market
situations. That is, whenever the coefficient of conjectural variation is shown
to be 0, then the situation is identified with the Cournot model. However, there
has been much criticism regarding the use of a static conjectural variation
model as a general description of the mode of competition in an oligopolistic
industry. To address this problem, numerous different methods have been
brought into the discipline to test the mode of competition.

The present analysis draws on the view expressed in the survey by Reimer
and Stiegert (2006) that the most persuasive test may be the menu approach,
in which several industrial organization models are tested against each other
and the model that fits best is considered as the relevant model. Studies of
some food industries, including that by Dong et al. (2006), support a quantity-
setting oligopoly model, of which the Cournot model is a special case. Deodhar
and Sheldon (1996), using other methods, provide evidence supporting appli-
cation of the Cournot competition model in particular food sectors. In add-
ition, Reimer and Stiegert (2006) list several empirical studies that do not
necessarily attempt to identify or assume any particular model from the menu
but support the authors’ observations concerning the magnitude of the profit
margin. Their results indicate that competition in the industries under study
is imperfect but market performance is not much different from that of a
competitive industry, suggesting that the effects of market imperfection need
not be overemphasized. Profit margins were found to be small, implying that
collusive behavior may not be prevalent, pointing to the relevance of the
noncooperative Cournot model. Based on these studies for food and agri-
culture industries, it is tentatively concluded that the empirical results tend to
support the application of the Cournot competition model, especially when
industries are faced with international competition.

Now, project 045516 (registered in September 2006) is an umbrella fuel-
switching project involving both food and drink industries, and is used here as
a good example of a real-life project motivating the use of the Cournot compe-
tition model in this analysis. The Cournot competition model has been used
as a benchmark in the NEIO and other approaches.17 So an analysis based
on the Cournot approach has its own merit independent of the empirical
support.

This is not to claim any particular robustness for the comparative statics
results derived from the Cournot model used here. It is acknowledged that the
Cournot model is not universally applicable, and that the Cournot assump-
tion by itself does not yield unequivocal comparative statics results—the
results can be so diverse that the directions of change depend on a number of
other parameters. Such being the case, the central message of this chapter is
simply that interdependence among firms can be a factor when considering
alternative baseline-setting methods, thus it has to be properly taken into
account when contriving methodology-related policies.
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Most of the 321 projects officially registered as of October 2006 are either
small-scale or non-CO2-related projects; most of the rest are related to elec-
tricity generation or other forms of energy. For these projects, it is harder to
judge the applicability of the Cournot model, and thus of this analysis.
Small-scale operations are difficult to investigate in detail other than through
their project design documents. Non-CO2-related projects are usually green-
field projects requiring a different dimension of methodology. The electricity
and energy sector tends to be subject to regulation although the exact situ-
ation may vary. Among the remaining projects, it is reported that the Indian
cement industry is quite collusive and that the industry environment is rap-
idly changing. It appears difficult to capture the situation using a model as
simple as the one used in the present analysis.

15.3 Market equilibrium output and emissions in
response to CDM

The previous section provided an overview of the consequences of alternative
CDM baseline-setting methodologies when firms’ outputs are interdepend-
ent. This section further elaborates on and exemplifies how exactly the output
interdependence is affected by alternative baseline methodologies, while focus-
ing attention on the Cournot duopoly model. First, the notion of Cournot–
Nash equilibrium outputs is explained, together with the pre-CDM market
equilibrium situation. Second, the linear compensations scheme is explained.
Third, an ex ante baseline (inter-industry proxy baseline) that does not
depend on the firm’s own output is discussed. Fourth, the ex post baseline is
considered. It is argued that an ex post baseline exhibits an in-built bias when
output is endogenously adjusted in response to the CDM. Fifth, the intra-
industry proxy model is discussed as a way to remedy this bias while retaining
the virtues of the ex post baseline. Finally, the findings are summarized.

15.3.1 Cournot oligopoly and pre-CDM market situation

Consider a Cournot oligopoly market model where a number of firms pro-
ducing a homogeneous product compete for customers in an industry. The
market demand condition is expressed by an inverse demand schedule that
indicates market price for total quantity demanded. In equilibrium, the total
quantity demanded equals the total quantity produced, which is the sum of
the outputs by each individual firm. Thus the total quantity produced in the
industry determines the market price by way of the inverse demand function.
Then, the profit of one firm depends not only on its own output, but also on
all other firms’ outputs by way of the industry output and the market price.

In Cournot competition, each firm maximizes its profits taking other firms’
decisions into consideration. Their choices are said to be in Cournot–Nash
equilibrium if each firm chooses the output level that maximizes its own
profit given other firms’ output choices.
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For simplicity, it is assumed that demand is linear, and that the marginal
production cost of each firm is independent of its output. It is also assumed
that the greenhouse gas emission level is proportional to output in each firm.
That is, the emission level of each firm equals the product of its own constant
emission factor and its own output level.

Lemma 1: Cournot–Nash equilibrium output level x*i of firm i in an
oligopolistic market consisting of n firms with linear inverse market
demand P(q) = 1 − q is given by

x*i =
1

n + 1
− ci +

1

n + 1 �
j

cj,

where cj is the constant marginal cost of the jth firm. Hence, x*i is
decreasing in ci and increasing in cj ( j ≠ i).
The equilibrium emission level is given by Ex*i = eix*i, where ei is a constant
emissions factor of firm i.

15.3.2 CDM project and a linear compensation scheme

Suppose only firm 1 is given an opportunity to undertake a CDM invest-
ment project, which increases production marginal cost and decreases the
emission factor. Firm 1’s emission level then equals the reduced emission
factor times its output. Firm 1 gets compensated for its emission reduc-
tion in the form of the share of CDM CERs it receives. The emission
reduction that generates CDM CERs is measured by the amount by which
the emission level falls short of the emission baseline level prescribed to the
firm. Thus, firm 1 receives compensation net of fixed initial investment
cost depending on the emission reduction achieved. For simplicity, it is
assumed that the net compensation depends linearly and positively on the
reduction.

As in the pre-CDM situation, firm 1’s profit depends on its own output and
all other firms’ outputs. With CDM, however, the outputs affect firm 1’s pro-
fit also by way of the compensation deriving from the CDM CERs generated.
How exactly its own and other firms’ output affects the measured emission
reduction by firm 1 depends, as shall shortly be expounded, on what baseline
scheme is adopted.

15.3.3 Ex ante baseline (inter-industry proxy baseline)

The ex ante baseline is first considered. This baseline is supposed to define the
business as usual situation; that is, the CDM baseline should capture what
would have happened were it not for the CDM. The ex ante baseline answers
this question by setting the emission baseline equal to the product of the
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pre-CDM emission factor and the pre-CDM equilibrium output level. The
ex ante baseline prescribed for firm 1 is therefore independent of the post-
CDM output level choice made by firm 1. The larger the output becomes,
the larger the resultant emission becomes, and the smaller the measured emis-
sion reduction becomes. With this ex ante baseline, firm 1 behaves as if it were
faced with an increased marginal production cost compared to the pre-CDM
situation, for two reasons. First, the CDM project, while reducing the emis-
sion factor of the firm, is assumed to increase its output production marginal
cost. Second, because the measured emission reduction is a decreasing func-
tion of output, producing one more marginal unit of output now incurs an
opportunity cost of foregoing achieving extra emission reduction and its
associated compensation income.

The next proposition summarizes the consequences of this ex ante baseline
scheme.

Proposition 2: recall the setting of lemma 1. Suppose firm 1 voluntarily
undertakes a CDM investment project, which increases production mar-
ginal cost c1 to cCDM

1 , and decreases the emission coefficient e1 to eCDM
1

(< e1). Furthermore, suppose an ex ante emission baseline bex ante = e1x*1
(where x*1 is the equilibrium pre-CDM output level) is adopted. Then,
the Cournot–Nash equilibrium output level xex ante

i  is given by

xex ante
1 = x*1 −

n

n + 1
∆cex ante

1 ,

xex ante
i = x*i +

1

n + 1
∆cex ante

1 for any i ≠ 1, where

∆cex ante
1 � cex ante

1 − c1 = (cCDM
1 − c1) + βeCDM

1 > 0.

The total emission reduction of firm 1 is

bex ante − eCDM
1 xex ante

1 = (e1 − eCDM
1 )x*1 + eCDM

1

n

n + 1
∆cex ante

1 .

The intuition behind the proposition above is as follows. In the absence of
uncertainties or any predictable change in the environment, the ex ante base-
line may be deemed as the true baseline in the sense that it captures the
emission level that would have taken place if firm 1 undertook no CDM
project. The ex ante baseline is completely independent of ex post output.
Then, producing an extra unit of output neither loosens nor tightens the
baseline, so that the CDM project only increases the production marginal
cost and adds the marginal opportunity cost of foregoing additional units of
emission reduction. Because of this effective increase in marginal cost, firm
1’s output is reduced.
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15.3.4 Ex post baseline

In the previous section it was noted that the CDM methodologies mentioned
there essentially resort to what is called the ex post baseline. It was also noted
that the ex post baseline level varies ex post facto depending on the scale of
operation. That is, unlike the ex ante baseline, the ex post baseline prescribed
for firm 1 is not independent of the post-CDM output level choice made by
firm 1. To be precise, the ex post baseline is set equal to the product of the
pre-CDM emission factor and the post-CDM output of the firm. With
regard to this ex post baseline, it is seen that the emission reduction of firm 1
is now an increasing function of firm 1’s output. This is in striking contrast to
the ex ante baseline case, where a firm’s emission reduction is found to be a
decreasing function of its own output. On the one hand, the marginal pro-
duction cost becomes greater because of the CDM by assumption. On the
other hand, producing one more marginal unit of output leads now to
increased emission reduction. The latter effect may be large enough to offset
and even reverse the former effect, leaving the net effect generally ambiguous.

The next proposition summarizes the consequences of this ex post baseline
scheme.

Proposition 3: recall the setting of lemma 1. Suppose firm 1 voluntarily
undertakes a CDM investment project, which alters its production mar-
ginal cost from c1 to cCDM

1 , and its emission coefficient from e1 to eCDM
1

( < e1). Furthermore, suppose an ex post emission baseline bex post =
e1x

ex post
1  is adopted. Then, the Cournot–Nash equilibrium output level

xex post
i  is given by

xex post
1 = x*1 −

n

n + 1
∆cex post

1 = xex ante
1 +

n

n + 1
βe1,

xex post
i = x*i +

1

n + 1
∆cex post

1 = xex ante
1 −

1

n + 1
βe1 for any i ≠ 1, where

∆cex post
1 � cex post

1 − c1 = (cCDM
1 − c1) + β(eCDM

1 − e1)

= ∆cex ante
1 − βe1.

Lemma 4: the ex post baseline bex post overstates the emissions that would
have taken place without the CDM project, that is,

bex post = e1x
ex post
1 > e1x*i = bex ante,

if ∆cex post
1 � cex post

1 − c1 = (cCDM
1 − c1) + β(eCDM

1  − e1) < 0. The ex post base-
line therefore tends to baseline overestimation when the effect of the
production marginal cost increase dominates, and to baseline under-
estimation when the effect of the emission coefficient decrease dominates.

Alternative CDM baseline schemes and market structure 319



The total emission reduction amount of firm 1 is

bex post − eCDM
1 xex post

1 = e1x
ex post
1 − eCDM

1 xex post
1

= (e1 − eCDM
1 ) x*1 − (e1 − eCDM

1 )
n

n + 1
∆cex post

1 .

The intuition behind the proposition above is as follows. The ex post baseline
depends on the ex post output of firm 1, which is chosen by the firm itself.
Then, producing an extra unit of output loosens the baseline by units of
emission equal to the pre-CDM emission factor, while increasing actual emis-
sions by units of emission equal to the post-CDM emission factor. Since a
CDM project reduces the emission factor, the pre-CDM factor is strictly
greater than the post-CDM factor. Thus, the CDM project increases mar-
ginal production cost on the one hand, while introducing additional marginal
revenue because of the emission factor reduction on the other hand. If the
latter emission-saving effect of the CDM is dominant, firm 1’s ex post output
will become larger than its pre-CDM equilibrium level because of the effective
decrease in marginal cost, leading to a baseline overestimation.

15.3.5 Intra-industry proxy baseline

The previous subsection confirms that the ex post baseline is not independent
of the CDM project, failing to capture properly what would have happened
without the project. On the other hand, the ex post baseline permits dynamic
updating of the information on which the baseline is calculated. That is, the
ex post baseline is inappropriate because the ex post output is under the direct
influence of the CDM project. The ex ante baseline, however, is completely free
of CDM influence, but throws away all potentially useful ex post information.

A way to combine the best of the two approaches is to search for a proxy
variable that is both reasonably independent and informative. Such a proxy
variable may be sought either from within the same industry as firm 1 (intra-
industry proxy baseline), or from a similar industry (inter-industry proxy
baseline). With regard to the inter-industry proxy baseline, there is much less
reason to worry that it may be affected by firm 1’s output or the CDM. There-
fore its working is analogous to that of the ex ante baseline, which is fixed.
With regard to the intra-industry proxy baseline, it should be expected that
firms’ output levels are interrelated. The chief concern is the extent to which
the intra-industry proxy is independent of firm 1’s output, and thus of the
CDM. The following considers a firm k(≠1) that is comparable to firm 1 but is
not subject to CDM, and its output is used as a proxy for that of firm 1. So
the intra-industry proxy baseline is set equal to the product of the pre-CDM
emission factor of firm 1 and the post-CDM output of firm k.

The next proposition summarizes the consequences of this ex post proxy
baseline scheme.
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Proposition 5: recall the setting of lemma 1. Suppose firm 1 voluntarily
undertakes a CDM investment project, which alters its production mar-
ginal cost from c1 to cCDM

1 , and its emission coefficient from e1 to eCDM
1

( < e1). Furthermore, suppose an intra-industry proxy emission baseline
bproxy = e1x

proxy
k  is adopted, where c1 = ck. Then, the Cournot–Nash

equilibrium output level xproxy
i  is given by

xproxy
1 = x*1 −

n

n + 1
∆c proxy

1 = xex ante
1 ,

xproxy
k = x*1 +

1

n + 1
∆c proxy

1 = xex ante
k for any k ≠ 1, where

∆c proxy
1 � cproxy

1 − c1 = (cCDM
1 − c1) + βeCDM

1 = ∆cex ante
1 > 0.

Lemma 6: the intra-industry proxy baseline b proxy overstates the emissions
that would have taken place without the CDM project, that is,

b proxy = e1x
proxy
k > e1x*k = e1x*1 = bex ante.

The intra-industry baseline therefore tends to baseline overestimation no
matter how weak the effect of the production marginal cost increase.
This bias, however, vanishes as the number of firms n approaches infinity.
Total emission reduction amount of firm 1 is

b proxy − e CDM
1 x proxy

1 = e1x
proxy
k − eCDM

1 xproxy
1

= (bex ante − eCDM
1 xex ante

1 ) + e1

1

n + 1
∆cex ante

1 .

The intuition behind the proposition above is as follows. First, note that the
intra-industry proxy baseline has a mixed feature. It does incorporate ex post
information, namely the ex post output level of firm k(≠ 1). At the same time,
it is nearer to the ex ante baseline in that it is fixed from the viewpoint of firm
1 and is affected by the CDM project only to the extent that firm k’s proxy
output is indirectly affected by firm 1’s output. That explains why firm 1’s
output is unambiguously smaller than its pre-CDM equilibrium level, and
firm k’s output is greater than its pre-CDM equilibrium level, leading to the
baseline overestimation result.

15.3.6 Discussion

This section briefly summarizes the results obtained above and compares the
alternative baseline methodologies.

With regard to the ex ante baseline, it was noted that the CDM baseline is
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supposed to capture the emissions that would have taken place if firm 1
undertook no CDM project. In this sense, the ex ante baseline may be deemed
nearest to what the true baseline should be. Thus, the ex ante baseline
becomes completely independent of ex post output. Then, the CDM project
increases production marginal cost and adds the marginal opportunity cost
of foregoing additional emission reduction. Hence followed the reduction in
output.

With regard to the ex post baseline, it was noted that the ex post baseline
depends on a post-CDM firm 1 output that the firm itself chooses. Thus,
producing more output loosens the baseline. This baseline-loosening effect
more than offsets the increase in actual emissions because the CDM reduces
the emission factor. Thus, the CDM project increases marginal production
cost on the one hand, while introducing additional marginal revenue on the
other hand. If the latter emission-saving effect of the CDM dominates, firm
1’s ex post output becomes larger than the pre-CDM level, leading to a
baseline overestimation.

With regard to the intra-industry proxy baseline, it was noted that the
baseline has a mixed feature, incorporating ex post information while being
nearer to the ex ante baseline in that it is perceived as fixed from the view-
point of firm 1, and is affected by the CDM only through the output
interdependence between firm 1 and firm k.

Although the ex ante baseline and the intra-industry proxy baseline are not
identical to each other, they are both perceived as given from the viewpoint of
firm 1. Hence, the result is obtained that the post-CDM firm 1 output under
the intra-industry proxy baseline coincides with that under the ex ante base-
line, and is smaller than the pre-CDM level. In either case, undertaking a
CDM project tends to output reduction because of the production marginal
cost increase and the emission credit opportunity cost. The output decrease
for firm 1 in turn tends to an output increase for any other firms, including
firm k. The intra-industry proxy baseline therefore exceeds the ex ante base-
line, and the intra-industry proxy baseline grants a larger amount of emission
reduction credit than the ex ante baseline.

On the other hand, the ex post baseline is perceived to depend on the
output choice by firm 1. That is, when firm 1 decides its output level, it takes
into account that increasing output practically loosens the emission baseline
that it is faced with. Thus, the output level unambiguously exceeds the ex ante
or intra-industry proxy output level. However, firm 1’s post-CDM output
under the ex post baseline may possibly fall short of the pre-CDM level if the
production marginal cost increase because of the CDM dominates. There-
fore, the ex post baseline may actually understate the appropriate (ex ante)
baseline.
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15.4 A numerical illustration

This section illustrates the analyses conducted in the previous section using a
numerical example inspired by project 0455, mentioned in section 15.2.3. The
project concerns the food sector, for which there exists some evidence in
support of the Cournot competition model, at least in the international mar-
ket. Furthermore, the project employs baseline methodology AM0008, which
makes reference to both ex ante and ex post baseline emission levels.

The project involves conversion from oil to natural gas as a source of fuel
in several factories, including those of two firms, say firm A and firm B,
operating in the food sector. The data provided by the project design docu-
ment include the ex ante baseline and the estimated emission reduction. The
ex ante baseline employed is called a dynamic baseline because it describes
the hypothetical future course of emissions without the CDM, as expected
before the project period. The project started in 2004. For simplicity, only two
points in time are considered, namely the years 2004 and 2006. Table 15.1
summarizes key data for firm A and firm B, adopted from the project design
document. The lower panel indicates that the ex ante baseline oil use without
the CDM in 2004 equals 148,386 GJ (gigajoules) for firm A, and 34,173 GJ
for firm B, totaling 182,559 GJ. Expected consumption of natural gas with
the CDM in 2004 is 147,143 GJ for firm A and 31,447 GJ for firm B, totaling
178,590 GJ. Table 15.1 also indicates that switching fuel from oil to natural
gas requires investment of 283 million COP (Colombian pesos) for firm A
and 51 million COP for firm B, totaling 334 million COP.18 The project design
document establishes that the project is not commercially viable if no CDM
credits are granted, as indicated by the negative net present value figures
shown in the table. The above-mentioned fuel consumption data can be con-
verted and expressed in terms of tonnes of CO2 equivalent (tCO2e) using
emission coefficients publicized by the Intergovernmental Panel on Climate
Change and the conversion rate stipulated in the Kyoto Protocol. Then the
2004 baseline emission level becomes 11,389 tCO2e for firm A and 2,623
tCO2e for firm B, totaling 14,012 tCO2e, whereas the 2004 forecast project
emission level becomes 9,250 tCO2e for firm A and 1,977 tCO2e for firm B,
totaling 11,227 tCO2e. The difference—14,012 tCO2e minus 11,227 tCO2e =
2,785 tCO2e—is the predicted amount of CDM CERs generated.

The data summarized in Table 15.1 by themselves do not suffice to make
the theory derived in the previous section applicable to the present case. The
following set of auxiliary assumptions and interpretations are therefore
introduced:

• The firms behave in accordance with the Cournot competition model with
n firms. The current scale of operation of each firm is in equilibrium.

• The demand function permits linear approximation in the neighborhood
of equilibrium with respect to quantity changes induced by the CDM
project.
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• The ex ante estimates given in the project design document are calculated
under the assumption that the firms maintain their pre-CDM scales of
operation throughout the duration of the project.

• Fuel consumption is proportional to the scale of operation.

• Production marginal cost mostly consists of energy marginal cost.

• The capacity constraint does not bind the firms’ scale of operation either
in the short run or in the long run.

• The CDM project contract makes the CDM firms the residual maxi-
mizers. That is, the contract specifies that a fixed amount of benefit
should accrue to investing parties other than the CDM firms, while the
CDM firms should receive all the residual benefits from the CDM CERs
generated.

Table 15.1 Summary data for two food companies in project 0455 for years 2004 and
2006

Firm A Firm B

Average fuel consumption (GJ/year)a 148,386 34,173
Investment (million COP)b 283 51
Net present value (without credits: million COP)b −3,802 −1,535

Firm 2004 2006

Projected fuel price (COP/MBtu: high scenario):c

Residual fuel oil 9,129 10,228
Natural gas 14,694 17,328

Baseline residual fuel oil consumption (GJ)a A 148,386 177,994
B 34,173 34,173

Natural gas consumption in the project (GJ)a A 147,143 176,503
B 31,447 31,447

Project emissions (tCO2e)d A 8,323 9,983
B 1,779 1,779

Leakagee A 927 1,112
B 198 198

Ex ante project emissions (cum leakage)e A 9,250 11,095
B 1,977 1,977

Ex ante baseline emissions A 11,389 13,661
B 2,623 2,623

Sources: Project design document of project 0455: Umbrella Fuel-Switching Project in
Bogotá and Cundinamarca (http://cdm.unfccc.int/UserManagement/FileStorage/
QLUPBJXGIPMY5WVXK2KIQ28VX3KU3C). The project involves eight firms in different
industries and the project is for 10-year periods. Estimated data from 2004 through 2013 are
provided in the project design document.
a. GJ = gigajoules.
b. COP = Colombian pesos.
c. The fuel price was adjusted to COP for consistency of the data, although the document lists it

as US$. MBtu = million British thermal units.
d. tCO2e = tonnes CO2 equivalent.
e. Leakage means indirect emission increase arising from the emission reduction project (such as

transportation demand for fuel for shipping natural gas).
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These auxiliary assumptions are admittedly heroic. Consequently, the analy-
ses below should not be construed as judgmental in any way regarding the
appropriateness of project 0455 or methodology AM0008. The following
discussion is tentative and expository in nature.

Next, an attempt will be made to pin down the effect of alternative
CDM baseline methods, namely the ex ante baseline and the ex post base-
line, on the equilibrium outputs and emissions. In addition to the data
summarized in Table 15.1, in 2004 the price of oil was about US$3.00 per
million British thermal units (MBtu, approximately equal to 1 GJ), the
price of natural gas was about $5.60 per MBtu, and the price of CDM
CERs was about $5.00 per tCO2e. Recall that Table 15.1 indicates baseline
fuel consumption totals for 2004 of about 180,000 GJ for both oil and
natural gas. Given the energy prices above, the energy consumptions trans-
late respectively to about $540,000 for oil and $1,008,000 for natural gas.
Because of the assumption above that the project design document baseline
oil consumption calculation presumes an unchanged scale of operation, the
ratio of the total energy costs equals the ratio of average energy cost. Then
average energy cost equals marginal energy cost since fuel consumption is
assumed to be proportional to the scale of operation. Furthermore, energy
marginal cost is assumed to be the primary component of overall marginal
cost. Hence, energy conversion from oil to natural gas without the benefit
of CDM credit effectively makes the production marginal cost 1.87
( = $1,008,000/$540,000) times larger. This yields a reasonable measure of
the ratio of postproject marginal cost to preproject marginal cost under the
ex ante baseline in that it presumes that the scale of operation remains
unchanged.

Meanwhile, recall that in Table 15.1 the expected total amount of CDM
CERs generation in 2004 equaled 2,785 tCO2e. This translates to $13,925
( = 5.00[$/tCO2e] × 2,785[tCO2e]) given the CER price of $5.00 per tCO2e.
Thus, the ratio of postproject marginal cost cum marginal CER revenue to
preproject marginal cost is 1.84 ( = {$1,008,000–$13,925}/$540,000), which
yields a reasonable estimate of marginal cost ratio under the ex post baseline
in that it incorporates the effect of postproject change in output on CER
income. The ratio of postproject marginal cost to preproject marginal cost is
therefore estimated to be 1.87 under the ex ante baseline, and 1.84 under the
ex post baseline. The difference between these two numbers is not large,
reflecting the low emission price and the low emission reduction amount and
high energy costs.

In the light of proposition 2 in section 15.3.3, the ex ante baseline case
marginal cost ratio yields the conclusion that output will be smaller than the

pre-CDM level by 1.87 × c ×
n

n + 1
, where n is the number of firms in the

industry and c is the preproject marginal cost (adjusted to make the meas-
urement commensurable to the demand level normalization). Likewise, in the
light of proposition 3 in section 15.3.4, output will be smaller than the
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pre-CDM level by 1.84 × c ×
n

n + 1
 under the ex post baseline. Note that these

effects on output change from the pre-CDM level become larger as the num-
ber of firms in the industry grows larger. At this point, recall that proposition
3 says that the postproject output level could exceed the preproject level if the
CER marginal revenue contribution outweighs production marginal cost
increase. In this particular instance, however, the CER marginal revenue
effect is too weak to reverse the effect of the increased energy marginal cost.
As the output of the CDM firm decreases, other firms’ outputs increase

from their pre-CDM levels by 1.87 × c ×
1

n + 1
 under the ex ante baseline, and

by 1.84 × c ×
1

n + 1
 under the ex post baseline. Thus, total output will

decrease by 1.87 × c ×
n + 1

n + 1
 under the ex ante baseline, and by

1.84 × c ×
n + 1

n + 1
 under the ex post baseline.

Finally, the effect of baseline choice on the world emission will be con-
sidered, commencing with the following accounting relationship:

Total emission = emission by Annex I (A)
+  emission from the CDM firm (EC)
+  emission from other firms in the industry (EO)
+  emission from the rest of the system (R).

(This assumes that firms’ activities take place within the country under con-
sideration. If a competing firm’s production activity is located in an Annex I
country ratifying the Kyoto Protocol, the induced emission reduction arising
from a decline in the output of the foreign firm as a repercussion of an
increase in the CDM firm’s output may be used up by other parties in some
Annex I country, so that the effect pointed out could be cancelled out.)

Component (R) presumably remains unchanged by the CDM, and it is
likely that the total CER credits will be used up by the Annex I countries to
achieve their assignment level (A). Thus, the net effect of a CDM project on
the world emission equals:

(Change in emissions by other firms in the industry: dEO)
+  (gap between the baseline emission level and the emission level that
would have taken place if the firm did not adopt the project: dB).

For the ex ante baseline, dB = 0 because the total emission is evaluated at the
old level. For the ex post baseline, dB is generally nonzero because the firm’s
incentive is shifted to make the output scale larger (or smaller as in the
present example).
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Furthermore, the world total emission is affected also by changes in out-
puts produced by other firms in the industry. In response to the operation
scale change in the CDM firms, other firms in the same industry (possibly
using older technology) would typically adjust their operation scales and
emissions, which in turn affects the world total emission. But it seems that
this effect is not usually taken into account in baseline calculation. Our tenta-
tive numerical calculation indicates that the fuel conversion project imple-
mented by the CDM firms reduced their own output and emissions under
either the ex ante baseline or the ex post baseline, but the effect was partly
offset by increasing the output and emissions of other firms in the same
industry.

Analogous computations can be carried out using the year 2006 data
summarized in Table 15.1 in conjunction with year 2006 price data. In the
interim, however, the price of oil has risen sharply, and there is a paradoxical
situation where oil is more expensive than natural gas. At the same time, the
price of CERs has soared to around $12.00. Given these change in the price
data, almost every result obtained for 2004 is reversed for 2006. The post-
project marginal cost becomes smaller (as opposed to larger) under both the
ex ante baseline and ex post baseline, so the ratio of postproject marginal cost
to preproject marginal cost equals 0.71 for the ex post baseline and 0.76 for
the ex ante baseline. Output scales of the CDM firms increase (as opposed to
decrease) while those of other firms decrease (as opposed to increase). Thus,
in this case, the effect of the CDM on the world emission level arising from
the reaction of other firms in the same industry works favorably (as opposed
to unfavorably).

15.5 Conclusion and policy implications

This chapter has studied how alternative CDM baseline-setting methods per-
form when applied to a CDM project undertaken by a profit-maximizing firm
operating in an imperfectly competitive industry. First, the general back-
ground situations pertaining to the Kyoto Protocol and the CDM were
explained. The CDM baseline-setting problem was then discussed, showing
how different baseline-setting methods, particularly ex ante baseline and
ex post baseline, could affect the endogenous choice of output scale and
emissions made by the CDM firms as well as other firms in the same industry.
This situation was formally analyzed using a standard Cournot oligopoly
market model and the intuitions underlying the main results were discussed.
Finally, a tentative numerical illustration was conducted applying the ana-
lytical results in a numerical example inspired by a real-life CDM project.

Policymakers with different positions and responsibilities may draw differ-
ent policy implications from the analysis offered in this chapter. National
policymakers may be naturally more interested in the CDM CER incomes
and overall profits that accrue to firms in their own countries. Policymakers in
a CDM host country would also care about the impact on their consumers’
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welfare. Policymakers in international organizations committed to the pre-
servation of global environmental integrity may regard the world total emis-
sion level as most important. With this in mind, the policy implications of the
analysis in this chapter will be briefly reviewed and discussed.

First, the analysis starts with a simple observation that the marginal cost
(net of CDM CER marginal income) of the firm with the CDM project is
lower under the ex post baseline than under the ex ante baseline. CER income
is increasing in output scale under the ex post baseline, while it is decreasing
in output scale under the ex ante baseline.

Second, it is supposed that interfirm competition in the relevant industry is
reasonably well characterized by the Cournot oligopoly model. Then the
observation immediately yields the result that the ex post baseline leads to
more credits and higher total output than under the ex ante baseline. Fur-
thermore it is straightforward to show that the market price is lower, and
thus consumers are better off under the ex post baseline than under the
ex ante baseline. It can also be shown that the total profit of the firms in the
industry is higher under the ex post baseline than under the ex ante baseline
in relatively weak conditions.

Third, with regard to the world greenhouse gas emission level, the net
increase in emission is larger under the ex post baseline than under the ex ante
baseline because of the larger total output. However, it should also be noted
that there is a sense in which this effect on the world emission under the
ex post baseline is less pronounced under an oligopoly than under a complete
monopoly, because in an oligopoly the output expansion of the CDM firm is
counterbalanced by the output contraction of other firms in the same indus-
try. Put another way, the ex post baseline does not punish the CDM firm for
its own output expansion, but it does not compensate either for the spillover
effect that discourages other firms, which incidentally may well be operating
with less energy-efficient technologies.

The above-mentioned policy implications, however, mostly hinge on the
validity of the Cournot competition assumption. For that matter, this
analysis is not meant to claim any general applicability and should be
deemed at best a first-order approximation to far more complex CDM real-
ities. The details of the comparative statics results are by no means robust,
and may sensitively depend on model specifications and assumptions. (For
instance, within the framework of Cournot competition, perturbing the lin-
earity of the demand schedule at a small scale would leave the analysis more
or less intact; but once one allows an arbitrary nonlinear demand schedule,
then there could be examples in which some comparative statics results are
quite different.) The situation is somewhat analogous to that of so-called
strategic trade policy literature (see Brander 1995). When an industry is
collusive, the effect of the CDM and the baseline becomes even more dif-
ficult to estimate. This analysis has, however, highlighted one important
aspect of CDM implementation that has strangely been left unscrutinized,
namely the incentive consequences of CDM baseline-setting methods that
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operate through the interrelationship between firms in an imperfectly
competitive market.

As more real-life experiences of actual implementation of CDM are accu-
mulated, further insights will be gained into which specific model is more
applicable when and where. But for now, it seems premature to draw any
sweeping conclusions, and it is better to remain open minded with regard to
the effects of market interactions, even if their full manifestations have not
yet been witnessed.

The effect of the CDM on emissions and output in the presence of market
interactions could be so complex that no one-size-fits-all general theory could
possibly provide a general prescription for all conceivable real-life CDM pro-
jects that are to appear in the future. Nevertheless, it is to be hoped that
whenever policymakers evaluate individual CDM projects or CDM method-
ologies, they carefully examine and take into account the relevant market
structure and potential market interactions. It is important to keep in mind
the market interaction issues that were emphasized in this chapter in the
discussion of the future of the CDM within the post-Kyoto regime, and
perhaps in the discussion of some future similarly project-based schemes to
combat other global or regional environmental problems.

Notes

1. The authors are grateful for the financial aid from the Monbu Kagakusho
Grants-in-Aid for Scientific Research, and from the Nikkei Shorei Fund. They
also appreciate the precious comments provided by the anonymous referee and
the editors.

2. “The ex post calculation of baseline emission rates may only be used if pro-
per justification is provided. Notwithstanding, the baseline emission rates shall
also be calculated ex ante and reported in the draft CDM-PDD in order to
satisfy the requirements for identification of the elements of a baseline method-
ology agreed by the Executive Board at its eighth meeting.” (EB10 Report
Annex 1, 2003, http://cdm.unfccc.int/EB/010/eb10repan1.pdf (accessed January
4, 2007)).

3. Tietenberg 2001 is a convenient volume with a collection of papers on emissions
trading.

4. www.epa.gov/airmarkets/arp/index.html (accessed October 24, 2006).
5. http://cdm.unfccc.int/EB.
6. http://ji.unfccc.int/Sup_Committee.
7. The negotiation text of the Marrakech Accords included a number of options.

Some issues are covered by Stewart (2000).
8. Tool for the demonstration and assessment of additionality (version 02),

November 28, 2005 (http://cdm.unfccc.int/methodologies/PAmethodologies/
AdditionalityTools/Additionality_tool.pdf (accessed October 9, 2006)).

9. For the current overview of the CDM and the international carbon market, see
Capoor and Ambrosi 2006 and Michaelowa 2005.

10. An emission factor is the estimated average emission rate of a given pollutant for
a given source, relative to units of activity.

11. http://cdm.unfccc.int/EB. “AM” means a methodology approved by the CDM-
EB. “ACM” means a consolidated methodology that has been approved.
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12. http://cdm.unfccc.int/UserManagement/FileStorage/CDMWF_AM_446454474
(accessed October 9, 2006).

13. http://cdm.unfccc.int/UserManagement/FileStorage/CDMWF_AM_2R-
F4A6B593SVHDHULWXASWD1OWQ7VB (accessed October 9, 2006).

14. http://cdm.unfccc.int/UserManagement/FileStorage/AM0017_version_2.pdf
(accessed October 9, 2006).

15. For instance, in their menu study, Carter and MacLaren (1997) test Cournot
(static quantity setting game), Bertrand (static price setting game), and Stackel-
berg (games with various leader firms for each strategic variable, where a leader
firm chooses its strategy first and the follower firms choose their strategies after
observing this). Also among methodologies utilized by NEIO, static as well as
dynamic versions are considered (see Bresnahan 1989).

16. http://cdm.unfccc.int/Projects/DB/DNV-CUK1150715630.86/view.html.
17. Usually, the Cournot model is regarded as the typical model describing the situ-

ation between monopoly and perfect competition and so, in theory, investigation
using the Cournot model is applicable to most real-life situations. This is also the
case in empirical works, although the Cournot mode of competition is not
necessarily the mode that is most frequently confirmed (its prediction is too sim-
ple to accommodate the variety of results occurring in reality, as pointed out
by Aiginger (1996)). In the NEIO method, the Cournot model corresponds to
coefficient 0 in the conjectural variation studies. With approaches using other
methods, the Cournot model is still worthy of primary consideration. For
instance, most empirical studies surveyed by Richardson (1990) included Cournot
as an element of the menu, while Harrison (1994) only considers the Cournot
model for her empirical research.

18. 1,000 Colombian pesos = US$0.5 (January 2007).
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Appendix

Proof of lemma 1

Proof: given the linear demand assumption, the profit of firm i is πi = (1 − Σj

xj)xi − cixi = (1 − ci − xi − Σj ≠ i xj)xi. This is maximized when x*i =
1 − ci − Σj ≠ i x*j

2
,

given x − i = x*− 1 � (x*1, x*2, . . . x*i − 1, x*i − 1, . . ., x*n). Thus, in equilibrium, for all i,
we have x*i = 1 − ci − Σj ≠ i x*j − x*i = 1 − ci − Σj x*j, which yields Σi x*i = n −

Σici − nΣjx*j, that is, Σjx*j =
n

1 + n
+

1

1 + n
 Σici. Hence, x*i = 1 − ci − Σj

x*j = 1 − ci −
n

1 + n
−

1

1 + n
 Σi ci =

1

1 + n
− ci +

1

1 + n
Σj cj.
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Proof of proposition 2

Proof: since c ex ante
1 = c1 + ∆c ex ante

1 , we find

x ex ante
1 =

1

n + 1
− c ex ante

1 +
1

n + 1 ��
j≠1

cj + c ex ante
1 �

= � 1

n + 1
− c1 +

1

n + 1 �
j

cj� −
n

n + 1
∆c ex ante

1 ,

x ex ante
i =

1

n + 1
− ci +

1

n + 1 ��
j≠1

cj + c ex ante
1 �

= � 1

n + 1
− ci +

1

n + 1 �
j

cj� +
n

n + 1
∆c ex ante

1 for i ≠ 1.

Total emissions reduction amount is

bex ante − e CDM
1 x ex ante

1 = e1x*1 − eCDM
1 �x*1 −

n

n + 1
∆c ex ante

1 �

= (e1 − e CDM
1 )x*1 + e CDM

1  
n

n + 1
∆c ex ante

1 .

Proof of proposition 3 and lemma 4

Proof: since c ex post
1 = c1 + ∆c ex post

1 , we find

x ex post
1 =

1

n + 1
− c ex post

1 +
1

n + 1 ��
j ≠ 1

cj + c ex post
1 �

= � 1

n + 1
− c1 +

1

n + 1 �
j

cj� −
n

n + 1
∆cex post

1 ,

x ex post
i =

1

n + 1
− ci +

1

n + 1 ��
j ≠ 1

cj + c ex post
1 �

= � 1

n + 1
− ci +

1

n + 1 �
j

cj� +
n

n + 1
∆c ex post

1 for i ≠ 1.
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Total emissions reduction amount is

bex post − e CDM
1 x ex post

1 = (e1 − e CDM
1 )x ex post

1

= (e1 − e CDM
1 )x*1 − (e1 − e CDM

1 )
n

n + 1
∆c ex post

1

bex ante − e CDM
1 x ex ante

1 = (e1 − e CDM
1 )x*1 + e CDM

1

n

n + 1
∆c ex ante

1

Proof of proposition 5 and lemma 6

Proof: since c proxy
1 = c1 + ∆c proxy

1 , we find

x proxy
1 =

1

n + 1
− c proxy

1 +
1

n + 1 ��
j ≠ 1

cj + c proxy
1 �

= � 1

n + 1
− c1 +

1

n + 1 �
j

cj� −
n

n + 1
∆c proxy

1 ,

x proxy
k =

1

n + 1
− ck +

1

n + 1 ��
j ≠ 1

cj + c proxy
1 �

= � 1

n + 1
− ck +

1

n + 1 �
j

cj� +
n

n + 1
∆c ex post

1 for k ≠ 1.

Given c1 = ck, we find x*k = x*1. Hence bproxy = e1x
proxy
k > e1x*k = e1x*1 = bex ante.

Total emissions reduction amount is

bproxy − e CDM
1 x proxy

1 = e1x
proxy
k − e CDM

1 x proxy
1

= e1�x*k +
1

n + 1
∆c proxy

1 � − e CDM
1 �x*1 −

n

n + 1
∆c proxy

1 �

= (e1 − e CDM
1 )x*1 + e CDM

1

n

n + 1
∆c proxy

1 + e1

1

n + 1
∆c proxy

1

= (bex ante − e CDM
1 x ex ante

1 ) + e1

1

n + 1
∆c ex ante

1
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