Feenstra, Advanced International Trade

Chapter 1: Preliminaries. Two-Sector Models

We begin our study of international trade with the classic Ricardian model, which has
two goods and one factor (labor). The Ricardian model introduces us to the idea that
technological differences across countries matter. In comparison, the Heckscher-Ohlin model
dispenses with the notion of technological differences and instead show how factor endowments
form the basis for trade. While this may be fine in theory, it performs very poorly in practice: as
we show in the next chapter, the Heckscher-Ohlin model is hopelessly inadequate as an
explanation for historical or modern trade patterns unless we allow for technological differences
across countries. For this reason, the Ricardian model is as relevant today as it has aways been.
Our treatment of it in this chapter isa simple review of undergraduate material, but we will have
the opportunity to refer to this model again at various places throughout the book.

After reviewing the Ricardian model, we turn to the two-good, two-factor model which
occupies most of this chapter and forms the basis of the Heckscher-Ohlin model. We shall
suppose that the two goods are traded on international markets, but do not allow for any
movements of factors across borders. This reflects the fact that the movement of labor and
capital across countriesis often subject to controls at the border and generally much less free
than the movement of goods. Our goal in the next chapter will be to determine the pattern of
international trade between countries. In this chapter, we simplify things by focusing primarily
on one country, treating world prices as given, and examine the properties of this two-by-two
model. The student who understands all the properties of this model has already come along

way in hisor her study of international trade.
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Ricardian Modd

Indexing goods by the subscript i, let g denote the labor needed per unit of production of

each good at home, while af isthe labor need per unit of production in the foreign country,

i=1,2. Thetotal labor force at homeisL and abroad isL*. Labor is perfectly mobile between
the industries in each country, but immobile across countries. This means that both goods are

produced in the home country only if the wages earned in the two industries are the same. Since

the marginal product of labor in each industry is 1/ , wages are equalized across industries if
and only if p1/aq = po/ap , where p; isthe pricein each industry. Letting p = p1/p2 denote the

relative price of good 1 (using good 2 as the numeraire), this condition isp = a/a.

Theseresults areillustrated in Figure 1.1(a) and (b), where we graph the production

possibility frontiers (PPF s) for the home and foreign countries. With all labor devoted to good i

at home, it can produce L/g units, i=1,2, so this establishes the intercepts of the PPF, and
similarly for the foreign country. The slope of the PPF in each country isthen ay/a and a; / as.

Under autarky (i.e. no international trade), the equilibrium relative prices pa and paD must equal

these slopes in order to have both goods produced in both countries, as argued above. Thus, the

autarky equilibrium at home and abroad might occur at points A and A*. Suppose that the home
country has a comparative advantage in producing good 1, meaning that ay/ap < ai /a; . This
implies that the home autarky relative price of good 1 is lower than that abroad.

Now letting the two countries engage in international trade, then what is the equilibrium

price p at which world demand equals world supply? To answer this, it is helpful to graph the
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world relative supply and demand curves, asillustrated in Figure 1.2. For the relative price
satisfying p < pa: a/ap and p < paD: ai /a*z, both countries are fully specialized in good 2

(since wages earned in that sector are higher), so the world relative supply of good 1 is zero. For

pa <p< paD, the home country isfully specialized in good 1 whereas the foreign country is still
specialized in good 2, so that the world relative supply is (L/al)/(L*/a;) , aslabeled in Figure

1.2. Findly, forp> pa and p > paD, both countries are specialized in good 1. So we see that the

world relative supply curve has a*“ stair-step” shape, which reflects the linearity of the PPF's.
To obtain world relative demand, let us make the simplifying assumption that tastes are
identical and homothetic across the countries. Then demand will be independent of the

distribution of income across the countries. Demand being homothetic means that relative
demand d1/dy in either country is a downward-sloping function of the relative price p, as
illustrated in Figure 1.2. In the case we have shown, relative demand intersects relative supply at

the world price p that lies between pa and paD, but this does not need to occur: instead, we can

have relative demand intersect one of the flat-segments of relative supply, so that the equilibrium

price with trade equals the autarky pricein one country.*

Focusing on the case where pa <p< paD, we can go back to the PPF s of each country

and graph the production and consumption points with free trade. Sincep > pa, the home
country is fully specialized in good 1 at point B, asillustrated in Figure 1.1(a), and then trades at

the relative price p to obtain consumption at point C. Conversaly, sincep < p""[j theforeign

! Thisoccursif one country is very large. Use Figures 1.1 and 1.2 to show that if the home country is very large,
a .
then p=p and the home country does not gain from trade.
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country is fully specialized in the production of good 2 at point B*, in Figure 1.1(b), and then
trades at the relative price p to obtain consumption at point C*. Clearly, both countries are better
off under free trade than they were in autarky: trade has allowed them to obtain a consumption
point that is above the PPF.

Notice that the home country exports good 1, which isin keeping with its comparative
advantage in the production of that good, a;/ap < a; /a*z . Thus, trade patterns are determined by
compar ative advantage, which is adeep insight from the Ricardian model. This occurs even if
one country has an absolute disadvantage in both goods, such as & > a; and a > a;_ , SO that

more labor is needed per unit of production of either good at home than abroad. The reason that
itisstill possible for the home country to export is that its wages will adjust to reflect its
productivities: under free trade, its wages are lower than those abroad.? Thus, while trade
patterns in the Ricardian model are determined by compar ative advantage, the level of wages

across countries is determined by absolute advantage.

Two-Good, Two-Factor Model

Focusing now on a single country, we will suppose that it produces two goods with the

production functions y; =f;(L;,K;), i=1,2, wherey; is the output produced using labor L; and
capital Kj. These production functions are assumed to be increasing, concave, and homogeneous

of degree onein theinputs (L, K; ).> Thelast assumption means that there is constant returns to

2 The home country exports good 1, so wages earned with free trade arew = p/a;. Conversely, the foreign country

exports good 2 (the numeraire), so wages earned there are w* = 1/ a*2 >p/ay, where the inequality follow since p <

az /a*z in the equilibrium being considered. Then using a1 > aI , weobtainw = p/ag < p/aI <W*,
% Students not familiar with these terms are referred to problems 1.1 and 1.2.
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scale in the production of each good. Thiswill be a maintained assumption for the next severa
chapters, but it should be pointed out that it is rather restrictive. It haslong been thought that
increasing returns to scale might be an important reason to have trade between countries. if a
firm with increasing returnsis able to sell in aforeign market, this expansion of output will bring
areduction in its average costs of production, whichisan indication of greater efficiency.
Indeed, thiswas a principal reason that Canada entered into a free trade agreement with the
United Statesin 1989: to giveitsfirms free access to the large American market. We will return
to these interesting issues in chapter 5, but for now, ignore increasing returnsto scale.

We will assume that labor and capital are assumed to be fully mobile between the two
industries, so we are taking a*“long run” point of view. Of course, the amount of factors
employed in each industry is constrained by the endowments found in the economy. These
resource constraints are stated as:

Ly+L,<L

(1.1)
Ky+K, <K |

where the endowments L and K are fixed. Maximizing the amount of good 2, y, =f,(L,,K>),

subject to agiven amount of good 1, y; =f;(L4,K;) , and the resource constraintsin (1.1) gives
us y, =h(yy,L,K). Thegraph of y» asafunction of y; is shown asthe PPF in Figure 1.3. As
drawn, y» isaconcave function of y;, d%h(yy,L,K)/dy? <0. Thisfamiliar result follows from

the fact that the production functions f;(L;,K;) are assumed to be concave. Another way to

expressthisisto consider al points S = (y1,y2) that are feasible to produce given the resource

constraintsin (1.1). This production possibilities set Sis convex, meaning that if y? =(y$,y%)
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and yb = (yf,yg) are both elements of S, then any point between them Ay? +(1—)\)yb isalso

inS, for 0sA<1.*

The production possibilities frontier summarizes the technology of the economy, but in
order to determine where the economy produces on the PPF we need to add some assumptions
about the market structure. We will assume perfect competition in the product markets and
factor markets. Furthermore, we will suppose that product prices are given exogenously: we
can think of these prices as established on world markets, and outside the control of the “small”

country being considered.

GDP Function

With the assumption of perfect competition, the amounts produced in each industry will
maximize gross domestic product (GDP) for the economy: thisis Adam Smith’s“invisible
hand” in action. That is, the industry outputs of the competitive economy will be chosen to
maximize GDP:

G(py, P2, LK) =max pyy; +poy, st y, =h(yy,L,K). (1.2

Y1.¥Y2

To solve this problem, we can substitute the constraint into the objective function and write it as

choosing y1 to maximize p1y; + p,h(yy,L,K). Thefirst-order condition for this problem is

Py +p2(0h/dy,) =0, or,

_ﬂ = —ay_z_ (13)

p, 0dy; 0y

|
[ixy
I

* Seeproblems 1.1 and 1.3 to prove the convexity of the production possibilities set, and to establish its slope.
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Thus, the economy will produce where the relative price of good 1, p = p1/p2, isequal to the

slope of the production posshilities frontier.” Thisisillustrated by the point A in Figure 1.4,
where the line tangent through point A has the slope of (negative) p. Anincreasein thisprice
will raise the slope of thisline, leading to a new tangency at point B. Asillustrated, then, the
economy will produce more of good 1 and less of good 2.

The GDP function introduced in (1.2) has many convenient properties, and we will make
use of it throughout this book. To show just one property, suppose that we differentiate the

GDP function with respect to the price of good i, obtaining:

0G oy, oy,
— =V + = +p, == . 14
ap, Yi (pl ap, P2 ap, (1.4)

It turns out that the terms in parentheses on the right of (1.4) sum to zero, so that 0G/dp; = ;.

In other words, the derivative of the GDP function with respect to prices equals the outputs of
the economy. The fact that the termsin parentheses sum to zero is an application of the

“envelope theorem,” which states that when we differentiate a function that has been maximized

(such as GDP) with respect to an exogenous variable (such as p;), then we can ignore the

changes in the endogenous variables (y; and y»,) in this derivative. To prove that these terms
sum to zero, totally differentiate y, = h(y4,L,K) with respect to y; and y, and use (1.3) to
obtain p1dy1=—podyo, or p1dy; + pody2 = 0. This equality must hold for any small movement in

y1 and y» around the PPF, and in particular, for the small movement in outputs induced by the

®> Notice the slope of the price line tangent to the PPF (in absolute value) equals the relative price of the good on the
horizontal axis, or good 1 in Figure 1.4.
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changein p;. Inother words, p;(0y,/9dp;)+p>(dy,/0p;) =0, so the terms in parentheses on the

right of (1.4) vanish and it follows that dG/dp; =y; 8

Equilibrium Conditions
We now want to state succinctly the equilibrium conditions to determine factor prices and

outputs. It will be convenient to work with the unit-cost functions that are dual to the production

functions f; (L;,K;). These are defined by:

ci(w, r) = I_lrr}1<i’n {wL; + rK; | fi(L;, Kj) = 1}. (1.5

=20

In words, ¢j(w,r) isthe minimum cost to produce one unit of output. Because of our assumption
of constant returns to scale, these unit-costs are equal to both marginal costs and average costs.
It is easily demonstrated that the unit-cost functions c;j(w, r) are non-decreasing and concave in
(w,r). Wewill write the solution to the minimization in (1.5) as ¢j(w, r) = wg_ + ragg, where g
isoptimal choicefor L, and g isoptimal choice for K;. It should be stressed that these optimal

choices for labor and capital depend on the factor prices, so that they should be written in full as
aL(w, r) and ak(w, r). However, we will usually not make these arguments explicit.

Differentiating the unit-cost function with respect to the wage, we obtain:

aﬁ:aw +(W—aaiL +r—aaiK]. (1.6)
W 0

® Other convenient properties of the GDP function are explored in problem 1.4.
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Aswe found with differentiating the GDP function, it turns out that the termsin parentheses on
theright of (1.6) sum to zero, which is again an application of the “envelope theorem.” It
follows that the derivative of the unit-costs with respect to the wage equals the labor needed for
one unit of production, dc; /ow =a; . Similarly, dc; /dr = a .

To prove this result, notice that the constraint in the cost-minimization problem can be
written as the isoquant fi(g_, ak) = 1. Totally differentiate thisto obtain f; da, +f;xda,x =0,
where f; =0df; /oL; and f,x =0f; /0K;. Thisequality must hold for any small movement of
labor da; and capital dgk around the isoquant, and in particular, for the change in labor and
capital induced by achangein wages. Therefore, f; (da; /ow) +f, (dax /ow) =0. Now
multiply this through by the product price p;, hoting that p;fi_ = w and pifik = r from the profit-
maximization conditions for a competitive firm. Then we see that the terms in parentheses on
theright of (1.6) sum to zero.

The first set of equilibrium conditions for the two-by-two economy is that profits equal
zero. Thisfollows from free entry under perfect competition. The zero-profit conditions are
stated as:

P = Cl(W’ r) ’

17
P2 =Ca(w,r) . D

The second set of equilibrium conditionsis full-employment of both resources. These are
the same as the resource constraints (1.1), except that now we express them as equalities. In
addition, we will re-write the labor and capital used in each industry in terms of the derivatives

of the unit-cost function. Since dc; /dw = a;_ isthe labor used for one unit of production, it
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followsthat the total labor used in Lj = y; &, , and similarly the total capital used isK;j =y; ak.

Substituting these into (1.1), the full-employment conditions for the economy are written as:

ay y1tagy, =L,
Ly Lo

ajyp tagy, =K.
Ky Ky

(1.8)

Notice that (1.7) and (1.8) together are four equations in four unknowns, namely, (w, r)
and (y1, y2). The parameters of these equation, p1, p2, L and K, are given exogenously. Because

the unit-cost functions are nonlinear, however, it is not enough to just count equations and
unknowns: we need to study these equations in detail to understand whether the solutions are
unigque and strictly positive, or not. Our task for the rest of this chapter will be to understand the
properties of these equations and their solutions.

To guide usin thisinvestigation, there are three key questions that we can ask: (i) what
isthe solution for factor prices; (ii) if prices change, how do factor prices change; (iii) if
endowments change, how do outputs change? Each of these questions are taken up in the
sections that follow. The methods we shall use follow the “dual” approach of Woodland (1977,

1982), Mussa (1979), and Dixit and Norman (1980).

Deter mination of Factor Prices
Notice that our four equation system above can be decomposed into the zero-profit

conditions as two equations in two unknowns — the wage and rental — and then the full-
empoyment conditions, which involve both the factor prices (which affect g and gk) and the

outputs. It would be especially convenient if we could uniquely solve for the factor prices from
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the zero-profit conditions, and then just substitute these into the full-employment conditions.

Thiswill be possible when the hypotheses of the following Lemma, are satisfied:

Lemma (Factor Pricelnsensitivity)

So long as both goods are produced, and factor intensity reversals (FIR) do not occur, then each

price vector (p1, p2) corresponds to unique factor prices (w, r).

Thisis aremarkable result, because it says that the factor endowments (L,K) do not
matter for the determination of (w, r). We can contrast this result with a one-sector economy,
with production of y =f(L,K), wagesof w =pf, , and diminishing marginal product f, <0. In
this case, any increase in the labor endowments would certainly reduce wages, so that countries
with higher labor/capital endowments (L/K) would have lower wages. Thisisthe result we
normally expect. In contrast, the above Lemma says that in a two-by-two economy, with a fixed
product price p, it is possible for the labor force or capital stock to grow without affecting their
factor prices! Thus, Leamer (1995) refersto thisresult as “factor price insensitivity.” Our goal
in this section is to prove the result and also develop the intuition for why it holds.

Two conditions must hold to obtain thisresult: first, that both goods are produced; and
second, that factor intensity reversals (FIR) do not occur. To understand FIR, consider Figures
1.5and 1.6. Inthefirst case presented in Figure 1.5, we have graphed the two zero-profit

conditions, and the unit-cost lines intersect only once, at point A. Thisillustates the Lemma:
given (py, p2), thereisaunique solution for (w,r). But another caseisillustrated in Figure 1.6,

where the unit-cost lines interesect twice, at points A and B. Then there are two possible

solutions for (w,r), and the result stated in the Lemma no longer holds.
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The case where the unit-cost lines intersect more than once corresponds to “factor

intensity reversals.” To see where this name comes from, let us compute the labor and capital

requirementsin the two industries. We have aready shown that g, and gk are the derivatives of

the unit-cost function with respect to factor prices, so it follows that the vectors (g, ak) arethe

gradient vectors to the iso-cost curves for the two industriesin Figure 1.5. Recall from calculus

that gradient vectors point in the direction of the maximum increase of the function in question.

This means that they are orthogonal to their respective iso-cost curves, as shown by (ay, aik)
and (ap, ak) a point A. Each of these vectors has slope ak/g_, or the capital-labor ratio. Itis

clear from Figure 1.5 that (a1 , a1k) has a smaller slope than (ag._, ak), which means that

industry 2 is capital-intensive, or equivalently, industry 1 is labor-intensive. ’
In Figure 1.6, however, the situation is more complicated. Now there are two sets of

gradient vectors, which we label by (a1, a1x) and (agr, ak) a point A and by (b, bik) and
(boL, bok) at point B. A close inspection of the figure will reveal that industry 1 is labor-
intensive (ark/aq < apk/ap) at point A but is capital-intensive (bik/by > bok/bo ) at point B.

Thisillustrates a“factor intensity reversal”, whereby the comparison of factor intensities changes
at different factor prices.
While FIR might seem like atheoretical curiosum, they are actually quite realistic.

Consider the footwear industry, for example. While much of the footwear in the world is

" Alternatively, we can totally differentiate the zero-profit conditions, holding prices fixed, to obtain 0 = gj| dw +

gikdr. It followsthat the slope of the iso-cost curve equals dr/dw = -gj| /gjk = -Lj/Kj. Thus, the dope of each iso-
cost curve equals the relative demand for the factor on the horizontal axis, whereas the slope of the gradient vector
(which is orthogona to the iso-cost curve) equals the relative demand for the factor on the vertical axis.
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produced in devel oping nations, the United States retains a small number of plants. In sneakers,
New Balance has a plant in Norridgewock, Maine, where employers earn some $14 per hour.?
Some operate computerized equipment with up to 20 sewing machine heads running at once,
while others operate automated stitchers guided by cameras, that alow one person to do the work
of six. Thisisafar cry from the plantsin Asiathat produce shoes for Nike, Reebock and other
U.S. producers, using century-old technology and paying less than $1 per hour. The technology

used to make sneakersin Asiaislikeindustry 1 at point A in Figure 1.5, using labor-intensive

technology and paying low wages WA, whileindustry 1 inthe U.S. isat point B, paying higher
wages w® and us ng a capital-intensive technol ogy.

As suggested by this discussion, when there are two possible solutions for the factor
prices such as points A and B in Figure 1.6, then some countries can be at one equilibrium and
others countries at the other. How do we know which country iswhere? To answer this, it is
necessary to consider the full-employment conditions: these will alow us to determine the factor
prices prevailing in each country. Notice that we have now re-introduced a link between factor
endowments (from the full-employment conditions) and factor prices, as we argued earlier in the
one-sector model: when there are FIR in the two-by-two model, it will turn out that alabor-
abundant country will be at an equilibrium like point A, paying low wages, while a capital-
abundant country will be at an equilibrium like point B, paying high wages.

To establish thislink between factor endowments and prices, we need to graph the full-

employment conditions. We begin by re-writing these conditions in vector notation as.

8 The material that follows is drawn from Aaron Bernstein, “Low-Skilled Jobs: Do They Have to Move?’, Business
Week, February 26, 2001, pp. 94-95.
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ay ap| L
= ) 1.8
(alK j)ﬁ"‘(aZK jyz (Kj (1.8)

We have aready illustrated the gradient vectors (g, aik) to the iso-cost curvesin Figures 1.5

and 1.6. Now let ustake these vectors and re-graph them, in Figures 1.7 and 1.8. In the smpler

case of Figure 1.7, we have a single equilibrium for factor prices and a single set of labor and

capital requirements (ay) , a1x) and (ap, apk). Multiplying each of these by the output of their

respective industries, we obtain the total labor and capital demands y1(ayL, a1x) and y2(agL, aok).
Summing these asin (1.8") we obtain the labor and capital endowments (L,K) . But this
exercise can aso be performed in reverse: for any endowment vector (L,K), therewill bea
unigque value for the outputs (y1, y2) such that when (a1, 1) and (ap, ak) are multiplied by

these amounts, they will sum to the endowments.
How can we be sure that the outputs obtained from (1.8’) are positive? It is clear from

Figure 1.7 that the outputs in both industries will be positive if and only if the endowment vector

(L,K) liesin-between the factor requirement vectors (ay| , a1x) and (ag , k). For this reason,

the space spanned by these two vectorsis called a“cone of diversification”, which we label by

cone A inFigure 1.7. In contrast, if the endowment vector (L,K) liesoutside of this cone, then
it isimpossible to add together any positive multiples of the vectors (ay, aix) and (agL, apk) and

arrive at the endowment vector. Soif (L,K) liesoutside of the cone of diversification, then it

must be that only one good is produced. At the end of the chapter, we will show how to

determine which good it is.® For now, we should just recognize that when only one good is

® Seeproblem 1.5.



1-18 Feenstra, Advanced International Trade

K (LK)
yz(azL,azK),A......A......A....,.A.
(2oL,ak)
ya(aL,auk)
(aqL,a&k)
L
Cone A
Figure 1.7
K 4 (L2KP)
ya(bu (LK)
ConeB —| S
Cone A L

Figure 1.8



1-19 Feenstra, Advanced International Trade

produced, then factor prices are determined by the marginal products of labor and capital asin
the one-sector model, and will certainly depend on the factor endowments. Thisiswhy the
Lemma stated above requires that both goods are produced, or equivalently, that the
endowments are inside the “cone of diversification.”

Now consider the more complex case in Figure 1.8, where we have re-drawn the two sets
of gradient vectors (ay, a1k) and (ap, apk), and (b1, bik) and (bo, bok) from Figure 1.6, after

multiplying each of them by the outputs of their respective industries. These vectors create two
cones of diversification, labeled as cone A and cone B. Now we can answer the question of
which factor prices will apply in any given country: alabor abundant economy, with a high

ratio of labor/capital endowments such as (L*,K”) in cone A of Figure 1.8, will have factor

prices given by (WA, rA) in Figure 1.6, with low wages; whereas a capital abundant economy

with a high ratio of capital/labor endowments such as shown by (LB K B) in cone B, will have
factor prices given by (WB, rB), with high wages. Thus, factor prices will depend on the

endowments of the economy. A labor-abundant country such as Chinawill pay low wages and a
high rental (asin cone A). In contrast, a capital-abundant country such as the United States will
have high wages and alow rental (asin cone B).

In summary, the “single cone’ illustrated in Figures 1.5 and 1.7 show how we solve the

zero-profit conditions (1.7) when there is a unique solution for the factor prices, and then use this
solution in the full-employment conditions (1.8) to evaluate the aj; coefficients and solve for
outputs. In comparison, the “multi-cone” as presented in Figures 1.6and 1.8 show that when

there are multiple solutions for factor prices from the zero-profit conditions, then we aso need to

make use of the full-employment conditions to determine which factor prices prevail in each
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country. Despite the complexity of the latter case, many trade economists feel that countries do
in fact produce in different cones of diversification, and taking this possibility into account is a
topic of current research.®

L et us conclude this section by returning to the simple case of a single cone of
diversification, in which the Lemma stated above applies. What are the implications of this
result for the determination of factor prices under free trade? To answer this question, let us
sketch out some of the assumptions of the Heckscher-Ohlin model, which we be study in more
detailsin the next chapter. We assume that there are two countries, with identical technologies
but different factor endowments. We continue to assume that |abor and capital are the two

factors of production, so that under free trade the equilibrium conditions (1.7) and (1.8) apply in
each country with the same product prices (p1,p2). With asingle cone of diversification, we can

draw Figures 1.5 and 1.7 for each country. Allowing factor endowments to differ across the
countries will not affect the factor prices provided that both countries stay within the cone of
diversification. In other words, the wage and rental determined by Figure 1.7 isidentical in the
two countries. We have therefore proved the Factor Price Equalization Theorem, which is stated

as follows:

Factor Price Equalization Theorem (Samuelson, 1949)
Suppose that two countries are engaged in free trade, having identical technologies but different
factor endowments. If both countries are diversified and FIR do not occur, then the factor prices

(w, r) are equalized across these countries.

19 Empirical evidence on whether developed countries fit into the same cone is presented by deBaere and
Demiroglu (2000), and the presence of multiple conesis explored by Leamer (1987), Harrigan and ZakrajSek
(2000), Schott (2000) and Xu (2002). The latter papers draw on empirical methods that we introduce in chapter 3.
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To illustrate this result, we engage in athought experiment posed by Samuel son (1949)
and further developed by Dixit and Norman (1980). Initially, suppose that labor and capital are
free to move between the two countries until their factor prices are equalized. Then al that
matters for factor prices are the world endowments of |abor and capital, and these are shown as
the length of the horizontal and vertical axisin Figure 1.9. The amounts of |abor and capital
choosing to reside at home are measured relative to the origin 0, while the amounts choosing to
reside in the foreign country are measured relative to the origin 0* — suppose that this allocation
isat point B. Given the world endowments we establish equilibrium prices for goods and factors
in this “integrated world equilibrium.” The factor prices determine the demand for labor and
capital in each industry, and using these, we can construct the diversification cone (since factor
prices are the same across countries, then the diversification coneis also the same). Let us plot

the diversification cone relative to the home origin 0, and again relative to the foreign origin 0*.

These cones form the parallelogram 0A 10* Ao.

For later purposes, it is useful to identify precisely the points A1 and Ao, on the vertexes
of this parallelogram. The vectors OA; and 0* A; are proportional to (g ,ak), the amount of labor
and capital used to produce one unit of good i in each country. Multiplying (g ,ak) by world
demand for good i, D;", we then obtain the total labor and capital used to produce that good, so

that Aj = (aiL,ak) D;¥ . Summing these gives the total |abor and capital used in world demand,

which equals the labor and capital used in world production, or world endowments.
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Now we ask whether we can achieve exactly the same world production and equilibrium
prices asin this “integrated world equilibrium,” but without labor and capital mobility. Suppose
there is some alocation of labor and capital endowments across the countries, such as point B.
Then can we produce the same amount of each good asin the “integrated world equilibrium”?

The answer is clearly yes: with labor and capital in each country at point B, we could devote

0B; of resourcesto good 1 and OB, to good 2 at home, while devoting 0* B1* to good 1 and

0*B,* towards good 2 abroad. Thiswill ensure that the same amount of labor and capital

worldwide is devoted to each good asin the “integrated world equilibrium”, so that production
and equilibrium prices must be the same as before. Thus, we have achieved the same
equilibrium but without factor mobility. It will become clear in the next chapter that thereis still

trade in goods going on to satisfy the demands in each country.

More generally, for any allocation of labor and capital within the parallelogram 0A10* Ao

both countries remain diversified (producing both goods), and we can achieve the same

equilibrium prices asin the “integrated world economy.” It follows that factor prices remain
equalized across countries for allocations of labor and capital within the parallelogram 0A10* Ao,

which isreferred to as the Factor Price Equalization (FPE) set. The FPE set illustrates the range
of labor and capital endowments between countries for which factor price equalization is
obtained. In contrast, for endowments outside of the FPE set such as point B’, then at least one
country would have to be fully specialized in one good and FPE no longer holds.

The FPE theorem is aremarkabl e result because it says that trade in goods has the ability
to equalize factor prices. inthissense, tradein goodsis a“perfect substitute” for trade in factors.
We can again contrast this result with that obtained from a one-sector economy in both countries.

In that case, equalization of the product price through trade would certainly not equalize factor
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prices. thelabor abundant country would be paying alower wage. Why does this outcome not
occur when there are two sectors? The answer is that the labor abundant country can produce
more of, and export, the labor-intensive good. In that way it can fully employ its labor while still
paying the same wages as a capital abundant country. In the two-by-two model, the opportunity
to disproportionately produce more of one good than the other, while exporting the amounts not
consumed at home, iswhat alows factor price equalization to occur. Thisintuition will become

even clearer as we continue to study the Heckscher-Ohlin model in the next chapter.

Changein Product Prices

Let us move on now to the second of our key questions of the two-by-two model: if the
product prices change, how will the factor prices change? To answer this, we perform
comparative statics on the zero-profits conditions (1.7). Totally differentiating these conditions,

we obtain:

dp _way dw _ ray of

dp; =a;, dw +a, dr
pl iL iK = pi Ci W Ci r

,i=1,2 (1.9)

The second equation is obtained by multiplying and dividing like terms, and noting that
pi = ci(w,r). The advantage of this approach isthat it allows us to express the variablesin terms
of percentage changes, such as dinw =dw/w, aswell as cost shares. Specifically, let
0iL = wa /c; denote the cost share of labor inindustry i, while 8;x = rak/c; denotes the cost share
of capital. The fact that costs equal ¢; = wag_ + rgjx ensures that the shares sum to unity,

8,. +6;x =1. In addition, denote the percentage changesby dw/w =W and dr/r =t. Then
(1.9) can be re-written as:

F’ji =9i|_\fv+ Gin, i:1,2. (19’)
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Expressing the equation using these cost shares and percentage changes follows Jones (1965),
and isreferred to asthe “ Jones' algebra.” This system of equation can be written in matrix form

and solved as:

BHE 200~ W) e
P2 B Ok AT r |9| -0 6y A\P2

where|8| denotes the determinant of the 2x2 matrix on the |eft. This determinant can be

expressed as.
|9| =61 62k —O1k 621
=0y (1-62.) —(1-6y )63 (1.11)
=0y —0; =02k — 61k
where we have repeatedly made use of the fact that 6, +06,x =1.

In order to fix ideas, let us assume henceforth that industry 1 islabor intensive. This

implies that the cost sharein industry 1 exceeds that in industry 2,8, —8,_ >0, so that [8|>0in

(1.12).** Furthermore, suppose that the relative price of good 1 increases, so that

p =P, — P, >0. Then we can solve for the changein factor prices from (1.10) and (1.11) as:

B2k P1 =61k P2 _ (Bok =Bk )Py +O1k (1~ P2)

>p,, since p;—p, >0, (1.129)
6 B2k —61k) ' v

W=

elL E’Z ~ e2L bl — (elL ~ eZL)E)Z B e2L (f’l B E’Z)

o By — 65 ) <P,, sincep;—p,>0. (1.12b)
1L 2L

and, T=

1 Asan exercise, show that L,/K;>L,/K, < 85 >6, . Thisisdone by multipying the numerator and

denominator on both sides of the first inequality by like terms, so asto convert it into cost shares.
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From the result in (1.12a), we see that the wage increases by mor e than the price of good

1, W>p; >p,. Thismeansthat workers can afford to buy more of good 1 (w/p; has gone up),

aswell as more of good 2 (w/p2 has gone up). When labor can buy more of both goodsin this
fashion, we say that the real wage hasincreased. Looking at the rental on capital in (1.12b), we
see that the rental r changes by less than the price of good 2. It follows that capital-owner can

afford less of good 2 (r/p2 has gone down), and also less of good 1 (r/p1 has gone down). Thus

thereal return to capital hasfallen. We can summarize these results with the following:

Stolper-Samuelson (1941) Theorem
An increasein the relative price of agood will increase the real return to the factor used

intensively in that good, and reduce the real return to the other factor.

To develop theintuition for this result, let us go back to the differentiated zero-profit
conditionsin (1.9'). Since the cost shares add up to unity in each industry, we see from equation
(1.9') that p; isaweighted average of the factor price changes w and t. Thisimpliesthat p;
necessarily liesin-between W and . Putting these together with our assumption that

P, —p, >0, itistherefore clear that:

WP >p,>T . (1L13)

Jones (1965) has called this set of inequalities the “ magnification effect”: they show that any
change in the product price has a magnified effect on the factor prices. Thisisan extremely
important result. Whether we think of the product price change is due to export opportunities for

acountry (the export price goes up), or due to lowering import tariffs (so the import price goes
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down), the magnification effect says that there will be both gainers and losers due to this change.
Even though we will argue in chapter 6 that there are gains from trade in some overall sensg, it is
still the case that trade opportunities have strong distributional consequences, making some
people worse off and some better off!

We conclude this section by illustrating the Stol per-Samuel son Theorem in Figure 1.10.
We begin with aninitia factor price equilibrium given by point A, where industry 1 islabor-

intensive. Anincreasein the price of that industry will shift out the iso-cost curve, and as

illustrated, move the equilibrium to point B. It isclear that the wage has gone up, from wg to wy,

and the rental has declined, from rg to r1. Can we be sure that the wage has increased in

percentage terms by mor e than the relative price of good 1? The answer is yes, as can be seen by
drawing aray from the origin through the point A. Because the unit-cost functions are
homogeneous of degree one in factor prices, moving along this ray increases p and (w,r) in the

same proportion. Thus, at the point A*, the increase in the wage exactly matched the percentage
changeinthepricep. But it isclear that the equilibrium wage increases by more, wq > w*, so

the percentage increase in the wage exceeds that of the product price, which is the Stolper-

Samuelson result.

Changesin Endowments
We turn now to the third key question: if endowments change, how do the industry
outputs change? To answer this, we hold the product prices fixed and totally differentiate the

full-employment conditions (1.8) to obtain:
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P2= Co(W, 1)
p1'=c1(w, r)
——p1=C1(W, )

wWgo W* W1 w

Figure1.10
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gy dy; +ay dy, =dL,

(114)
ay dy; +apcdy, =dK..

Notice that the aj; coefficients do not change, despite the fact that they are functions of the factor

prices (w, r). These coefficients are fixed because p does not change, so from our earlier

Lemma, the factor prices are aso fixed.

By re-writing the equations in (1.14) using the “Jone’' s agebra’, we obtain:

yidy dy; +Y2faL dy, _dL R
L v Ly, L = ApVi+Aa ¥, =L
Y12k dy + Y28 dy, _dK Ak 91+ A 92 =K |
K v Koy K

(114)

To move from thefirst set of equations to the second, we denote the percentage changes

dy,/y;=Y,, and likewise for all the other variables. In addition, we define A, = (y;a /L)
=(L; /L), which measures the fraction of the labor force employed in industry i, where

Ay A, =1, Wedefine A; analogously as the fraction of the capital stock employed in

industry i.

This system of equationsis written in matrix form and solved as:
Pll_ )\ZL}[S:MJ:[EJ N (g’lj:iP\ZK ‘MLI'}]’ (1.15)
Mk Ak \Y2 K Y2 |)\| “Ax Ay (K
where || denotes the determinant of the 2x2 matrix on the left, which is simplified as:
|)\| =AM Aok —Ag Ak

= Ay (I=Ag) —@= Ay Ak (1.16)
=My —Ak =Ak —Ag
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where we have repeatedly made use of the fact that Ay, +A, =1 and Ay + Ao =1.

Recall that we assumed industry 1 to be labor-intensive. Thisimpliesthat the share of

the labor force employed in industry 1 exceeds the share of the capital stock used there,

A1 —A >0, sothat [A|>0in (1.16).* Suppose further that the endowments of Iabor is

increasing, while the endowments of capital remains fixed such that L >0, and K = 0. Then we

can solve for the change in outputs from (1.15)-(1.16) as,

91:7‘¢L>£>0 and 92:)‘&<o. (1.17)
(}‘ZK _}‘ZL) | |

From (1.17), we see that the output of the labor-intensive industry 1 expands, whereas the output

of industry 2 contracts. We have therefore established:

Rybczynski (1955) Theorem:
Anincrease in afactor endowment will increase output of the industry using it intensively, and

decrease the output of the other industry.

The intitution for thisresult is developed in Figure 1.11. With theinitial endowments
(L,K), the equilibrium outputs are y1 and y». Now suppose that the labor endowment increases
to L’ > L, with no change in the capital endowment. Starting from the endowments (L’,K), the

only way to add up multiples of (a1, a1k) and (&g, ak) and obtain the endowmentsisto

12 . . o
Asanexercise, showthat Lq/K;>L/K>L,/Ky = Nyj A and Apk > Ay . Thisisdone by multipying

the numerator and denominator in the first set of inequalities by like terms.
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reduce the output of industry 2 to y,’, and increase the output of industry 1toy4". This means

that not only does industry 1 absorb the entire amount of the extra labor endowment, it also
absorbs further labor and capital from industry 2 so that its ultimate labor/capital ratio is
unchanged from before. The labor/capital ratio in industry 2 is also unchanged, and thisis what
permits both industries to pay exactly the same factor prices as they did before the changein
endowments.

There are many examples of the Rybcynzski Theorem in practice, but perhaps the most
commonly cited iswhat is called the “ Dutch Disease.”™® This refers to the discovery of ol off
the coast of the Netherlands, which led to an increase in industries making use of this resource.
(Shell Qil, one of the world’ s largest producers of petroleum products, is a Dutch company.) At
the same time, however, other “traditional” export industries of the Netherlands contracted. This
occurred because resources were attracted away from these industries and into those that were
intensive in ail, as the Rybczynski Theorem would predict.

Our final task for this chapter is to trace through the changes in the outputs, induced by
changes in endowments, on the equilibrium of the production possibilities frontier. Asthe labor
endowment grows in Figure 1.11, the PPF will shift out. Thisisshown in Figure 1.12, where the
outputs will shift from point A to point A” with an increased of good 1 and reduction of good 2,
at the unchanged price p. Asthe endowment of labor rises, we can join up al points such as A
and A’, where the slopes of the PPFs are equal. These form a downward sloping line, which we
will call the Rybczynski line for changesin labor (AL ). The Rybczynski linefor AL indicates
how outputs change as labor endowment expands.

Of course, thereis also a Rybczynski linefor AK , which indicates how the outputs

13 See, for example, Corden and Neary (1982) and Jones, Neary and Ruane (1987).
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change as the capital endowment grows: thiswould lead to an increase in the output of good 2,
and reduction in the output of good 1. Asdrawn, we haveillustrated both of the Rybczynski
linesas straight lines: can we be sure that thisisthe case? The answer isyes. the fact that the
product priceis fixed along a Rybczynski line, implying that factor prices are aso fixed, ensures
that these are straight lines. To see this, we can easily calculated their slopes by differentiating
the full-employment conditions (1.8). To compute the slope of the Rybczynski linefor AL | itis
convenient to work with the full-employment condition for capital, since that endowment does

not change. Total differentiating (1.8) for capital gives:

d a
Y1 tag Yo =K = ady; +aydy, =0 Y2 - 3K (1.18)

dy, axk

Thus, the slope of the Rybczynski linefor AL isthe negative of the ratio of capital/output in the
two industries, which is constant for fixed prices. This proves that the Rybczynski lines are
indeed straight.

If we continue to increase the labor endowment in Figure 1.12, outputs will move

downwards on the Rybczynski line for AL , until thisline hitsthe y1 axis. At this point the
economy isfully specialized in good 1. Interms of Figure 1.7, the vector of endowments(L,K)
is coincident with the vector of factor requirements (aq, a1k) in industry 1. For further increases
in the labor endowment, the Rybczynski line for AL then movesright along they; axisin Figure

1.12, indicating that the economy remains specialized in good 1.** This corresponds to the

vector of endowments(L,K) lying outside and below the cone of diversification in Figure 1.7.

" The economy will remain specialized in good 1 if there is asingle cone of diversification. In problem 1.5 you
are asked to graph the changes in output when there is more than one cone, asin Figure 1.8.
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With the economy fully specialized in good 1, factor prices are determined by the marginal
products of labor and capital in that good, and the earlier “factor price insensitivity” Lemmano

longer applies.

Conclusions

In this chapter we have reviewed several two-sector models: the Ricardian model, with
just one factor, and the two-by-two model, with two factors both of which are fully mobile
between industries. There are other two-sector models, of course: if we add athird factor,
treating capital as specific to each sector but labor as mobile, then we obtain the Ricardo-Viner
or “ sector-specific” model, as will be discussed in chapter 3. We will have an opportunity to
make use of the two-by-two model throughout this book, and a thorough understanding of its
properties, as presented in this chapter, is essential for all the material that follows.

Thisisthe only chapter where we do not present any accompanying empirical evidence.
The reader should not infer from this that the two-by-two model isunreadlistic: whileitisusualy
necessary to add more goods or factorsto this model before confronting it with data, the
relationships between prices, outputs and endowments that we have identified in this chapter will
carry over in some form to more general settings. Evidence on the pattern of trade is presented
in the next chapter, where we extend the two-by-two model by adding another country, and then
many countries, trading with each other. We aso allow for many goods and factors, but for the
most part restrict attention to situations where factor price equalization holds. In chapter 3, we
examine the case of many goods and factors in greater detail, to determine whether the Stolper-
Samuel son and Rybczynski Theorems generalize and also how to estimate these effects. In
chapter 4, evidence on the relationship between product prices and wages is examined in detail,

using amodel that allows for trade in intermediate inputs. The reader is already well prepared
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for these chapters that follow, based on the tools and intuition we have devel oped from the two-
by-two model. Before moving on, you are encouraged to complete the problems at the end of

this chapter.
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Problems
1.1 Rewritethe production function y; = f1(L1,K1) asy1 =f1(v1), and similarly, y> = fa(vo).
Concavity means that given two points y2 =f,(v&) and y? =f;(vP), and 0 <A < 1, then
f AV +(@=-A)VD) = Ay2 + (1-A)yP. Similarly for the production function y = fa(v>).
Consider two points y2 = (y2,y3) and y° = (y2,y5), both of which can be produced while
satisfying the full-employment conditions v& +v3 <V and v? +v5 <V, where v arethe

endowments. Consider a production point mid-way between these, Ay? + (1- )\)yb . Then use
the concavity of the production functions to show that this point can also be produced while

satisfying the full-employment conditions. This proves that the production possibilities set is

convex. (Hint: Rather than showing that Ay? + (1- )\)yb can be produced while satisfying the
full-employment conditions, consider instead allocating AvS + (1- )\)vlf of the resources to

industry 1, and Av3 + (1-A)v5 of the resources to industry 2.)

1.2 Any functiony = f(v) is homogeneous of degree a if for al A>0, f(Av) = A% f(v).
Differentiating with respect to a and evaluating at a=1, we therefore obtain: f, (v)'v =af (v).
Consider the production function y=f(L ,K), which we assume is homogeneous of degree one, so
that f(AL,AK) = Af(L,K). Now differentiate this expression with respect to L, and answer:

Isthe marginal product f, (L,K) homogeneous, and of what degree? Use the expression you have

obtained to show that f, (L/K,1) = f_(L,K).
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1.3 Consider the problem of maximizing y; = f1(L1,K1), subject to the full-employment
conditions L1+L> < L and K1+K> < K, and the constraint y, = fo(L2,K»). Setthisup asa

Lagrangian, and obtain the first-order conditions. Then use the Lagrangian to solve for dy1/dyo,

which is the slope of the production possibilities frontier. How isthis slope related to the

marginal product of labor and capital ?

1.4 Consider the problem of maximizing p1f1(L1,K1)+ paofa(L2,K>), subject to the full-
employment constraints L1+L> < L and K1+K5 < K. Call the result the GDP function G(p,L,K),
where p = (p1,p2) isthe price vector. Then answer:

(8 What isdG/ap;? (Hint: we solved for thisin the chapter)
(b) Givean economic interpretation to 0G/dL and 0G/0K.

(c) Give an economic interpretation to aZG/OpiaL = aZG/aLapi, and OzGlapiaK = aZG/aKapi :

1.5 Trace through changes in outputs when there are factor intensity reversals. That is,
construct a graph with the capital endowment on the horizontal axis, and the output of good 1 on
the vertical axis. Starting at apoint of diversification (where both goods are produced) in cone A
of Figure 1.8, draw the changes in output of good 1 as the capital endowment grows outside of

cone A, into cone B, and beyond this.
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all destination countries j#i, and appears as the first term on the right of (2.12), whichis
interpreted as the factors used in country i to produce exports for all countriesj#. Similarly, the
second term on the right of (2.12) is the factors used in every country j # to produce exportsto

countryi. Thus, using (2.11") to replace the terms on the right of (2.12), we have shown:

Theorem (Trefler, 1998)
If the output of every good is distributed around the world in proportion to the purchasing

country’s GDP, then,

Vi—Si(ZjVj)z(Zj:ti Fij)_(Z#i ). (213)

Thefirst term on the right of (2.13) isthe factor content of exports from country i to all
countries j#i, and the second term is the factor content of imports from all countries j#i to
country i. The factor content of country i’s multilateral net exports is measured by the difference
between these, and (2.13) therefore shows that the factor content of country i’s multilateral net
exports (on the right) equalsits relative factor endowments (on the left). We stress that this
HOV equation is automatically satisfied if the hypothesis of the theorem holds true.

Thisresult, due to Trefler (1998), serves as awarning about using actual technology data
to construct the factor content of trade. Asin Trefler (1993) who allowed for unlimited
differences in factor productivities across countries, using the actual technologies can quickly
lead us to an identity between the factor content of trade and country’ s relative endowments, as
in (2.13). Thiswould not then be atest of the theory. Trefler (1998) further shows how this
result can be extended to accommodate trade in intermediate inputs, and rightfully suggests that

future work needs to take this identity into account.
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Other Testsof Trade

We conclude this chapter by briefly considering some other approaches to testing models
of trade. We begin with the most general test of the “law of comparative advantage,” as
proposed by Deardorff (1984b), which does not depend on the Heckscher-Ohlin model at all.
While this test is completely general, it unfortunately relies on information on autarky prices,
which is seldom available. Accordingly, we move towards alternative tests of the HO model that
do not rely on factor price equalization, and also do not require information on autarky prices.
Such atest has been proposed by Helpman (1984a), building on the earlier work of Brecher and
Choudhri (1982b). We shall review thistest and the recent empirical application of Choi and
Krishna (2001).

Deardorff’ s test of comparative advantage can be motivated with the simple 2x2x2 model
with which we began this chapter. In Figure 2.2(a), the home country has its production shifted
from point A to point B, and its consumption shifted from point A to point C, when moving from
autarky to free trade. But both the shift in production and the shift in consumption can be linked

by some inequalities that follow from profit-maximization and revealed-preference. To develop

these, let us denote the autarky production of country i by the vector Y '3 the autarky price

vector by pia, and the free trade production by Y'. Then profit-maximization ensures that

p'dyid > pa Y'. In other words, the value of production in autarky must exceed the value

obtained if producers choose the feasible (but not optimal) point Y'instead. In autarky we al'so
have that production equals consumption, so that p'®' Y' =p'@' D@ . Now consider the

consumption vector chosen under free trade, D'. Asisevident from Fi gure 2.2, and we will
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prove carefully in chapter 6, the representative consumer is better off with this free-trade
consumption than in autarky: there are gains from trade. It follows from reveal ed-preference

that the representative consumer in country i could not afford the free-trade consumption vector
at the autarky prices, that is, p' D' > p'' D'2. Pulling together these various inequalities, we
therefore have,

pial Dl 2 pia- Dla = pia- Yla 2 pla-Y| (214)

Comparing the first and last of these expressions, we see that pia' ( D' - Yi) > 0. But
since the net exports of country i are denoted by Ti = Yi - Di, it follows that pia' Ti <0. Also,

we have implicitly assumed above that trade is balanced for all countries, meaning that p'Ti =0,

where p isthe vector of freetrade prices. Therefore, we have derived the key result of Deardorff

(1984b):
(p?-p)T < 0. (2.15)

In words, countries will tend to export those goods (Tji > 0) whose autarky prices are below the

trade prices, and import those goods (Tji < 0) whose autarky prices are above the trade prices.
This certainly held in our 2x2x2 model at the beginning of the chapter, where the home country
exported good 1 (with p > pa) and imported good 2. The inequality in (2.15) shows that this
type of result holds in general, with any number of goods and factors.

While we have derived this result for a comparison of autarky and free trade, Deardorff

(1984b) shows that it also holds for a comparison of autarky with any form of trade that may be

restricted by the use of tariffs. So we can measure the trade prices and quantities using actual
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data, but as we have already mentioned, it is difficult to measure the autarky equilibrium. One
unigue case Where this equilibrium was observed in historical data was Japan in the mid 1850s,
which then rapidly moved to more open trade with the Melji restoration in the late 1860s.
Bernhofen and Brown (2001) use data on Japan’ s pattern of trade from 1868 to 1872, together
with various sources of autarky price information from around the 1850s, to directly test the
predictionin (2.15). They find that this prediction is strongly confirmed, thereby supporting this
genera statement of comparative advantage.

To develop atest that does not rely on autarky information, let us return to the
assumptions of the HO model: identical technologies across countries, with constant returns to
scale. In contrast to our initial formulation of the HOV model, however, we no longer assume
that FPE holds. We are then alowing the countries to be in different cones of diversification.

When countries trade freely in goods at the price vector p, we denote the GDP of country i by

G(p, Vi), where V' are the endowments of country i. Note that under our assumption of

identical technologies, we do not need to index the GDP function itself by the country i. We
again keep track of the bilateral trades between countries, and let X I denote the gross exports of
goods from country i to country j. In order to measure the factor-content of these exports, we use

the primary factor requirements of the exporting country i, and define FI = A"XY asthefactor

contents of exports from country i to country j, measured with the exporting country’s

technology.

Suppose, however, that rather than having country j import X i of goods, we directly

allowed it to import the amount F in factors. Under our maintained assumption that

technologies are the same in both countries, it would be feasible for country j to directly produce
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the amount X in goods, using the same methods as employed in country i. In general,

however, country j could do better than that: because factor prices differ between the countries,
the importing country might not want to use the same methods as the exporter, and will end up

producing more by choosing methods attuned to its own factor prices. Thus, if we evaluated
GDP in country j using the hypothetical factor imports FJ | it must exceed the value obtained
with the import of goods:
p(Y +x"y < Gp,vI +FY)
< G(p, V1) +[aG(p,V})/aVI]'F! (2.16)

=pvY!+wl'Fl .

The second line of (2.16) follows because the GDP function is concave in the factor

endowments, and the last line follows because the derivative of the GDP function with respect to

endowments equal s the vector of factor prices vvI .
Taking the difference between the first and last lines of (2.16), we therefore have

p'X I <wl'FY | so that the value of bilateral exports in goods s less than the value of embodied

factors, using the importing country’s factor prices. If instead we had used the exporting

country’ s factor prices, however, then with constant returns to scale the value of output would
just equal the value of factors used, so that p'X i =wi'Fl. combini ng this with the previous
inequality we therefore have:

w! -w')yFl > 0. (2.17)
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Furthermore, by repeating this exercise but focusing on net exports from country j to

country i, measured using country j’s technology, we can derive that:

w!l -w')yF' <0, (2.18)

Putting together these two inequalities, we therefore obtain the key result of Helpman (1984a):
w! -wy (F' -F > 0. (2.19)

These inequalities can be interpreted as saying that factors embodied in trade should flow

towards the country with higher factor price, i.e. if factor k has a higher pricein country j,
(W{( —wik) > 0, then we should have Fli(j >0 in(2.17) or Flii <0in(2.18) for at least some

factorsk, so that (2.17)-(2.19) hold when we add up across factors.

To summarize, (2.17)-(2.19) give us testable hypotheses on bilateral factor-content of
trade between countries, that do not depend on FPE, though they do presume identical
technologies. Choi and Krishna (2001) implement this test for bilateral trade flows between
eight countries (Canada, Demark, France, Germany, Korea, Netherlands, the U.K. and the U.S))
using datafor 1980. They considered two different ways of measuring the rental price of capital,
and two different levels of disaggregating labor. Considering first the one-way trade flowsin
(2.17) and (2.18), they find that these equations have the correct sign in about 52% to 55% of
cases, depending on the methods used for measuring factors. Even when a one-way flow has the
incorrect sign, but is small in magnitude, it is still possible that the two-way factor flow in
equation (2.19) will have the correct sign. Thisis confirmed by Choi and Krishna, who find that
the combined equation (2.19) is satisfied for 72% to 75% of cases, which is a quite respectable

success rate.
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Choi and Krishna (2001) also show how (2.17) and (2.18) can be generalized to alow for
scalar technological differences across countries, much likein (2.8). In that case, they find that
the one-way trade flowsin (2.17) and (2.18) have the correct sign in 55% to 59% of cases, while
the two-way trade flowsin (2.19) have the correct signin 79% of cases. It is somewhat
surprising that correcting for scalar technology differences between countries did not lead to a
greater improvement in the test results, but then again, this correction improved the “sign test”
for Trefler (1995) from 50% to only 62%. Trefler’s acceptance of the scalar productivity
differences as an improvement over the conventional HOV model was based on other criterion,
and in particular, their ability to help explain the “missing trade.” For the bilateral flows
anayzed by Choi and Krishna, the fact that the combined equation (2.19) — emphasized by
Helpman (1984a) — is satisfied in about three-quarters of cases indicates support for the theory,

and suggests that dropping FPE is an important direction for further research.

Conclusions

We started this chapter with the Leontief paradox, and after explaining this away using
the results of Leamer (1980), went on to argue that the complete tests of the HOV model fail
sadly under the conventiona assumptions of this model: identical homothetic tastes and
identical technologies with FPE across countries. Aswe begin to loosen these assumptions, the
model performs better, and when we allow for unlimited differences in productivities of factors
across countries, asin Trefler (1993), then the resulting HOV equations will hold as an identity.
Between these two extremes, Trefler (1995) shows that a parsimonious specification of
technological differences between countries — allowing for auniform difference with the U.S. —
isstill ableto greatly improve the fit of the HOV equation. Recent research such as Davis and

Weinstein (2001a), which we review in the next chapter, generalizes these technological
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differences and further explains how we account for the differences between the factor content of
trade and relative endowments.

So what isleft for further research? Whileit is dangerous to predict the course of future
research, we can suggest two areas that deserve further attention. First, it isworth making a
distinction between accounting for global trade volumes and testing hypotheses related to trade.
When we attempt to match the right and left-hand sides of the HOV equation, such as by
introducing productivity parameters, we are engaged in an accounting exercise. With enough
free parameters thisis bound to lead to equality of the HOV equation, as we found in (2.13)
which uses the actual technologies of each country, but relies on an assumption about exports.
On the other hand, when we test hypotheses such as (2.17)-(2.19) then we are making use of
economic behavior: the GDP function is concave in the factor endowments, leading to (2.17)-
(2.19), if and only if producers economize on factor inputs when their pricesrise. There seems
to be a difference between these two approaches, and ordinarily in economics, we are more
interesting in testing economic behavior.

Second, even if we accept that the HOV equation can fit perfectly by allowing for
sufficient differences between technol ogies across countries, this begs the question: where do
these differences in technology come from? In the original work of Heckscher and Ohlin, they
rejected the technology differences assumed by Ricardo in favor of aworld where knowledge
flowed across borders. We have since learned that this assumption of technological similarity
across countries was empirically false at the time they wrote (see Estevadeordal and Taylor,
2000, 2001), aswell asin recent years (Trefler, 1993, 1995; Davis and Weinstein, 2001a). So
we are back in the world of Ricardo, where technological differences are a major determinant of

trade patterns. Such differences can hardly be accepted as exogenous, however, and surely must
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be explicable based on underlying causes. Increasing returns to scale might be one explanation,
and this has been incorporated into the HOV framework by Antweiler and Trefler (2002) as will
be discussed in chapter 5.  Economy-wide increasing returns are al so suggested by the literature
on “endogenous growth,” which we will discuss in chapter 10. Beyond this, some recent authors
have argued that geography/climate (Sachs, 2001), or colonial institutions (Acemoglu, et al,
2001), or socia capital (Jones and Hall, 1999), or the efficiency with which labor is utilized
(Clark and Feenstra, 2001) must play an important role. Whatever the answer, thisissue will no

doubt occupy researchers for some years to come.
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Problems

2.1 Suppose that the factor content of trade is zero on the left of equation (2.7). Then solve for

the implied values of the productivities nik in one country relative to another.

2.2 An assumption of the Heckscher-Ohlin-Vanek model, as outlined in this chapter, is that
tastes are identical across countries and also homothetic. The latter isan unrealistic assumption
because of Engel’s Law: expenditures on food are a declining share of total income. Following

Hunter and Markusen (1989), we can introduce non-homothetic tastes using a linear expenditure
system. Denoting per-capital consumption of good i in any country j by dij , We suppose that the
utility function is given by:
N N
ul= |'|(diJ -d)®, with Y @ =1
i=1 i=1

The parameters d; > 0 in the utility function are interpreted as the “ minimum consumption” of
each commodity i=1,...,N. They are assumed to the be the same across countries, as are the

parameters @ > 0.

(a) Assuming that per-capita income | Iis large enough to afford the “minimum consumption”,

then show that per-capita demand for each commodity in country j is given by:

L . M =
diJ =d; +q (I _ijlpjdj)/ph
wherep;, j=1,...,N, are the commodity prices.

(b) Assuming that prices are the same across countries due to free trade, we can normalize them

at unity, and rewrite demand in the more compact form,
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di =5 +ql’,

where &; = (d; - @, zj“ila j) arethe values of “minimum consumption” measured relative to

their mean. Interpret the coefficients §;.

(c) Multiply the per-capita demand by country population L), to obtain total demand,
D) =Jd) =5, + ¢ E’, where E! = LJIJ denotes total expenditurein country j. We can write
thisin vector notation as, D! = 8L1 + g/ . Using this demand function, re-derive the HOV

eguation (2.1), and interpret the new equation.
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Empirical Exercises

In these exercises, you will reproduce some of the empirical results from Trefler (1993, 1995).
To complete the exercise, the Excel file “hov_pub.csv” should be stored in the directory:
c:\Empirical_Exercise\Chapter_2\hov_pub.csv. After this, runthe STATA program

“hov_pub.do”, which will create anew STATA datafile“trefler.dta’. Then do:

2.1 Given identical technologies across countries, run the program “sign_rank_1.do” to conduct
the sign test, rank test, and test for missing trade. Usetheresultsin“sign_rank_1.log” to

replicate columns (2) and (4) in Table 2.5.

2.2 Given uniform technological differences across countries, run the program “sign_rank_2.do”
to redo the sign test, rank test, and missing trade. Usetheresultsin “sign_rank_2.log” to

replicate column (3) and (5), given column (6) in Table 2.5.

2.3 Allowing all factorsin each country to have different productivities, now run the program

“compute_pi.do” to compute factor productivities T[ik as Trefler (1993). Note that there are 9

factorsin the original data set, but these are now aggregated to just 4 factors, which are labor
(endowment 1), capital (endowment 2), cropland (endowment 3) and pasture (endowment 4).
Using theresultsin “pi.log” or aternatively in the datafiles “pi_1.dta, pi_2.dta, pi_3.dta,
pi_4.data” to answer the following:

(& Which factor has the most negative productivities estimated?

(b) What isthe correlation between the estimated labor productivity and the productivities of
other factors? What is the correlation between each factor productivity and GDP per-capita

(which you can find in thefile “trefler.dta’)?
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Chapter 3: Many Goods and Factors

The Heckscher-Ohlin-Vanek (HOV) model we studied in the previous chapter allowed
for many goods and factors, but for much of that discussion we maintained the assumption of
factor price equalization. Thistheorem was proved in chapter 1 only for the case of two goods
and two factors (and no factor intensity reversals). A natural question to ask is with many goods
and factors, will factor price equalization continue to hold? More generally, what happens to the
other theorems we discussed in chapter 1 — the Stolper-Samuelson and Rybczynski Theorems?
Are there some generalizations of these that apply to the many good and many factor case?
These are the topics we shall addressin this chapter.

We begin with the case where the number of goods and factors is the same, the so-called
“even” case. We will see that the factor price equalization theorem naturally generalizes from
the case of two goods and two factorsto N goods and N factors. Versions of the Stolper-
Samuelson and Rybczynski Theorems also continue to hold, though not quite as strong as we
obtained in the two-by-two case.

Then weturn to “uneven” cases, beginning with two goods and three factors. We can
think of the factors as labor, which is mobile between both industries, and a specific factor in
each industry, such as capital or land, which does not move between them. Thisisthe so-called
“specific factors’” or Ricardo-Viner model. It will become immediately clear that factor price
equalization does not hold, but rather, that factor prices prevailing in a country depend on its
factor endowments. The results of the Stol per-Samuel son and Rybczynski Theorems are also
modified, depending on whether we are considering a change in the mobile factor (labor) or the
specific factors. The results we obtain for this case illustrate those that apply whenever there are

more factors than goods.
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Empirically, the case of an equal number of goods and factors or more factors than goods
can be neatly analyzed using a country’s GDP function. We discuss how these functions can be
estimated using data on a set of industries over time. These techniques have been pioneered by
Diewert (1974) and applied in an international context by Kohli (1978, 1991), Woodland (1982)
and others.> Harrigan (1997) provides an application to the OECD (Organization for Economic
Cooperation and Development) countries that we shall review, whereby the output shares of
various industries are related to country prices, productivity and factor endowments. By
estimating these share equations, we can then compute the effect of endowment changes on
output shares, namely, the Rybczynski effects. This methodology allows us to explain the
specialization of countries across various industries. In addition, the GDP function allows usto
estimate the dual Stolper-Samuelson effects, as we shall discussin this chapter and the next.

Finally, we consider the case of more goods than factors, starting with three goods and
two factors. Using the results of Dixit and Norman (1980), we argue that there is a wide range of
possible factor endowments across countries such that factor price equalization continues to
hold, provided that technologies are the same across countries. However, the amount of
production occurring in each country is indeterminate when factor prices are equalized. A test
for production indeterminacy has been implemented by Bernstein and Weinstein (2002), as we
review.2 An elegant generalization of the case with more goods than factor is when thereisa
continuum of goods, as in Dornbusch, Fischer and Samuelson (1980). This model alows usto
complete our presentation of empirical results from Davis and Weinstein (2001a) that we

introduced in the last chapter.

1 Burgess (1974a,b, 1976) provides estimates of an aggregate cost rather than GDP function for the U.S., as we
shall discuss.
2 The empirical methods discussed in this chapter draw upon the survey by Harrigan (2003).
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Equilibrium Conditions

We will suppose that there arei=1,...,N goods, and j=1,...,M factors. The production
functions are written y; =f; (v;) , wherev; = (vj1,...,Vim) is the vector of factor inputs. Asusual
we assume that the production functions are positive, increasing, concave and homogeneous of

degree onefor al v; > 0. Denoting the vector of factor prices by w, the unit-cost functions are

Gi(w) = mig{w'vi |f;(v;i) =21}, which are also positive, increasing, concave and homogeneous of
ViZ

degree onefor al w> 0. The zero profit conditions are then stated as:
P =Ci(w), i=1,...,N. (3.1

The second set of equilibrium conditionsis full-employment of resources. Asin chapter

1, wewrite dc; /0w = a; (w) asthe amount of factors used for one unit of production, and it

follows that the total inputs used in industry i are v; =y; a(w). We denote the elements of the

vector g(w) by aj(w), j=1,...,M. Then the full-employment conditions are stated as:
N -
2 gj(w)y; =V, ji=1,....M, (3.2)
i=1

where Vj is the endowment of resourcej. In matrix notation, let A =[ai(w)',..., av(w)] denote

the MxN matrix of primary factors needed for one unit of production in each industry, where the
columns of this matrix measure the different industriesi=1,...,N. The full-employment

conditions (3.2) are then written compactly as:

AY =V, (3.2)
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where Y isthe (Nx1) vector of output and V isthe (Mx1) vector of factor endowments.

The equilibrium conditions (3.1) and (3.2) are N+M equations in N+M unknowns,
namely, the factor pricesw;, j=1,...,M and outputsy;, i=1,...,N. To anadyze thesg, it will be
helpful to use the GDP function for the economy, which is defined as:

N N
G(p,V) = max > pifi(v;) subject to D v; <V, (3.3)
viz0 i=1

where p = (py,...,pn) and V = (Vy,...,V ) are the price and endowment vectors. To solvethis
maximization problem, we substitute the constraint (written with equality) into the objective

function, and write the output of good 1 as fl(V - Ziszvi ) so that the maximized value of GDP

N

becomes, G(p,V) = plfl(v =D,V )+ Z|N=2 pifi (v;). From the envelope theorem, we can

differentiate this with respect to p and V while holding the optimal inputs choices v; fixed,

i=2,...,N. Then we obtain:

(@  0Glop; = fi(vi) = Vi, whichisthe output of industry i;

(b) 0G/oV; = p10f1/dvij , which is the factor price w; .
Furthermore, by Y oung's theorem we know that, aZG/apiavj = 6ZG/GVj6pi, so it follows that:

9°G _dw; _ 9°G _ dy,
opioVj dpi  0Viopi  dv, '

(©) (34)
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Samuelson (1953-54) called conditions (3.4) the “reciprocity relations,” and it shows that the
Stol per-Samuel son derivatives are identical to the Rybczynski derivatives! Results (a)-(c) hold
regardless of the number of goods and factors, but require differentiability of the GDP function.
We shall comment on the validity of this assumption below.

We now consider some special cases.

Same Number of Goods and Factors

With N=M, the zero-profit conditions (3.1) become N equationsin N unknowns. The
guestion, then, is whether we can obtain a solution for the wages w and if this solution is unique.
In chapter 1, we discussed the case of “factor intensity reversals,” whereby the iso-cost lines of
the unit-costs curves for two industries intersect twice (see Figure 1.6). This meansthat there are

some prices for the two industries such that the iso-cost lines are tangent, as shown in Figure 3.1

at point B. At these factor prices, the factor requirements vectors g(w) in the two industries are

proportional.
A factor intensity reversal (FIR) means that there are factor prices w at which two

columns of the matrix A are proportional, so that A issingular. Actually, afactor intensity
reversal occurs even if the components of a;(w) and ap(w) for just two factors are proportional,

i.e. point B in Figure 3.1 holds for factors 1 and 2, even though the demand for the other factors
in these industries are not proportional. To rule out this case, we therefore require a stricter
assumption than the nonsingularity of A.

Samuelson (1953-54) first proposed the condition that the leading principle minors of A

are all non-negative, i.e.,
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Figure3.1
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a1 - an
£0, .., ¢ . 1 |#0. (3.5

N 0 ann

1 apy
a 70,

ad;p Ay

By anatural re-ordering of the goods and factors, the signs of all these determinants can be taken
as positive. However, Nikaido (1972) showed that this condition was not enough to ensure that
the system of equations (3.1) has a unique solution for w given any p > 0. Instead, it had to be

strengthened as: there exist bounds b > 0 and B > 0 such that,

&1 Ay

0<b£a11, T <B. (36)

dp Ay

Then we have the following “factor price insensitivity” result, as named by Leamer (1995):

Lemma (Samuelson, 1953-54; Nikaido, 1972)
Assume N=M and that condition (3.6) holdsfor all w > 0. Then for al p > 0, the set of equations

(3.2) has a unique solution for factor pricesw > 0.

This Lemmaimplies that the factor prices can be written as a function of product prices,
or w(p), independent of endowments. Note that thisimplies a special form for the GDP function

(3.3). With constant returnsto scale in all industries, GDP can be written in general as G(p,V) =
Z;V':lw j (p,V)Vj , Which isjust the sum of payment to primary factors. Under the conditions of

the above Lemma, thisformulais simplified to:

GpV) = XL wi(p)V;. (37)
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In particular, thisimplies that aze/av,-avi =0, so there are no diminishing returns to the

accumulation of afactor in the economy overall.

Now suppose that two countries share the same technologies, and therefore the same unit-
cost functions, and through free trade they face the same prices p. Provided that both countries
are producing all i=1,...,N goods, then this Lemma establishes that they will have the same

factor prices, so factor price equalization (FPE) is obtained. The set of endowments that allow

both countries to be producing y; > 0 for i=1,...,N, can be computed from the full-employment

conditions (3.2). Thiswill be an FPE set, analogous to Figure 1.9 in chapter 1. In the case of
egual goods and factors, the FPE set is a higher-dimension analogue to Figure 1.9: rather than a
parallelogram in 2 dimensions, we would have a hyper-parallelogram in N dimensions. So for
factor-price equalization, the extension from 2 goods and 2 factorsto N goods and N factorsis
obtained quite easily.

What about the Stolper-Samuel son and Rybczyski Theorems? To see what sort of
generalization can be obtained for these, let ustotally differentiate the zero-profit conditions

(3.1), and apply the Jones' (1965) algebra, to obtain:

M
bi =2, 6w, i=1,...M, (38)
=1

where 6;; = wja;j/c; denotes the cost-share of factor j inindustry i. Aswe saw in chapter 1, the

changes in commodity prices are weighted averages of the changesin factor prices. For a
change in the price of each commaodity i, holding other goods prices fixed, there must then exist

factorsj and k such that W; > p; and Wy, <0. Under additional conditions we can establish that
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these inequalities are strict,® and therefore, factor j has gained in real terms and factor k has lost
inreal terms. The Stolper-Samuelson Theorem generalizesin thissense: for a changein the
price of each good, there will exist some factor that gainsin real terms and another that loses.

A similar generalization holds for the Rybczynski Theorem. To seethis, differentiate the

full-employment conditions (3.2) with respect to endowment Vy, holding prices (and therefore

factor prices) fixed, obtaining:

a;(w) =0, i=1,...,.M, j#k, (3.92)

Mz
2l

1
[y

&

% Ly (W) =1. (3.9b)

2

Provided that the matrix A isnonsingular at the prevailing factor prices, then we can use the

conditions (3.9) to uniquely determine the Rybczynski derivatives dy; /dV, . From condition
(3.9b), it must be the case that dy; /dV, >0 for somegoodi. Using thisin (3.9a), there must
exist some other good j for which dy; /dVy <0. Thus, we have shown that for an increasein

the endowment of each factor, there must be a good whose output rises and another good whose
output falls.

This generalization of the Rybczynski Theorem isfine, but our results for the Stol per-
Samuelson Theorem are not fully satisfactory. Recall that in the two-by-two model, labor and
capital each suffer from an increase in the price of some good. Does this apply in the NxN case?

Jones and Scheinkman (1977) answer this in the affirmative:

3 Either (1974, 1984) assumed that 5j j > Ofor al factors and industries. Jones and Scheinkman (1977, p. 929) use

the weaker assumption that every industry employs at least two inputs, and each input is employed in at least two
industries. However, they both assume that with a small change in prices every good is still produced. This means

that the factor intensities &jj cannot be proportional in two industries.
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Theorem (Jones and Scheinkman, 1977)
Assume that N=M, and that the matrix A is nonsingular at the prevailing factor prices. Then for
each factor, there must be a good such that an increase in the price of that good will lower the

rea return to the factor.

The proof of this theorem follows from (3.9) and the reciprocity relations (3.4): starting

with any factor k, we know that dy;/dV, <0 for some good j, and so it follows that

dw, /dp; <0 for somegoodj. Sinceall other prices are fixed, it follows that wi/p; has fallen,

along with wy/pj, i#j, so that the real return to factor j has been reduced. Jones and Scheinkman

interpret this theorem as saying that “ each factor has a good that is a natural enemy,” in the sense
that raising the price of that good will lower the return to the factor. However, in the general
case of N=M > 2 goods and factors, we cannot prove in general that “each factor has a good that
isanatura friend;” i.e., for each factor, there need not exist a good such that increasing the price
of that good will raise the real return to the factor.* We have already argued that raising a price
will increase the real return to some factor, but we cannot establish that each factor will benefit
in real terms due to an increase in the price of some good. So factors have “natural enemies’ but
not necessarily “natural friends.”

Empirical estimates of the Rybczynski effectsin the “even” case have already been
shown in the previous chapter, from Leamer (1984). Harrigan (1995) re-examines asimilar set
of regressions but using industry outputs as the dependent variable rather than net trade. The

explanatory variables are country factor endowments, and the linear relationship between outputs

* Either (1984, Proposition 20) argues that there will be a“qualified” friend, in the sense that raising some
commaodity price will raise that factor price enough to lower the aggregate income of all other factors.
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and factor endowments follows directly from inverting (3.2'), obtaining Y = A'lv, or:
i M i - .
y :ZBjka(, i=1,...Cj=1,...N, (3.10)
k=1

where i now indexes countries, j indexes goods, k indexes factors, and fjk denotes the elements

of AL Harrigan uses data for the OECD countries over 1970-1985 for 10 manufacturing sectors

and four factor supplies: capital, skilled and unskilled labor, and land. Notice that the number of
goods exceeds the number of factorsin this formulation, even though inverting (3.2') assumes
that N=M. We can think of Harrigan's approach as assuming N=M in terms of the “true”
number of goods and factors, but then aggregating factors in the data so that there are only four.
More generally, this discussion points out that whether or not there is an equal number of goods
and factors cannot be judged by simply “counting” these: instead, we would need to test some
hypotheses to determine this, as we shall discuss in the sections that follow.

The results obtained by regressing industry outputs on factor endowments, over the panel
of OECD countries and years, are similar to those obtained by Leamer (1984): for each
manufacturing industry thereis at least one factor with a negative Rybczynski effect, indicating
that an increase in that endowment would reduce the manufacturing output. These factors were

usually skilled or unskilled labor, and sometimes land. Conversely, capital has a positive
coefficient Bjk in all ten regressions, indicating that an increase in this endowment will raise
manufacturing output. Beyond these results, Harrigan (1995) is able to explore properties of the
panel dataset which Leamer (1984) could not since he only had data for two years. Harrigan

finds that fixed effects for countries are very important, indicating that there are systematic

differences across countries not captured by the theory underlying (3.10). The most significant
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assumption in applying (3.10) to panel datais that technologies are the same across countries

and time. We will be eliminating this assumption later in this chapter.

More Factors than Goods

We turn now to the case of more factors than goods, M > N. We can again differentiate
the zero-profit conditions to obtain (3.8), so our generalization of the Stolper-Samuelson
Theorem continues to hold: an increase in the price of each good will lead to arisein thereal
return to some factor, and afall in the real return to another. However, our generalization of the
Rybczynski Theorem does not hold: when we differentiate the full-employment conditions we

do not obtain (3.9), because now a change in factor endowments leads to a change in their prices,
so the factor-intensities g;j will change. Furthermore, the fact that (3.9) does not hold means that

the theorem due to Jones and Scheinkman (1977) will not hold either: it isno longer that case
that each factor has a good that is a“natural enemy.”

To illustrate these results, we focus on the specia case of two goods and three factors, in
what is called the “ specific factors’ or the Ricardo-Viner model. This model has been analyzed

by Jones (1971), Mayer (1974), Mussa (1974), and Neary (1978), among others. Let usreturn to
the notation that the two sectors use labor and capital, with production functionsy; = fi(L; Kj).
We now assume that the capital stocks K; are fixed in each industry, so that labor is the only

factor that moves between them. Thisframework is sometimes viewed as a “ short run” version

of the Heckscher-Ohlin model, for atime span short enough such that capital is fixed.
The full employment condition for labor isL; + Lo < L, and so the GDP function for the

sector-specific economy is:
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2
G(p,L,K1,K») = max > pifi(L;,K;) subjecttoL,+L,<L. (3.12)
i2 i=1

To maximize GDP, labor will flow between the two industries until its marginal value product is

the samein each. Thisfirst-order condition is stated as,

0G
a—L:WZplflL(l—bKl):pzf?_L(Lz’Kz)- (3.12)

With the capital stocks fixed, (3.12) is easily solved for the labor alocation, asisillustrated in

Figure 3.2. The horizontal axis measures the total labor endowment L, which is allocated
between industry 1 (measured from its origin 01) and industry 2 (measured from its origin 0o).

Concavity of the production functions implies a diminishing marginal product of labor, so both
curves pifj. are drawn as downward sloping relative to their origins. The equilibrium wageis

determined at the intersection of these two curves, point A.

Note that the position of the marginal product curves depends on the amount of capital in
each industry, and therefore, so does the equilibrium wage at point A. Thus, with two countries
having the same technology and facing the same prices due to free trade, but with differing
endowments, there will not be factor price equalization: rather, the price of each factor will be
inversely related to their endowments.”

Now suppose that there is an exogenous increase in the price of good 1. What isthe

effect on factor prices? In Figure 3.3, the marginal value product curve of industry 1 will shift
up by Apsfy, asillustrated. It isimmediate that the wage increases along with the allocation of

labor to industry 1. From (3.12), we can compute the increase in the wage as:

®> Seeproblem 3.1.
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dw dL w
d—1=f1|_ +I01f1|_|_Ti<f1|_ =p—1, (3.13)

where the inequality follows from f1 | <0and dL1/dp; > 0. Withdp; >0, it follows

immediately from (3.13) that dw/w = W < dpy/py = p,. Thefact that W > 0 means that workers

can buy more of good 2, whose price is fixed, but that fact that w < p; meansthat (w/p;y) has

fallen, so that workers can afford of less of good 1. Thus, the changein the real wageis
ambiguous. whether aworker is better off or worse off depends on his or her relative
consumption of the two goods.® Thisillustrates how the above theorem due to Jones and
Scheinkman (1977) no longer holds with more factors than goods.

What about the rental to capital in each industry? From the zero-profit conditions (3.8)

the change in the prices of the goods are aweighted average of the change in wages and rentals.

Denoting the latter by r;, thefact that 0 < W < p; implies:

f,<O0<w<p<h. (3.14)
If we allow for a change in the price of good 2, with p, < p;, then these inequalities become,

) <Py <W<py<iy, (3.14')
This shows how the “magnification effect” present in the two-sector is modified when capital is

specific to each sector. Inthat case, the wage of labor is* caught in the middle,” whereas the

returns to the specific factors are still a magnified version of the price changes.
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The effects of changes in the endowments of factors are also straightforward to derive.
Suppose first that the capital stock inindustry 1 rises. Thisincreases the marginal product of
labor in that industry, which leads to a higher wage, as shown in Figure 3.4.” Thus, labor
benefits from an increase in the capital stock in either industry. Furthermore, we can apply (3.8)

while setting p; = 0, since we are assuming that product prices are fixed. The increasein the

wage must be offset by afall in the rental on capital in both industries® So all specific factors
suffer from an increase in their stock in any industry. Figure 3.4 also shows that the labor

allocated to industry 1 increases, while the labor allocated to industry 2 decreases. It follows that
y1 risesbut y, falls. So anincrease in either specific factor will raise the output of that industry

but lower the output of the other industry.

Next, consider an increase in the labor endowment. This expands the labor axisin Figure
3.5, and asthe origin 0o shiftsto theright, it carries along with it the pofo curve. The

equilibrium shifts from point A to point B, and it is clear that the wage falls while theincreasein
labor inindustry 1 isless than the total increase in the labor endowment. These two results
imply that the specific factors in both industries experience arisein their rentals, and the output
of both industriesincreases. So for an increasein labor, which is the mobile factor, there is no

longer a Rybczynski-like effect.

® Thisresult can also be seen from Figure 3.3, since the vertical shift of the marginal value product curve exceeds
theincreasein therelative wage. That is, Aw < Ap1fq , withf1) evaluated at the initial labor allocation at point A.

Dividing both sides of this equation by w = p1f1| , we obtain Aw/w < Ap1/p1.

" With only two factors, and a production function f(L,K) that is concave and homogeneous of degree one, it must
be the case that f k > 0.

8 Exercise: use (3.8) with p; = 0 to show which specific factor has the greatest fall initsrental.



3-17 Feenstra, Advanced International Trade

W
B
A
pofaL Pafi
Figure3.4
W
pofaL AL
p2f2L p 1f1L
O]_ O2 02’

Figure3.5



3-18 Feenstra, Advanced International Trade

Estimating the GDP Function

The number of goods and factors, as well as whether factors are mobile or not, all
influence the form of the GDP function. To capture these effects empirically we can hypothesize
avery general functional form for GDP and then use data on industry output and prices, as well
as factor endowments and prices, to estimate the GDP function. By taking the derivatives of the
estimated GDP function with respect to prices and factor endowments, we can then obtain the
Rybczynski and Stol per-Samuelson derivatives that apply to an actual economy.

Thefirst step isto choose afunctional form for GDP. A convenient choiceisthe translog
function, which was introduced by Diewert (1974, p. 139) and initially used in the international

trade literature by Kohli (1978). Thisfunction iswritten as,

N M L NN
ING=0g+ Y 0;Inp; + DB InV, +5 ZZyijlnpi Inp;

i=1 k=1 i=1j=1 (3.15)
L MM N M '
+5 2 2.0 InVieInV, +3° > gy Inp; InVy
k=1/=1 i=1k=1

where p; denotes the prices of productsi=1,...,N, and Vi denotes the endowments of factors
k=1,...,M. Inorder to ensure that the trandog GDP function is homogeneous of degree onein

prices, we impose the requirements,”

N N
20 =1and ;=2 @=0. (3.16)
i=1 i=1 =1

In addition, to ensure that the GDP function is homogeneous of degree one in endowments, we

impose the requirements,

° Without loss of generality, we also impose the symmetry restrictions yi=yiad 3, =3, . Seeproblem3.2to
show that (3.16) and symmetry ensures that the translog cost function is homogeneous of degree one in prices.
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M M
Bk =1 and Zékf = Z(ﬂk =0. (317)
1 k=1 k=1

M=

k

The usefulness of the translog function comes from computing itsfirst derivatives,
0InG/olnp; = (0G/dp;)(pi/G). Because 0G/dp; equals the output of sector i, it follows that

(0G/0pi)(pi/G) equals the share of sector i in GDP, which we denote by the output-shares

s = piyi/G. Thus, differentiating (3.15) with respect to In p; we obtain,

N M
s =a; + ) yjlnp;+> @y InVy, i=1,...N. (3.18)
j=1 k=1

In addition, we can compute the first derivatives with respect to factor endowments,
obtaining dInG/dInV = (0G/dV)(V/G). Because 0G/0V equals the factor price of endowment

k, it follows that (0G/dV)(V/G) equals the share of GDP devoted to factor k, which we denote

by the factor-shares s, = wgV i /G. Thus, differentiating (3.15) with respect to In V¢ we obtain,

Sk =By +§:6kglnv[+§:(plklnpi, k=1,...,M. (319
=1 i=1
Equations (3.18) and (3.19) are N+M linear equations that can be estimated using annual
data on output and factor shares, product prices, and endowments. The dependent variablesin
each of (3.18) and (3.19) sum to unity, which means that one of the equations can be derived
from the others. Under these conditions, one of the equations is dropped from each of (3.18) and
(3.19) before the system is estimated, leaving (N+M-2) equations. With annual observations

over T years, this means that there are (N+M-2)T observations used to estimate the coefficients
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Vi, @k and &, ."> The great advantage of estimating this system of shares equations, rather than

just the GDP function in (3.15), isthat there are more observations and degrees of freedom.
Even with just a modest number of annual observations, such as 20, the researcher can expect to
obtain reasonably precise estimates of the coefficients.

The coefficients @ in (3.18) measure the response of each output share to changesin the
endowments, and are referred to as output elasticities. These are similar to the Rybczynski
effects, which are normally defined as the impact of a change in endowments on the level of
output rather than its share. To make this conversion, write the quantity of each output as
Iny; =In(s;G/p;) . Differentiating thiswith respect to an endowment InV, using (3.15) and

(3.18), we obtain the Rybczynski elasticity:
dlny; LTI (3.20)
olnV, s
Thus, the coefficients @ together with the input and output shares can be used to calculate the
Rybczynski elasticity.
Similarly, write the price of each factor as Inw, =In(s,G/V, ). Differentiating this
with respect to Inp; using (3.15) and (3.19), it follows that the Stol per-Samuelson elasticities

are:

oWy _ i | o (3.21)
olnp; s

In addition, we can differentiate Inw, =In(s, G/ V) with respect to the factor endowments to

obtain:

19 The hypotheses of symmetry and homogeneity, in (3.16) and (3.17), can be tested by first estimating the translog
system without these restrictions and comparing the system estimated with the restrictions.
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%stk -1 if k=¢,
dlnwy _ | s

olnv,

5 (3.22)
K +s,, if k#7.

Sk
These elasticities allow us to test the hypothesis of “factor price insensitivity,” meaning that the
GDP function takes the specia formin (3.7). Whilethisfunctional form cannot be imposed

globally for the translog GDP function, it can be evaluated locally by testing whether (3.22) is

zero. This meansthat wetest oy, =S, (1-s,) and &, = —s,S,, which can be performed at one

year (e.g. the midpoint) of the sample. In summary, given the estimated coefficients from the
translog share equations, we can readily compute the Rybczynski and Stol per-Samuel son
elasticities and also test for “factor price insensitivity.”

Turning to empirical applications, Kohli (1978) estimates a translog GDP function for
Canadawhile Kohli (1990a) estimatesit for U.S. data. Focusing on the U.S. application, Kohli
uses the five mgjor GDP components as goods: consumption (C), investment (1), government
services (G), exports (X) and imports (M). Notice that he treats exports and imports as an output
and input, respectively, in the production process. Thisis quite different from our treatment in
the previous chapter where net exports were the difference between consumption and production:
now we are defining exports and imports independently from consumption. This makes sense if
exports are differentiated from domestic goods and if imports are mainly intermediate inputs.
Both of these are plausible hypotheses, and we will explore the role of imports as intermediate
inputs more in the next chapter.

For primary inputs Kohli (1990a) identifies |abor and capital, so he obtains five output-
share equations (3.18) (where imports have a negative share) and two factor-share equations

(3.19). Dropping one equation from each system, we then have five equationsin total, and with
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data over 40 years (1948-87) this gives 200 observations to estimate atotal of 25 parameters of
the translog system.™ In hisresults, Kohli finds that the Rybczynski elasticities (3.20) are
positive for the impact of labor on the supply of exports, investment goods and the demand for
imports, and also for the impact of the capital stock on the production of consumption goods. In
other words, exports and investment goods appear to be labor-intensive, while consumption
goods appear to be capital-intensive, as measured by these Rybczynski elasticities. The sign of
the Stol per-Samuel son elasticitiesin (3.21) are the same, of course, so that an increase in the
import price hurts labor while an increase in the export price benefits labor.

This sign-pattern of elasticities found by Kohli is somewhat puzzling, since we normally
think of investment goods as capital-intensive in their production, and the sameistrue for U.S.
exports, whereas consumption goods (including many non-traded services) would seem to be
labor-intensive. Kohli (1990a) finds the opposite results and thisis confirmed in Kohli (1993a)
using adifferent functional form. Perhaps the difficulty is that the macroeconomic variables C,
I, and G are not the best way to form output aggregates, despite the fact that these categories are
readily available from the national accounts. Indeed, the finding that U.S. exports appear to be
labor-intensive already appeared in the early results of Leontief (1953), discussed in chapter 2,
and one explanation for this “paradox” (besides the critique of Leamer, 1980) was that goods or
factors should be disaggregated further.

An dternative aggregation scheme is used by Burgess (1974a,b, 1976), who estimates an

aggregate cost rather than GDP function for the U.S. He also includes imports as an input into

™ 1n addition to five constant terms aj and B in the share equations (3.18) and (3.19) (after dropping one from
each system), Kohli (1990a) includes five time trends reflecting technological change. In addition, the 5x5 matrix

[vij] has ten free parameters after taking into account symmetry y; = y; and the homogeneity restrictions (3.16); the
2x2 matrix [3,,] has one free parameter after taking into account symmetry and the homogeneity restrictions (3.17);

and the 5x2 matrix [@k] has four free parameters after taking into account (3.16) and (3.17).
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the cost function, along with labor and capital, and for outputs uses traded goods (durables and
nondurables) and nontraded goods (nongovernment services and structures). Burgess notes that
the relative price movements within each of these aggregates are similar, which isone
justification for the formation of an aggregate. Using datafor the U.S. over 32 years (1948-69),
Burgess finds that traded goods are capital-intensive whereas nontraded goods are labor -
intensive. This matches our prior beliefs about U.S. exports versus nontraded services. In
addition, he finds that nontraded goods have alower cost-share of imports than do traded goods.
This means that an increase in the price of imports has a greater impact on traded goods, and
because this sector is capital-intensive, would lead to afall in the return to capital and arisein
the relative wage.™? In this sense, tariffs benefit labor in the U.S. (which is the opposite of the
result found by Kohli).

Burgess (1976) aso tests the hypothesis that the aggregate cost function C(Y ,w) can be

written in the linear form:

Y W)= YL yici(w), (323)

where the functions cj(w) are interpreted as unit-cost functions within the industriesi=1,...,N.

When (3.23) does not hold it means that we cannot identify distinct industries producing each of
the outputs; rather, these outputs are produced jointly from the economy’ s factor endowments.
So (3.23) isreferred to as atest of “nonjoint production.” We have not yet emphasized that
nearly al of our results on the Stolper-Samuel son and Rybczynski Theorems so far in this book
rely on nonjoint production. In contrast, if output is produced jointly from one or more inputs

then there is no presumption that “magnification effects’ of the type we have discussed hold.

2" Thisresult is developed in problem 3.3.
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Notice the similarity between the linear form for the aggregate cost function in (3.23) and the
linear form for the GDP function in (3.7). We argued that (3.7) isatest of “factor price
insensitivity” whereas (3.23) isatest of nonjoint production, but sometimes these concepts are
used nearly interchangeably.™

Burgess (1976) finds that (3.23) isrejected at exactly the one percent level of
significance. Thus, there is some evidence for the U.S. that the production of traded and
nontraded goods occurs under joint production. Likewise, Kohli (1981) also rgjects the
hypothesis of a nonjoint aggregate cost function using U.S. data. Considering the hypothesis of
“factor price insengitivity,” which means that the GDP function can be written in the linear form
(3.7), this can be evaluated from the el asticities (3.22) reported by Kohli (1990, 1993a). He finds
that factor returns do depend on endowments — with higher endowments leading to lower returns
on that factor — but only weakly so (standard errors are not reported).

Notice that these tests of (3.7) and (3.23) are actually combining two distinct hypotheses:
perfect mobility of capital between sectors and nonjointness in production. So when we reject
(3.7) and (3.23) we are not sure which of these hypothesesisreally responsible. Kohli (1993b)
addresses this by developing a model where capital is sector-specific, though the researcher does
not observe the amount of capital in each sector. Only observing the aggregate capital stock,
one way to proceed isto assume that the capital devoted to each sector is alwaysin fixed
proportion to the aggregate stock. In that case, the GDP function is written as a function of
aggregate labor (mobile between the two sectors) and aggregate capital (in fixed proportion in

each sector).

3 For example, Kohli (1983; 1991, p. 44) refersto (3.23) as “nonjointness in input quantities’ and (3.7) as
“nonjointness in output quantities.”
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Using this sector-specific structure, Kohli (1993b) develops atest for nonjointnessin
production that he refers to as “amost nonjointness.” This test can be applied to either the GDP
or cost function, and is weaker than the testsin (3.7) and (3.23) because the return to capital in
each sector need not be the same. He implements this test on a 2x2 aggregation structure of the
U.S. economy, where labor and capital produce consumption and investment goods. Inthe
results, he finds that “amost nonjointness’ is rejected for the aggregate cost function but is not
rejected for the GDP function. Even on the cost side, the parameter estimates of the cost
function do not differ that much when “amost nonjointness’ isimposed. So Kohli concludes
that a sector-specific structure of the U.S. economy is broadly consistent with the annual data,
and is much preferable to perfect mobility of capital combined with nonjointness asin (3.7) and
(3.23). Theimplied Stolper-Samuelson and Rybczynski el asticities for the sector-specific
structure are as we discussed in the previous section.

A fina application of the translog GDP function that we shall discussis due to Harrigan
(1997). Building on the prior work of Leamer (1984) and Harrigan (1995), heisinterested in
estimating Rybczynski elasticities on cross-country and time-series data. A limitation of early
work was the assumption that technol ogies were the same across countries. Harrigan (1997)
argues that this can be generalized by instead assuming that the GDP function is the same across

countries while allowing for Hicks-neutral differencesin theindustry production functions.

Thus, if industry production functions are denoted by y; = A;f; (v;) , where the coefficients A;

can differ across countries, then the GDP function becomes,

N N
G(A1P1,-ApPum, V) =max D piAif;(v;) subjectto D v; <V . (3.24)

viz0 = i=1
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Notice that we have multiplied the prices p; appearing in the GDP function by the Hick’ s-neutral

productivity parameters A;, because that is how they appear on the right of (3.24). If we adopt a

translog form for the GDP function, then the output-share equations in (3.18) would be
written as:
N M
s =a; + ) yiIn(Apj) + > @k InV,, i=1,...N. (3.25)
=1 k=1
That is, the output-shares of each industry depend on their prices and productivities (with the
same coefficient applying to each), as well as the factor endowments,

We will be discussing the measurement of industry productivity further in chapters 4 and
10, aswell as properties of the GDP functionin (3.24). For the present purposes, we note that
Harrigan (1997) assumes that countries are engaged in free trade so that industry prices are the
same, and no longer appear in (3.25):** it follows that the determinants of the output-shares are
productivities and endowments. It istheinclusion of the productivity variablesin (3.25) that
distinguishes this approach from Leamer (1984) and Harrigan (1995) and thisis an important
generalization from earlier research.’

Harrigan estimates (3.25) over apanel data set consisting of 10 OECD countries over
about 20 years (from 1970 to 1988-90). He distinguishes seven major manufacturing sectors
(food, apparel, papers, chemicals, glass, metals, and machinery), which consist of aggregates
from the International Standard Industrial Classification (ISIC). For endowments he uses six
factors. two types of capital (producer durables and nonresidential construction), three types of

labor (high-educated with some post-secondary schooling, medium-educated with some high-

¥ The prices can be normalized at unity in the first year, and then Harrigan assumes that their values in ensuing
years can be captured by a simple time trend in each share equation.



3-27 Feenstra, Advanced International Trade

school, and low-educated without high-school) and arable land. Because he only has data on
factor quantities but not prices, he does not estimate the corresponding system of factor-share
eguations. The output-shares are measured relative to GDP, so these sum to less than unity over
the seven manufacturing sectors and there is no need to drop one of the equations. He therefore
has seven equations with about 200 observations for each, or some 1,400 observations to
estimate atotal of 77 parameters.’®

The calculation of the Rybczynski elasticities in (3.20) requires both the output-shares

and factor-shares. Since the latter are not available we simply report the estimated coefficients
@k from the share equations (3.25), in Table 3.1. These “Rybczynski effects’ have signs that

match our expectations. Thus, producer durable investment has a positive impact on the share of
each of the seven manufacturing sectors, but nonresidential construction has a negative
coefficient in most cases. Thisis consistent with nontraded services being intensivein
nonresidential construction and drawing resources away from manufacturing. Only two of the
sectors have a positive and significant Rybczynski effect with arable land, and these are
chemicals and metals, which depend on natural resources. With the exception of these two, the
other sectors have a positive Rybczynski effect with either medium-educated or |low-educated
labor, but a negative effect with highly-educated labor, which is consistent with highly-educated
workers being used intensively in nontraded services. These results are broadly consistent with,

and build upon, the findings of Leamer (1984) and Harrigan (1995).

> The model proposed by Harrigan (1997) has also been used in recent work by Redding (2002), which is
recommended for further reading.

16 Along with seven constant terms aj in the share equations (3.18), Harrigan also includes seven time trends. In
addition, the 7x7 matrix [yjj] has 28 free parameters after taking into account symmetry y; = y;;, and the 7x6 matrix
[@ik] has 35 free parameters after taking into account (3.16).
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Table 3.1: Estimates of Rybczynski Effectsfrom Harrigan (1997)

Producer Non- High-ed. Medium-ed. Low-ed. Arable

Durables residential Workers Workers Workers Land

Constr'n
M anufactured Products

Food 1.31 -0.20 -0.17 0.68 -0.02 -1.60
(0.19) (0.29) (0.13) (0.20) (0.14) (0.30)

Apparel 0.94 -0.35 -0.66 0.69 0.10 -0.71
(0.14) (0.20) (0.09) (0.14) (0.10) (0.23)

Paper -0.02 0.16 -0.22 -0.04 -0.15 -0.26
(0.112) (0.127 (0.07) (0.11) (0.08) (0.70)

Chemicals 1.19 -1.53 -0.002 -0.89 -0.40 1.63
(0.21) (0.29) (0.10) (0.20) (0.15) (0.32)

Glass 0.36 -0.24 -0.19 0.38 -0.10 -0.20
(0.09) (0.14) (0.06) (0.09) (0.07) (0.15)

Metals 0.19 -0.07 -0.50 -0.21 -0.22 0.81
(0.20) (0.28) (0.13) (0.19) (0.14) (0.31)

Machinery 0.91 -1.75 -2.11 1.01 1.82 0.12
(0.48) (0.72) (0.32) (0.48) (0.35) (0.88)

Notes: Standard errors arein parentheses.

Source: Harrigan (1997, p. 488).
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More Goods than Factors
We now consider amodel with more goods than factors, and for convenience, suppose
that there are three goods and two factors (labor and capital). We assume that there is perfect

factor mobility between theindustries. The zero profit conditions (3.1) then become 3 equations

in 2 unknowns, so we cannot find a solution except at special values of the prices (p1, p2, pP3).

Thissituation isillustrated in Figure 3.6. If we consider one of these special prices (p1, p2, p3) a

which all 3 goods are produced, then the full-employment conditions (3.2) give 2 equationsin 3

unknowns, so these are under-determined: there are many solutions for (y1, yo2, y3). What isthe
explanation for these unusual results?

Using the result that there are multiple solutions for (y1, y2, ¥3), we can graph these as a
line of outputs on the PPF in Figure 3.7. Therefore, the PPF has “ruled segments’ on it, as
illustrated. Any price vector p=(p1, p2, p3) that alowsfor zero profitsin all three industries will

correspond to aline of outputs along the PPF. At the same time, a slight movement in prices
away from this point will very likely lead to a corner solution, where only two of the goods are
produced. Thus, for most price vectors there will be specialization in a subset of goods, equal to
the number of factors. Conversely, if the price vector just happensto allow for zero-profitsin all
goods, then there will be multiple solutions for the outputs.*’

With these initial observations, what can we say about factor price equalization? At first
glance, the problem seems intractable: the set of goods produced in a country will be extremely

sensitive to the product prices. But let usrecall that the prices being considered must be the

" This means that the GDP function is not differentiable in the product prices.
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p3 = c3(w.r)

p1 = c1(w,r)
P2 = Ca(W,r)
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equilibrium prices with free trade. Let us make the strong assumption that the countries have
identical technologies. Since all goods must be produced in equilibrium, it follows that for a

wide range of factor endowments the equilibrium prices will indeed be one of the special vectors

(p1, P2, p3) that is consistent with all goods being produced in each country. In other words, it

will not be unusual to find that the plane with normal vector (p1, p2, p3) istangent to one of the

ruled segments on the PPF for each country, with indeterminate outputs in each country, but
adding up to world demand in total.

To demonstrate these claims, we will construct the factor-price equalization (FPE) set for
two countries, similar to that constructed in chapter 1 but now using multiple goods. Recall from
chapter 1 that we construct the FPE set by first considering an “integrated world equilibrium”
where labor and capital are free to move between countries, ensuring that their factor prices are
equalized. In thisequilibrium we establish product prices that are consistent with all goods being

produced. These can be used to construct factor prices (the same in both countries) and the

factor intensities &;. Then the question is: can we reproduce the same equilibrium but having

fixed endowments in each country, without factor mobility? The range of endowment over
which we can obtain the same equilibrium is the FPE set.

To determine this range, let us rank the goods in terms of increasing labor/capital ratio, so

that &g /agk > ap /apk > ... > ayL/ank. Then using the world demands Dinor each good in the

integrated equilibrium, compute the labor and capital demandsin each industry, (g ,aix) D}" .

Summing these, we must obtain the world endowments of |abor and capital,
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N
> (&L ai)Di" =LY, K"). (3.26)
i=1

This full-employment condition isillustrated in Figure 3.8, where the axes measure the world
endowments of labor and capital. Starting at the origin O for the home country, we sum the
usage of labor and capital in each industry asin (3.26), obtaining the consecutive points shown in
Figure 3.8 that reach the opposite origin 0*. Conversely, starting at the foreign origin 0* we can
sum the usage of labor and capital in each industry to arrive at the home origin O.

Now consider any point B inside thisregion in Figure 3.8. We leave it to the reader to

confirm that there is a positive linear combination of the vectors (g ,ak) that sum to point B

from either origin. Indeed, there are most likely many positive combinations of the vectors
(aL,ak) that sum to point B, which illustrates the indeterminacy of production in each country.

But thisindeterminacy does not really matter, because the world equilibrium is maintained at the
same product and factor prices asin our initial hypothetical equilibrium. Thus, all pointsinside
the region labeled the FPE set in Figure 3.8 lead to factor price equalization, with equilibrium
product prices that are consistent with zero-profits for all goodsin both countries.'®

An empirical test for the indeterminacy of production is proposed by Bernstein and
Weinstein (2002). They note that the full-employment condition (3.2") holds regardless of the
number of goods and factors, where the MxN matrix A isthe same across countries. If N=M and

A isnonsingular, then we could invert (3.2") to obtain the regression (3.10), which is estimated
by Harrigan (1995). Denoting the coefficients of that regression by the matrix Al=B= [Bjk]

it follows that:

'8 This construction of the FPE set is due to Dixit and Norman (1980, pp. 114-121) and we will have an
opportunity to use it again in chapter 11, in our discussion of multinationals.
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AB = Iy, (3.27)

where Iy is an identity matrix of dimension M. Thus, atest for the indeterminacy of production

proceeds by estimating the regression (3.10) asin Harrigan, and using the coefficients to test the
linear restriction in (3.27). If thesefail, we conclude that production is indeterminate.
Bernstein and Weinstein use data across 47 Japanese prefectures around 1985, with 29

sectors and 3 factors (college-educated workers, other workers and capital). They first check
whether the full-employment condition AY'=V' holdsfor each prefecturei=1,...,47. Inthis

test, the matrix A is held fixed at its national value for Japan. This means that the national full-
employment condition AZ?ZlYi = i4=71Vi holds by construction, and the first test is to see

whether this condition also holds for each prefecture. Thisfirst test passes easily. However,
they strongly reject the second test, which consists of estimating regression (3.10) using the
cross-prefecture data and testing restriction (3.27). Theimplication isthat the location of
production across the prefectures in Japan is not smply explained by the endowments in each
region: some other features must be at work.™®

Is there any way to resolve production indeterminacy when there are more goods than
factors? Bhagwati (1972), responding to Jones (1956-57), suggested that a determinate
production structure would occur when factor prices were unequal across countries: in that case,
every commodity exported by a country with high labor/capital endowment would need to have a

higher 1abor/capital ratio than the exports of the other country. A proof of this so-called “chain

9 Other features are suggested by Davis and Weinstein (2001b), which is recommend for further reading.
Bernstein and Weinstein (2002) go on to compare their results for Japan to those obtained with international data.

They find that even the full-employment condition AY' =V fails when using the Japanese national data for A but

thisis not the case for when using other country’s data for Y'and V'. Thisisthe familiar finding that production
techniques differ across countries.
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proposition” was provided by Deardorff (1979). Bhagwati also suggested that the existence of
transportation costs would be enough to make factor prices unequal, and therefore resolve the
production indeterminacy. Deardorff argued that thisis true when thereis only trade in final
goods (and no subsidies to trade), but it breaks down when there is also trade in intermediate
inputs. Setting aside this concern, are there any other cases where production indeterminacy can
be resolved? Instead of relying on transportation costs to generate factor price differences, it
would seem that we could instead rely on endowment differences between the countries, large
enough to move them outside of the factor-price equalization set. This turns out to be a fruitful
line of inquiry, and to model it most elegantly, it will be useful to introduce a continuum of
products into the Heckscher-Ohlin model. Thisis done by Dornbusch, Fischer and Samuelson

(1980), which we discuss next.

Continuum of Goods
Let z[1[0,1] denote the range of goods, and let y(z) denote the quantity produced of each
of these goods:

¥(2) = f[L(2),K(2).Z], (3.28)

where these production functions are increasing, concave and linearly homogeneous in

[L(2),K(2)] . It will be convenient to work with the dual unit-cost functions, which are:

cw,r,2) = min {wL(2)+rK(2) |f[L(2),K(2),Z]=1 . (3.29)
L(z),K(2)=0

Welet a (w,r,z) = oc(w,r,z)/ow and ak(w,r,z) = oc(w,r,z)/or denote the amount of labor and

capital, respectively, needed to produce one unit of y(z). These will depend on the factor prices,
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but we assume that there are no factor-intensity reversals, which means that we can order the
activities z such that ax (w,r,z)/a_(w,r,z) isnon-decreasing in z. That is, we rank the activities by
increasing order of capital-intensity.

Consider first the home country under autarky. Demand is assumed to come from a

Cobb-Douglas utility function:
1 . 1
InU = | a(2)Iny(z)dz, with [ Ja(z)dz=1. (3.30)

Thus, a constant share of income a(z) is spent on each final good y(z). Under autarky, then, the
expenditure on each final good at home would be a(z)(wL+rK), where L and K are the factor
endowments, with equilibrium pricesw and r. Dividing this by the prices p(z)=c(w,r,z), we

obtain demand for each output, which must equal supply under autarky:
y(2) = a(z)(wL+rK)/c(w,r,z). (3.3D)

To complete the equilibrium conditions, we use the equality of factor demand and factor

supply, which iswritten in relative terms as:

1
a, (w,r,2)y(z)dz
= Jo2e . (3.32)

j;aK (w,r,2)y(2)dz

L
K

The numerator on the right of (3.32) isthe total demand for labor, and the denominator is the

total demand for capital, which must equal their relative endowments. Substituting (3.31) into
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(3.32), we obtain one equation to determine the factor price ratio (w/r) in autarky.®

Let us now introduce the foreign country, denoted with an asterisk, and having the
identical technology and tastes as at home. The key issue for trade is to determine which goods
are produced in each country. Under factor price equalization this will be impossible to
determine. Inthat case, the equilibrium prices are still p(z)=c(w,r,z), and condition (3.31) is
modified as:

y(2) + y*(2) = a(2)[(wL+rK)+ (wL*+rK*)]/c(w,r,2) , (3.31)

where y(z) is the home outputs and y*(z) isforeign output. The only condition that ties down
these outputs is (3.32) in each country: the relative demand for labor must equal itsrelative
endowments. But there are many combinations of outputs y(z) and y*(z) that will
simultaneoudly satisfy (3.31") and condition (3.32) in each country. Neither outputs nor the set
of goods produced in each country are uniquely determined, just as we found in the previous
section under factor price equalization.

If factor endowments are sufficiently different, however, then factor price (w*,r*) will
differ from (w,r). Notice that the FPE set can be constructed just as we did in the previous
section, and it isillustrated in Figure 3.9. Instead of the piece-wise linear segments obtained

from the full-employment condition (3.26), we instead have smooth curvesin Figure 3.9

obtained by integrating over the factor demands [a (w,r,Z),ak (w,r,2)] D" (z), where world demand

D"(2) in the integrated equilibrium equals (3.31'). A point like B right on the boundary of the

FPE set, and would allow for factor-price equalization, but for endowments just slightly to the

% Notice that demand on the right of (3.31) depends only on the factor price ratio, since c(w,r,z) is homogeneous of

degree onein (w,r). Similarly, a_(w,r,z) = cpw(w,r,z) and ac(w,r,z) = cr(w,r,z) in (3.32) depend on the factor price
ratio, since these factor demands are homogeneous of degree zero in (w,r).



3-38 Feenstra, Advanced International Trade

FPE set

Figure 3.9
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right of point B we would be outside the set and factor prices would differ.
Outside the FPE set the indeterminacy of outputs no longer applies. To seethis, note that

the equilibrium prices will be determined by:

p(z) = min {c(w,r,z), c(w*,r*,z)}, (3.33)

since goods will only be produced in the country where unit-costs are lowest. In general, each
country will produce and export those goods with lower unit-costs than abroad. Thus, to
determine the trade patterns, we need to compare unit-cost across countries.

To fix ideas, we will suppose that the home country is relatively abundant in labor, and
has alower wage/renta ratio than that abroad, (w/r) < (w*/r*). With this assumption, we can
graphically illustrate the problem of choosing the minimum cost location for each good. Let us
begin by graphing the locus of unit-costs for the foreign country, given fixed factor prices. The
unit-costs c(w*,r*,z) as a function of z can have any shape whatsoever, and need not even be a
continuous function. For convenience, however, we will assume that it is continuous, and
illustrate this function as the upward-sloping curve C*C* in Figure 3.10. Then the questionis:
how does the locus of unit-costs c(w,r,z) at home, denoted by CC, compare to that abroad?

If the unit-costs of al activities were lower at home, for example, then all goods would be
produced there, and vice-versaif al unit-costs are lower abroad. Thiswould violate the full-
employment condition in one country, so it follows that the curves C* C* and CC intersect at
least once, and we denote this good by z*, with c(w,r,z*) = c(w* ,r*,z*). Then consider an
activity 2 > z* with dightly higher capital/labor demand. Because of our assumptions that (w/r)
< (w*/r*), the higher capital/labor requirements should have a greater impact on home costs than

on foreign costs. We therefore expect that c(w,r,z’) > c(w* ,r*,2’), for z > z*. Similarly, we
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expect that the converseis also true, c(w,r,z') < c(w*,r*,z’'), for Z <z*. Thus, theloci C*C* and
CC can intersect at most once, as shown in Figure 3.10.%

Given this unique intersection, we see that home unit-costs are less than those abroad for
al Z < z*, so that the home country will specialize in the products [0, z*), whereas the foreign

country will specidizein (z*, 1]. Thus, the outputs in each country are determined by:

y(2) = a(2)[(wL+rK)+ (wL*+rK*)]/c(w,r,z), for z[J[O, z*), (3.349)
and,
y*(2) = a(z)[(wL+rK)+ (WL*+rK*)]/c(w*,r*,z), for zO(z*,1], (3.34b)
Using thisinformation, we can then cal culate the demand for labor in each country. At

home, for example, the relative demand for labor/capita is:

.[Z* a, (w,r,2)y(z)dz
- (;* , (3.3539)
J
0

ay (w,r,z)y(z)dz

x|

and in the foreign country, the relative demand is,

1
| * Jr a (w*,r*,z)y* (z)dz

=2 , (3.35b)
K Jz* ax (W*,r*,z)y* (z)dz

The equality of relative labor demand and supply for the home country isillustrated in Figure
3.11, where we show the relative labor demand on the right of (3.35a) as D(z*), depending on

the relative wage and z*. This must equal the relative endowment L/K.

2 Thisis confirmed by Feenstraand Hanson (1996), in a model where the production functions (3.28) have a
specia functional form. Thismodel is discussed in the next chapter.
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The two-country equilibrium is determined by conditions (3.34) and (3.35), combined

with c(w,r,z*) = c(w*,r*,z*), and a so trade balance between the countries:
[ a@)WL +rK)dz = [ a(z)(w* L +r*K)dz (3.36)

The left of (3.36) isthe value of home imports of the goods (z*, 1], while the right-side is home
exports of those products [0, z*¥). Substituting (3.34) into (3.35), we have four equations i.e.
(3.35a), (3.35h), c(w,r,z*) = c(w*,r*,z*) and (3.36)] to determine z* and the four factor prices
(w,r), and (w*,r*), where one factor price can be normalized at unity.

Summing up, when factor price are not equalized across the countries, we have shown
that each country is specialized in adifferent range of final goods. Not only have we resolved
the indeterminacy of outputs, we have gone much further: thereis an extremely strong
connection between the labor/capital ratios in production and the labor/capital endowments, with
all the goods [0, z*) produced by the labor-abundant country having a higher |abor/capital ratio
in production than all the goods (z*, 1] produced by the capital-abundant country. This holds
even for dight differences in the factor prices across countries, i.e., for factor endowments just

dlightly to the right of point B in Figure 3.9.

Estimating the HOV M odel Once Again

We return now to the estimation of the Heckscher-Ohlin-Vanek (HOV) model, and the
recent results of Davis and Weinstein (2001a). Recall that the key issue in estimating the HOV
model isto allow for some technological differences across countries, while avoiding the

introduction of so many free parameters that the HOV equation holds as an equality (asin
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Trefler, 1993, 1998). In other words, we want to model the technological differencesin a
parsimonious manner.

Our discussion of the Dornbusch, Fischer, and Samuelson (1980) model immediately
suggests a simple empirical technique. If factor prices are not equal, then the capital/labor ratios
of traded goods must be systematically related to each country’ s endowments. acountry with a
higher capital/labor endowment than its neighbor must have higher capital/labor intensitiesin all

of itstraded goods. Let us model thisrelation by:
. . K] .
Inaj, =o' +Bj + vy n +el (3.37)

wherei=1,...,C denotes countries, j=1,..,N denotes traded goods, k=1,...,M denotes factors,

(Ki/Li ) isthe relative capital/labor endowment, and sijk isarandom error.

Davis and Weinstein use a sample of 20 OECD countries (plus the rest of the world), 34
sectors, and two factors (labor and capital) around 1985. The regression in (3.37) isrun over

countries, goods and factors, where the estimated right-hand side is a measure of “ predicted”
factor-requirements. We can think of the parameters 3jx as providing aver age estimates of the
factor-requirements across countries. The predicted factor-requirements in each country differ

from this average depending on the parameters C(i, which measure uniform technology difference

across countries as in chapter 2,% and depending on Yk (Ki /L ) , which measures the impact of

factor endowments. Thus, this simple regression permits a parsimonious description of

2 In chapter 2 we used the parameter 6', which was unity for the most efficient country (the U.S.) and less than
unity otherwise. This can berelated to a by 5= exp(—cx'), where now & will be unity for the average country.
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technology differences across countries.

As noted by Harrigan (2003), there is considerable prior evidence that a specification like
(3.37) will fit the data quite well: Dollar, Wolff and Baumol (1988, Table 2.3), for example, find
that capital per worker in individual industriesis highly correlated with capital per worker in
overall manufacturing. Davis and Weinstein (2001a) likewise find that the smple linear

relationship (3.37) fitswell, and that the parameters yi linking factor-requirements to country

endowments are highly significant. Using severa variants of this regression, they construct the

estimated technology matrix A' for each country using the predictions from (3.37). This
estimated matrix is then used to construct the factor content of trade, and evaluate how well the
constructed factor contents match the rel ative endowments of countries. In other words, we can

proceed much as in the earlier testing of the HOV model, but now using technology matrices

A" which differ across countries.

As discussed near the end of the last chapter, when the technology matrices differ across
countries, then we should use the technology of the exporting country to construct the factor
content of trade. Davis and Weinstein follow this approach, so the factor content of exports from

country i to country j is:

Bl = Al (3.38)

where X" is the vector of gross exports of goods from country i toj. Davisand Weinstein

sometimes use an additional assumption, whereby these exports are themselves estimated in

proportion to the purchasing country’s GDP. In that case, the factor content of export is:

pi

AT, (3.39)
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In either case, the prediction of the HOV model is that the factor content of trade reflects a

country’s relative endowments, or that:
i | . _ A A e
\ _S(Zjvj)_(zj';ti FIJ)_(Zj¢i FJI ) (340)

In the sign test, for example, if we assume that all OECD countries use the same average

technology matrix, then we include only the parameters [3j in regression (3.37) and construct the

predicted technology matrix A , which is the same across countries. In that case, Davis and
Weinstein initially find that the right and left-sides of (3.40) have the same sign in only 46% of

the cases.”® Thisisno better than a coin toss, much as we found in chapter 2. If instead we

allow for uniform productivity differences 8 between countries, so the regression (3.37) is

estimated with 0(i in addition to Bjk, then we find that the sign test is satisfied in 50% of the

cases. If weasoinclude y, (K' /L") in regression (3.37), so that the estimated technol ogies

differ systematically with countries factor endowments, then the sign test is satisfied in fully
86% of the cases. Finaly, if we model exports as proportional to the purchasing countries GDP,
so factor contents are measured with (3.39) rather than (3.38), than the sign test is satisfied in
92% of the cases!

Clearly, we are getting closer to a 100% match between relative endowments and
constructed factor contents, on the left and right of (3.40). The theorem of Trefler (1998)
reviewed in the previous chapter tells us that thisis no coincidence: if regression (3.37) fit
perfectly, and using the assumption that every good is exported in proportion to the purchasing

country’ s GDP, then (3.40) would automatically hold. What is remarkable is that even the

% \We average the results reported for labor and capital in Davis and Weinstein (2001a, Table 4).
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simple specification in (3.37) is enough to greatly improve the fit of the HOV model. The
contribution of Davis and Weinstein isto systematically show the importance of each modeling

assumption to “closing the gap” between factor contents and endowments.

Conclusions

We have covered alot of ground in this chapter. Aswe leavethe “even” structure of the
2x2 or the NxN model, many of the results we found in chapter 1 arelost. With more factors
than goods, the “factor price insensitivity” lemmano longer applies. This can be tested by
estimating a GDP function for a country (or a group of countries), and determining whether it is
linear in the factor endowments, i.e. whether the functiona formin (3.7) holds globally or the
elasticitiesin (3.22) are locally insignificantly different from zero. The results of Kohli (1990,
1993a) for the U.S. indicate that the elasticitiesin (3.22) are non-zero, but only weakly so. This
can be interpreted as evidence in favor of “more factors than goods.” One reason for thisis that
capital might be slow to move between sectors, so with N sectors there are N fixed factors
(capital in each sector) plus the additional mobile factors (types of labor). Kohli (1993b)
develops atest for this production structure and finds some evidence to support it using annual
datafor the U.S..

With more factors than goods, the GDP function is generally well behaved: it will be
differentiable in prices and endowments provided that industries do not have the same factor
intensities. With more goods than factor, however, the GDP function is poorly behaved: the fact
that the production possibility frontier has “ruled segments,” asillustrated in Figure 3.7, indicates
that the GDP function is not differentiable in prices. A test for “more goods than factors’ is
developed by Bernstein and Weinstein (2002), and they find evidence to support this using data

from prefectures in Japan. This may seem inconsistent with the results of Kohli (1993b) for the
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U.S., but note that Kohli used time-series data whereas Bernstein and Weinstein used cross-
sectional data. We should not be surprised to find differing conclusions when comparing the
time-series of national data versus the cross-section of provincia data. In any case, the results of
both Kohli and Bernstein and Weinstein support the idea that we are not in an “even” model,
with equal numbers of goods and factors. This structure had been assumed by Leamer (1984)
and Harrigan (1995), for example. The more general approach of Harrigan (1997), using a GDP
function estimated across OECD countries, could also be used to test “factor price insensitivity”
by evaluating the élasticities in (3.22), though this was not done due to data limitations.

We have also reviewed the Heckscher-Ohlin model with a continuum of goods, dueto
Dornbusch, Fischer and Samuelson (1980). This was used to motivate the empirical work of
Davisand Weinstein (2001a). Using the ideathat industry factor intensities should depend
systematically on economy-wide factor endowments, Davis and Weinstein estimate technology
matrices across the OECD countries and use these to test the HOV equation. We already know
from the theorem of Trefler (1998), discussed at the end of the last chapter, that using actual
technology matrices (and an assumption on exports) can lead to a perfect fit for this equation.
What is surprising isthat Davis and Weinstein are able to obtain avery close fit even with a
parsimonious specification of the technology matrices across countries. In case the reader thinks
that thisisthe last word on the HOV model, however, we note that there are still important issues
left unresolved by Davis and Weinstein (2001a).

First, their sample consists of the OECD countries, and in any evaluation of the
Heckscher-Ohlin model we ideally want to introduce data on awider range of countries. Xu

(2002) has recently estimated aregression like (3.37) over asample of 14 developing countries.

By systematically examining the sign of the regression coefficient yx (which indicates the impact
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of the countries’ capital/labor endowments on their industry capital/labor ratios), heis ableto
arrange countries into three distinct groups, ranked by their capital/labor abundance. His
evidence supports the idea that these countries are in different cones of diversification.

Second, Trefler and Zhu (2000) have criticized Davis and Weinstein' s approach for not
adequately distinguishing between trade in final goods and trade in intermediate inputs. All of
the theory we have devel oped for the HOV equation assumes trade in final goods, and yet, a
great deal of actual tradeisin steel, chemicals, textiles, and other intermediate inputs. Indeed,
component parts can cross borders multiple times before being incorporated into a finished good.
This makes the construction of the factor content of trade very difficult: if Germany imports
steel from Korea, and Korearelied on coa from Australiato produce the steel, and Australia
used imported mining equipment from Germany, then whose factor requirements should we use
to construct the factor content of steel trade? These types of flows tend to cancel out when we
consider only net exports of each country, asin the original formulation of the HOV modél.
However, once the technology matrices differ across countries, then totaling up the gross exports
as on theright of (3.40) can lead to considerably larger values for trade, much of which is dueto
intermediate inputs. It is hard to see, then, how achieving near-equality of (3.40) amountsto a
validation of the HOV model, when that model has so little to say about trade in intermediate
inputs. Trefler (1998) and Davis and Weinstein (2003) concur that this is an important area for

further research, and one that we begin to investigate in the next chapter.
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Problems

3.1 In the sector-specific model, suppose that the home and foreign countries have identical labor
and capital in sector 2, but the home country has more capital in sector 1. Technologies and
tastes are the same across countries.

(a) Can we predict the trade pattern between the countries? What factor(s) at home benefit from
the opening of trade, and which factor(s) lose?

(b) Repeat part (a), but now assume that the endowments of capital are identical acrossthe
countries, but the home country has more labor. Can we predict the trade pattern between the

countries? Try to use assumptions on the factor cost shares to help determine this.

3.2 Consider the trandog GDP function InG(p, V) in (3.15).

(a) Show that G(p,V) is homogeneous of degree onein prices when (3.16) and y;j = v;; hold.

(b) Show that G(p,V) is homogeneous of degree one in endowments when (3.17) and oy, = &,

hold.

3.3 Suppose that there are two outputs — nontraded good 1 and traded good 2 — and three inputs —
labor, capital, and imported inputs. Assume that the cost share of labor is higher in good 1 and
the cost share of capital ishigher in good 2. The prices of both outputs are treated as fixed
initially, but the price of the imported input increases.

(a) Write down the zero-profit conditions and totally differentiate these.

(b) Determine the impact of the increase in the imported input price on the wage and rental,
assuming that the traded good has a higher cost share of imports.

(c) If the price of the nontraded good changes endogenously due to the increase in the price of

imported inputs, how will this affect your conclusionsin (b)?
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Chapter 4: Tradein Intermediate | nputs and Wages

Since the early 1980s there has been a marked change in the pattern of wage paymentsin
the United States. the wage of skilled relative to unskilled workers experienced a sustained
increase, that continued through the 1990s. A similar pattern was observed in other countries.
Thisled to agreat deal of research on the possible causes of the change in relative wages.l From
the material we have aready covered, we can identify three methods to determine whether the
change in relative wages is due to international trade.

First, we could estimate a GDP or cost function for the U.S. economy, or for specific
industries, and compute the Stol per-Samuel son effect of a change in traded goods prices. We
will discuss this approach at several points throughout the chapter. Second, we could proceed as
in the Heckscher-Ohlin-Vanek (HOV) model and compute the change in the factor content of
trade and associated changes in factor prices. Theoretically, this second approach isjustified by

Deardorff and Staiger (1988), who show that:
w2 -wh(F?-FH =0, (4.1)
wherew' are equilibrium wagesin a country in two equilibriai=1,2, and F is the factor-content

of exports for that country. Equation (4.1) isinterpreted as saying that a higher content of

imports for some factor k, RZ < Ft <0 so (R2 —Ft) <0, will tend to be associated with afalling

wage for that factor, (wﬁ - wlk) <0. Thesamewould be true for the direct import of afactor,

aswith immigration. Among the most careful assessment of these effects for the United States,

1 Seethe surveys by Feenstra (1998), Freeman (1995), Johnson and Stafford (1999), Katz and Autor (1999),
Richardson (1995) and Wood (1995), and the volumes by Bhagwati and Kosters (1994), Cheng and Kierzkowski
(2001), Collins (1998) and Feenstra (2000). This chapter draws upon Feenstra and Hanson (2003).
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Borjas, Freeman and Katz (1997, p. 62) find that immigration into the U.S. during 1980-1995
accounts for about one-quarter to one-half of the decline in the relative wages of high-school
dropouts. Theincreasing factor content of imports from less-devel oped countries also has some
effect on reducing the wages of high-school dropouts, but by less than immigration. Both
channels have only a small impact on the wages of more highly-educated workers.

Note the similarity between (4.1), which refers to a comparison over time, and equation
(2.19) (from Helpman, 1984a), which referred to a comparison across countries. This suggests
that all the observations we have made about testing the HOV model apply equally well to
implementing formula (4.1): the results of a factor-content approach when applied over time
will depend on the assumptions about technology (which year or country’ s technology matrix is
used); assumptions on tastes; and also whether or not there are traded intermediate inputs.2 For
these reasons, there is considerable controversy about the suitability of using a factor-content
approach to infer the effects of trade on wages.3

These concerns suggest athird approach: rather than relying on an HOV equation, let us
directly model the presence of traded intermediate inputs, caused by firms splitting apart their
production process across several countries. Thisis sometimes called “production sharing” by
the companies involved, or simply “outsourcing.”4 Theideathat trade in intermediate inputs

can have an effect on production and factor prices that is different from trade in final goodsis

2 Note that Staiger (1986) argues that traded intermediate inputs should not be included in the calculation of factor-
contents in the bilateral test of Helpman (1984a), so their treatment in applying the factor-content approach over
time is open to question.

3 See Deardorff (2000), Krugman (2000), Leamer (2000), and Panagariya (2000).

4 Alternatively referred to as outsourcing (Katz and Murphy, 1992, Feenstra and Hanson, 1996), de-localization
(Leamer, 1996), fragmentation (Jones and Keirzkowski, 1997, Arndt and Kierzkowski, 2000, Marjit and Acharyya,
forthcoming), intra-product specialization (Arndt, 1997 and 1998a,b), intra-mediate trade (Antweiler and Trefler,
2002), vertical specidization (Hummels, Ishii, and Yi, 2001), and dlicing the value chain (Krugman, 1995), this
phenomena refers to the geographic separation of activitiesinvolved in producing a good (or service) across two or
more countries. The term “production sharing” was coined by management consultant Peter Drucker (“The Rise of
Production Sharing,” The Wall Street Journal, March 15, 1977).
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gaining widespread acceptance among trade economists,® and no graduate trade course today is
complete without a discussion of thistopic (I think the sameistrue at the undergraduate level).
Fortunately, the tools we have developed in the previous chapters can be readily extended to deal
with trade in intermediate inputs.

After reviewing theinitial evidence concerning the change in wages for the U.S. in the
next section, we present a simple three-good, three-factor model that can be used to analyze the
link between input prices and wages. Two of the goods are traded intermediate inputs, and the
third isafinal product. Itisreadily shown that afall in the price of imported intermediate inputs
decreases the relative wage of the factor used intensively in those imports, which would be
unskilled labor for the U.S. Next, we generalize this model and present aversion with a
continuum of inputs, analogous to the Dornbusch, Fischer, and Samuelson (1980) model. With
the U.S. being more abundant in skilled labor than abroad, the model predicts that agrowth in
capital or technology abroad will lead to increased outsourcing from the U.S,, and an increase in
the relative wage of skilled labor in both countries. Following this we discuss various methods

of estimating the model, and summarize evidence for the U.S. and other countries.

Changesin Wages and Employment

The basic facts concerning wage movements in the United States are well understood.®
For full-time U.S. workers between 1979 and 1995, the real wages of those with 12 years of
education fell by 13.4% and the real wages of those with less than 12 years of education fell by
20.2%. During the same period, the real wages of workers with 16 or more years of education

rose by 3.4%, so that the wage gap between |ess-skilled and more-skilled workers increased

S |n addition to the references in the previous footnote, see the Ohlin lectures of Jones (2000) and the recent article
by Paul Samuelson (2001).

6 For adetailed discussion, see Katz and Autor (1999) whose wage figures we report below.
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dramatically.” To illustrate these trends, we can use data from the U.S. manufacturing sector for
“nonproduction” and “production” workers. The former are often used as a proxy for more-
skilled workers, and the | atter as a proxy for less-skilled workers. The breakdown is far from
perfect, of course, but has been used because the data are readily available.® Thesetrends are
shown in Figure 4.1, which graphs the relative annual earnings of nonproduction/production
workersin U.S. manufacturing, and Figure 4.2, which illustrates their relative annual
employment.

In Figure 4.1, we see that earnings of nonproduction relative to production workersin the
U.S. moved erratically during the 1960s and 1970s, but then increased substantially during the
1980s and 1990s. Turning to Figure 4.2, we see that there has been a steady increase in the ratio
of nonproduction to production workers used in U.S. manufacturing, with some leveling off
recently. Thisincreasein the supply of workers can account for the reduction in the relative
wage of nonproduction workers from 1970 to the early 1980s, as shown in Figure 4.1, but is at
odds with the increase in the relative nonproduction wage after that. The rising relative wage
should have led to a shift in employment away from skilled workers, along a demand curve, but
it has not. Thus, the only explanation consistent with these facts is that there has been an
outward shift in the demand for more-skilled workers since the mid-1980s, |eading to an increase

in their relative employment and wages.®

7 Only the highly skilled have had large real-wage gains. For the 1979-1995 period, real wages for those with 18 or
more years of education rose by 14.0% and for those with 16 to 17 years of education rose by only 1.0%.

8 The breakdown of workers according to whether or not they are engaged in production activity is madein the U.S.
Annual Survey of Manufactures, and is used as a proxy for the occupational-class or skill-level of workers. In
practice, this classification shows similar trends as using education or other skill categories (Berman, Bound and
Griliches, 1994; Sachs and Schatz, 1994). The increase in the nonproduction/production relative wageis only a
small part of the total increase in wage inequality, however (Katz and Autor, 1999).

9 The same decline in the relative wages of blue-collar workers during the 1980's and into the 1990's can be found
for Australia, Canada, Japan, Sweden, and the United Kingdom (Freeman and Katz, 1994; Katz and Autor, 1999),
and also for Hong Kong and Mexico (Cragg and Epelbaum, 1996; Hanson and Harrison, 1999; Hsieh and Woo,
1999; Robertson, 2000).
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Figure 4.1: Relative Wage of Nonproduction/Production Workers,
U.S. Manufacturing
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Figure 4.2: Relative Employment of Nonproduction/Production
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Source: NBER productivity database (Bartelsman and Gray, 1996); see empirical exercise 4.1.
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What factors could lead to an outward shift in the relative demand for skilled labor in the
economy? One explanation suggested by the two-sector model is that the output of skill-
intensive sectors have risen relative to those of unskilled-labor intensive sectors: thiswould
certainly increase the relative demand for skilled labor. However, the evidence for the U.S. is
that this sort of sectoral change in outputs did not occur. Rather, the bulk of the increase in the
relative demand for skilled labor occurred within the manufacturing industries, and not by shifts
in labor between industries. Some evidence on this within versus between industry distinction is
contained in Table 4.1, which is taken from Berman, Bound and Griliches (1994).

Table 4.1 decomposes the change in the relative employment and rel ative wages of
nonproduction workers into those that occurred within and between industries. We can see that
in the period 1979-1987, the relative employment of nonproduction workers increased by
dlightly more than one-half of one percent per year (0.55%), with about two-thirds of that
(0.36%) explained by within industry movements. On the wage side, the relative annual earnings
of nonproduction workers increased by about seven-tenths of a percentage point per year
(0.72%), with more than half of that change (0.41%) explained by within industry movements.
The conclusion suggested by Berman, Bound and Griliches (1994) is that trade cannot be a
dominant explanation for the wage and employment shifts, because the between industries
movements are smaller than the within industry movements.

This conclusion was reinforced by consideration of the price movements. If the Stolper-
Samuel son Theorem holds, then the relative price of skilled labor in the U.S. would increase if
the relative price of skill-intensive goods also increased, e.g. the price of computers rose relative

to the price of apparel. Infact, thisdid not occur during the 1980s.10 This can be seen from

10 But it did occur during the 1970s, in what Leamer (1998) has called the “ Stol per-Samuel son decade.”
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Table4.1. Industry Level Decomposition of the Change
in the Shar e of Employment and Wages of
Non-Production Workers, 1973-79 and 1979-87

All variables are in percentage changes per year

Y ear Employment Wages
Between Within Between Within
1973-79 0.12 0.20 0.12 0.21
Total 0.32 0.38
1979-1987 0.18 0.36 0.31 0.41
Total 0.55 0.72

Note:

Numbers are percentage changes between years. Between numbers represent shifts across 4-digit
SIC industries, and within numbers represent changes within industries. All calculations have
been annualized.

Sour ce:
Berman, Bound and Griliches (1994)
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Table 4.2, which istaken from the work of Lawrence and Slaughter (1993) and Lawrence
(1994). For each country, the first row is aweighted average of the change in manufacturing
prices over the 1980s, where the weights are the industry’ s share of total manufacturing
employment of nonproduction workers. The second row is again the weighted average of the
change in prices over the 1980s, but now using the industry’ s share of employment of production
workers. For U.S. import prices, for example, we can see that when industries are weighted by
their production workers, the average price increase is higher than when they are weighted by
non-production workers. The same pattern can be seen by comparing the rows for other
industrial countries. This means that some of the industries that use the most production — or
less-skilled — workers are those with the highest price increases. Thisfinding led Lawrence and
Slaughter (1993) to conclude that the price movements, due to international competition, could
not explain the wage movements.

The price movements shown in Table 4.2, combined with the shift in relative demand
towards skilled labor within industries as shown in Table 4.1, led many economists to conclude
that international trade could not be a substantial explanation for the rise in relative wages.
Instead, they have looked to the introduction of skill-biased technological changes, such the
introduction of computers, to provide the explanation. But should wereally rule out trade? It
may be true that the Heckscher-Ohlin model does not provide the explanation for the change in
wages during the 1980s and 1990s. But surely trade can have an important impact on the
structure of production, and demand for labor, within industries aswell. Thisis certainly the
case when we introduce trade in intermediate inputs. as we shall see, trade can then affect labor

demand within an industry.
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Table4.2. Employment “Weighted Per centage Changesin Domestic and Import Prices

Domestic Price Import Price
United States (1980-89)
All manufacturing industries
Nonproduction labor weights 33.1 26.0
Production labor weights 32.3 28.1
Japan (1980-90)
All manufacturing industries
Nonproduction labor weights -5.6 -18.2
Production labor weights -3.9 -17.3
-Without Office Machines
Nonproduction labor weights -7.1 -18.7
Production labor weights -4.7 -17.5
-Also without Petroleum Products
Nonproduction labor weights -7.0 -185
Production labor weights -4.7 -17.4
Germany (1980-90)
All manufacturing industries
Non-manual |abor weights 24.0 15.2
Manual labor weights 26.0 17.1
-Without Office Machines
Non-manual labor weights 24.8 154
Manual labor weights 26.2 17.1
-Also without Petroleum Products
Non-manual |abor weights 25.0 15.7
Manual labor weights 26.3 17.2

Note: The averages shown weigh each industry’ s price change by that industry’s share of total
manufacturing employment or nonproduction and non-manual workers, or production and
manual workers. Industries are defined at the 3-digit SIC level for the U.S., and generally
correspond to the 2-digit level for Japan and Germany.

Sources:. Lawrence and Slaughter (1993, Tables 3 and 4) and Lawrence (1994, Table 4).
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Some preliminary evidence which suggests that trade shifts the composition of activity
within an industry is provided by Bernard and Jensen (1997), who do the same decomposition as
Berman, Bound and Griliches but with plant-level datarather than industry-level data. Thisis
shown in Table 4.3. Looking again at the period 1979-1987, we can see that nearly one-half of
the relative increase in the employment of non-production workers (0.39%) occurred as a result
of the shifts between plants (0.18%), and more than one-half of the increase in the relative wage
of non-production workers (0.54%) is also explained by movements between manufacturing
plants (0.32%). Furthermore, Bernard and Jensen found that the plants experiencing the greatest
increase in relative nonproduction employment and earnings are precisely those that were
engaged in exporting.

The results of Bernard and Jensen provide prima facie evidence that trade has had an
impact on factor demand and wages, through shifting the demand for labor within industries. In
order to understand how these shifts due to trade can occur, we present in the next section a

simple model of outsourcing.

Tradein Intermediate Inputs: A Simple Model
Of the many activities that take place within any industry, let usidentify just three: the

production of an unskilled-labor intensive input, denoted by y; ; the production of a skilled-labor
intensive input, denoted by y», and the “bundling together” of these two goods into a finished
product. The two intermediate inputs are produced at home and also traded internationaly. We
shall ssimplify the analysis, however, by assuming that the production of these two inputs and the
“bundling” activity are always performed at home. Thus, we are ruling out “corner solutions’
where one of these activitiesis done entirely abroad. In reality, corner solutions such asthis are

very common: e.g., many U.S. firms export intermediate inputs to the maquiladora plantsin
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Table4.3. Plant Level Decomposition of the Change
in the Shar e of Employment and Wages of
Non-Production Workers, 1973-79 and 1979-87

All variables are in percentage changes per year

Y ear Employment Wages
Between Within Between Within
1973-79 0.10 0.17 0.14 0.13
Total 0.27 0.27
1979-1987 0.18 0.22 0.32 0.22
Total 0.39 0.54

Note:

Numbers are percentage changes between years. Between numbers represent shifts across 4-digit
SIC plants, and within numbers represent changes within plants. All calculations have been
annualized.

Sour ce:
Bernard and Jensen (1997).
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Mexico, where assembly of the inputs and other production activities take place rather than in the
U.S.. A model that emphasizes the movement of entire activities across countriesis presented in
the next section.

We will suppose that the two inputs y;, i=1,2, are each produced using unskilled labor
(L)), skilled labor (H;), and capital (K;), with concave and linearly homogeneous production
functions,

Vi = fi(Li, Hi, Ki), i:l,2. (4.2)

For example, the unskilled-labor intensive input y1 might represent the activities done within a

factory, while the skilled-labor intensive input y> might represent the research and development

activities within the industry, as well as marketing and after-sales service. These are both needed
to produce the final manufacturing product. But some of the activities done within the factory
can instead be outsourced, i.e. imported from abroad; and conversely, the services associated
with research, development and marketing can be exported to support production activities

abroad. Wetherefore let x; < 0 denote the imports of input 1, and x, > 0 denote the exports of
input 2. Also let p; denote the price of each input, i=1,2, and let p=(p1,p2) denote the price vector
of the traded intermediate inputs.

The production of the final good is given by y, = fn(y1-X1, Y2-X2), where this production

function “bundles together” the amounts of goods 1 and 2 available, and is also concave and
linearly homogeneous. We ignore any additional labor and capital inputs used in this bundling

activity, so that the total factor usage in the manufacturing industry is,

Li+L, =L, Hi+H>, =H,, Ki+Kso=K,. (43)



4-13 Feenstra, Advanced International Trade

We can now solve for the optimal output in the industry, which includes the three
activities. With perfect competition, the value of output from the final good, plus net trade, will

be maximized subject to the resource constraints.

Gn(l—m Hn; Kn, pl’h p) = mex

%L HK Prfn(Y1-X1, Y2-X2) + PaXa + p2Xz (4.9

subject to (4.2), (4.3),

where p, isthe price of the final good, and p isthe price vector of the traded intermediate inputs.

The value of (4.4) can be thought of as value-added for the industry, i.e. output including exports
p2x2 less the value of intermediate inputs p1x;. Note that this function is very similar to the GDP
function introduced in chapter 1, but now we apply it to each of the n=1,...,N manufacturing

industries. When applied to specific industries, it is common to call (4.4) arevenue function.

Note that the optimization problem in (4.4) does not require that trade is balanced on an
industry-by-industry basis, i.e. we do not require that p1x; + pox2 = 0. Of course, there will be

some balance of trade constraint for the economy overall, but we ignore that here. Problem (4.4)

can be easily illustrated, asin Figure 4.3, where we show the production possibility frontier

between inputs 1 and 2, and several isoquants of the final good y,. For the purpose of illustration
we now add the condition that trade in inputs is balanced, p1x1 + p2Xx2=0, so that the output of the

final good is maximized on the isoquant that is tangent to the balanced trade line. At initial
prices, for example, the industry produces inputs at point A, and then trades to point B. With a

drop in the relative price of the imported input, the industry shifts production towards the skilled-
labor intensive activity at point A’, and then trades to point B’, obtaining a higher output y,. All

thiswill look very familiar to readers from the similar discussion for an economy in
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chapter 1: the specia feature of Figure 4.3 is that we now think of these activities taking place
within a single manufacturing industry.
How will the drop in the relative price of imported inputs affect factor prices? To answer

this, we can use the zero-profit conditions for producing inputs 1 and 2, which are,

pi = Ci(W! q! r)' (45)

These conditions must hold in order for the locally produced inputsy;, i=1,2, to be competitive
with those available from abroad, at the international prices p;. Totally differentiating (4.5) and

using the Jones' algebra (asin chapter 1), we can express the percentage change in factor prices

W, g, and T asfunctions of the percentage change in prices p;:

P =6 W+85q+8; T, (4.6)

where 6; is the cost-share of factor j in activity i, with 2 6;; = 1.

Treating the change in the traded price p; as exogenous, (4.6) gives two equations with
which to determine three unknown factor prices changes— W, g, and t. In general, these factor
price changes will be difficult to pin down with only two equations. In terms of Figure 4.3,
when production shifts towards the skilled Iabor-intensive activity, from point A to point A’, we
do not know in general how factor prices are affected. But there are some simplifying
assumptions we can make which alow us to determine these.

Let us assume that capital has equal cost sharesin the two industries, so that 6, = 6.

Using this, we take the difference between the two equationsin (4.6) to obtain,
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P1—P2 = (8 =8 )W+ (81 —624)q=(8y -6 )(W-0Q), 4.7)

where the second equality follows since with equal cost shares of capital, the total cost shares of
labor are also equal, so that (61, + 61) = (B2 + B21) = (B2 —021) = — (B2 — O21). With
activity 1 assumed to be unskilled-labor intensive, we have that (61, - 6,.) > 0. Thus, (4.7) says
that a decreasein the relative price of imported intermediate input, p; —p, <0, leadsto a
decrease in the relative wage of unskilled labor, (W —q) = (P, = P2) /(61 =65 ) <O.
Theseresults areillustrated in Figure 4.4, where we graph the iso-curves of ¢i(w, g, r).

With the wages of unskilled and skilled |abor labeled on the axis, we are implicitly holding fixed
therental on capital, r. Now suppose that thereis afall in the price pp of activity 1, whichis

unskilled-labor intensive. In Figure 4.4, thiswill shift inwards the iso-cost line of that activity,
and as shown, will lead to afall in the relative wage of unskilled [abor (from point A to point B).
There will be some additional change in the rental on capital, but under our assumption of equal
cost share of capital in the two industries, thiswill lead to an equi-proportional shift in the two
iso-cost curves and therefore have no further effect on the relative wage. Thus, the drop in the

price of the imported inputs leads to afall in the relative wage (w/q) of unskilled labor.
We can also ask what happens to the price of the final good p,. Let cy(p1, p2) denote the
unit-cost function that is dual to f,(y1, y2), whereby the final good is assembled from the two

intermediate inputs. Then the price of the final good satisfies p, = ¢q(p1, P2), SO that

P, =6,101 +6,,2P, , Where By, isthe cost-share of input i in the final product. Thus, the change

in the price of the final good is aweighted average of the change in the input prices. In

particular, with afall in the relative price of imported inputs, p; —p, <0, the price of thefinal
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p2=C2

pP1=C1

Figure4.4
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good satisfies p; <p,, <p,. Stated differently, the price of the final good relative to imported
inputsrises, p, —p; > 0.

Thus, our model of outsourcing suggests a different way of looking at the link between
product prices and factor prices. Rather that comparing prices across different industries,
depending on their skill-intensity, it now makes sense to compare import and domestic prices
within each industry. The types of goods being imported within each industry (e.g., auto parts)
are not the same as those being sold domestically (e.g., finished autos). Indeed, as U.S. firms
find imported inputs at increasingly lower prices — through outsourcing activities that they used
to do at home —we would expect to see that U.S. prices within each industry rising relative to
import prices. Interms of Table 4.2, we should be comparing the price changes across columns
rather than acrossrows. Looking at the United States, we see that during the 1980s it isindeed
the case that domestic prices rose faster than import prices, and the same is true for Japan and
Germany. These price movements are entirely consistent with the model of foreign outsourcing,
whereby the United States and other industrial countries are continually seeking lower-cost
sources of supply. Based on thislogic, thereisno “contradiction” at all between the movement

of prices and relative wages!

Continuum of Inputs

The model we have presented above can be readily extended to incorporate a continuum
of inputs, as in Feenstra and Hanson (1996, 1997). Let the index z[J[0,1] denote the many
activities undertaken in the creation, production and delivery of a product to the consumer.
Rather than listing these activities in their temporal order, we will instead list them in increasing
order of skilled/unskilled labor, where for example, the least skill-intensive activity is assembly

and the most skill-intensive activity isR&D. Letting x(z) denote the quantity produced of each
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one of these inputs, we let aq(z) and a_(z) denote the skilled and unskilled Iabor, respectively,

needed to produce one unit of x(z). As stated, we will order the activities z so that aq(z)/a. (2) is

non-decreasing in z.
We will suppose that there are two countries, with the foreign country denoted by an
asterisk. The production functions for producing the two inputs are assumed to be the same up to

aHick’s-neutral productivity parameter in each country:

X(z) = A{min{ﬂ MHG K¥®  zO[og. (4.8)
a_(2) an (2)

Thus, the amount of skilled and unskilled labor H(z) and L(z) are used in the home country to
produce input z, using a Leontief technology between these two types of |abor, and then a Cobb-
Douglas technology between labor overall and capital K. The parameter 6 denotes the share of
labor in the costs of producing each input. The foreign production function is the same, except
with adifferent productivity parameter A*.

Rather than working with the production functions for the inputsin (4.8), it will be

convenient to work with the dual unit-cost function:
c(w,q,1,2) = Blway (2) +day (2)]°°, (4.9)

where c(w,q,r,z) denotes the costs of producing one unit of x(z) in the home country, given the
wage of unskilled labor w, the wage of skilled labor g, and the rental on capital r. The inputs
can be produced in either country, and are then combined into the production of afinal product.
The production function for the final good is assumed to be a Cobb-Douglas function over al the

inputs:
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InY:J';a(z)Inx(z)dz, with J;a(z)dzzl. (4.10)

Notice that in (4.10) we have not included labor as an input, so the final good is assembled
“costlessly” from all theindividual inputs z[J[0,1]. This means that we do not need to keep
track of which country the assembly takes place, because there is zero value-added (and zero
demand for labor) in this activity.

In general, firms doing the assembly will wish to source the inputs from the minimum

cost location. To determine this, we will make the following assumption on factor prices:

9. ad r<rr (4.11)
w  w*
Thefirst assumption in (4.11) states that the relative wage of skilled labor islower at home than
abroad, which isreadlistic if the home country is skilled-labor abundant, like the U.S.: despite the
increase in the relative wage of skilled labor in the United States during the past two decades, it
is still much lower than in Mexico. The second assumption states that the rental on capital is
lower at home, so that if capital is able to move, it will want to re-locate abroad. Thisisalso
realigtic if the home country is capital abundant, and will provide the basis for some comparative
statics we shall consider.

With assumption (4.11), we can graphically illustrate the problem of choosing the
minimum cost location for each input. Let us begin by graphing the unit-costs (4.9) for the home
country, given fixed factor prices. The unit-costs ¢(w,q,r,z) as afunction of z can have any shape
whatsoever, and need not even be a continuous function. For convenience, however, we will

assume that it is continuous, and illustrate this function as the upward-sloping curve CC in
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Figure4.5. Then the questionis: how does the locus of unit-costs c* (w*,g*, r*,z) abroad,
which we denote by C*C* related to that at home?

If the unit-costs of all activities were lower at home, for example, then al inputs would
be produced there, and vice-versaif all unit-costs are lower abroad. We are interested in the case
where there is some “production sharing” across the countries, so assume that the curves C* C*
and CC intersect at least once, and denote thisinput by z*, with c(w,q,r,z*) = c(w*,g*,r*,z*).
Then consider an activity z' > z* with dightly higher skilled/unskilled labor requirements.
Because of our assumptions that (g/w) < (g*/w*), the higher skilled/unskilled requirements
should have a greater impact on foreign costs than on home costs. We therefore expect that
c(w,r,q,2) < c(w*,g*,r*,z") for ' > z*. Similarly, we expect that the converseis also true,
c(w,q,r,2") > c(w*,g*,r*,2") for 2’ < z*. Thus, theloci C*C* and CC can intersect at most once,
as shown in Figure 4.5.11 The similarity of this analysis with the model of Dornbusch, Fisher
and Samuelson (1980) in the previous chapter will be clear to the reader, where we used nearly
the same diagrams.

Given this unique intersection, we see that foreign unit-costs are less than those at home
for al z' < z*, so that the foreign country will specialize in the products [0, z*), whereas home
unit-costs are less than those abroad for all ' > z*, so the home country will specializein (z*, 1].
Using thisinformation, we can then cal culate the demand for labor in each country. At home,

for example, the relative demand for skilled/unskilled labor is:

(4.12)

11 Thisis proved by Feenstra and Hanson (1996).
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Because the final good is “costlessly” assembled from the intermediate inputs, without the use of
any additional |abor, we do not need to keep track of where this assembly occurs. A similar
expression to (4.12) holds for the relative demand D* (z*) in the foreign country, except that the
integration is done over the range of goods [0, z*) rather than (z*, 1]. Notice that the demands
certainly depend on factor prices (since these enter the cost functions),12 and it can be confirmed
that D(z*) and D*(z*) are decreasing in the relative wage of skilled/unskilled labor in each
country, as shown in Figure 4.6.

The equilibrium conditions for the world economy are that supply equal demand in the
market for skilled and unskilled labor in each country, as well as for capital, when each country
is producing the range of products for which they have minimum cost. In terms of our diagrams,
wewill have z* determined by Figure 4.5, which is then used to draw the relative demand for
labor in each country. Supposing the endowments of |abor and capital are fixed, the relative
wage is determined by the intersection of supply and demand in Figure 4.6 for each country,
which feeds back into the cost loci CC and C*C* in Figure 4.6, to determine z*. When all these
curves intersect simultaneously, we can do afinal calculation to determine the rental on capital in
each country. The wage bill at homeiswL + gH. Because wages make up the fraction 6 of total
costs, it follows that GDP in each country is (wL + gH)/6. Multiplying this by (1-8), the cost

share of capital, we therefore obtain:

(Wi +qH) g aH) 1 _g)=rk . (4.13)

With the capital endowment K fixed on the right of (4.13), thisequation determinestherental r

at home, with the anal ogous equation holding abroad.

12 Also, factor prices affects the prices of the inputs, which influence the equilibrium demand for x(z).
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Now suppose that we allow capital to move between the countries. In particular, with our
earlier assumption that r < r*, suppose that some capital move from the home to the foreign
country, so that K fallswhile K* rises. From (4.13) and the analogous equation abroad, the
initial impact of that capital movement will beto raiser and lower r*. Of course, we expect a
further effect on the wages appearing on the left of (4.13). To work out how these will change,
consider Figures 4.7 and 4.8. Theincreaseinr raisesthe CC locusin Figure 4.7, while the
reductionin r* lowersthe C*C* locus. At unchanged wages, this has the effect of increasing the
equilibrium value of z, from z* to Z'. Therefore, the foreign country now speciaizesin the
expanded range of activities [0, Z), while the home country specializes in the contracted range of
activities (Z', 1]. Thiswill have an effect on the relative demand for labor in each country, as
follows.

For the home country, the range of inputs being produced has contracted from (z*, 1] to
(Z', 1]. Noticethat those activities that have been transferred abroad, in the interval (z*, '), are
less skill-intensive than the activities still performed at home. This makes sense, since we expect
the least-skilled intensive activities to be outsourced from the home country, such as the United
States. This has the effect of lowering the relative demand for unskilled labor at home, or
increasing the relative demand for skilled labor, so the curve D(z*) shiftsrightward to D(Z) in
Figure 4.8. What about the foreign country? Notice that in that country, the activities (z*, Z)
being added are more skill intensive than any activities previously done there. For example, as
TV production shifted into Mexico, first the chassis of the televisions were constructed there,
then the electronic circuits, and later still the picture tubes (Kenney and Florida, 1994). This
shift in production has the effect of increasing the relative demand for skilled labor in the foreign

country as well.
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The rightward shift of the relative demand for skilled labor in both countries means that
the relative wage of skilled labor rises in both countries. Of course, this change in wages has a
feedback effect on the cost loci in Figure 4.7, which further changes the equilibrium value of z.
In the final equilibrium, however, the changes are exactly as we have described: as more
activities are outsourced, the relative demand for skilled labor rises in both countries. Thisisa
realistic description of what has occurred in the U.S. aswell asin Mexico (Cragg and Epelbaum,
1996; Hanson and Harrison, 1999; Robertson, 2000). In contrast, it is difficult to generate the
same direction of movements in relative wages across countries from the Heckscher-Ohlin
model, as we have found in the outsourcing model.

Can we say anything about absolute rather than relative wages? Feenstra and Hanson
(1996) explore this, and conclude that while the relative wage of unskilled workersfal in both
countries, their real wages need not fall. Unskilled workers in the home country are the most
disadvantaged by the outsourcing, but nevertheless, it is possible that they gain due to lower
prices of the final good. These results hold regardless of whether the increased outsourcing is
due to acapital flow, as we have described, or due to avariety of other causes. growth inthe
capital endowments abroad, at arate exceeding that at home; or simply technological progress
abroad exceeding that at home. In each of these cases, the comparative static effects are the
same as we have just described.

Another question, not explored by Feenstra and Hanson, is the extent to which factor
accumulation or areduction in trade barriers increases trade between countries. With trade due
to outsourcing, it would appear that modest shiftsin the relative cost loci in Figure 4.7 could
potentially lead to large changes in the borderline activity z* and in the amount of outsourcing.

Yi (2002) argues that thisis indeed the case in a Ricardian model with a continuum of goods,
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and that “vertical speciaization” accounts for more than 50% of the growth in U.S. trade since

1962. This paper is recommended for further reading.

Estimating the Relative Demand for Skilled L abor

Summarizing our argument so far, the decision of companies to purchase intermediate
inputs from overseas will most certainly affect their employment at home, and can be expected to
differentially affect skilled versus unskilled workers. With firmsin industrial countriesfacing a
higher relative wage for unskilled labor than that found abroad, the activities that are outsourced
would be those that use alarge amount of unskilled labor, such as assembly of components and
other repetitive tasks. Moving these activities overseas will reduce the relative demand for
unskilled labor in theindustrial country, in much the same way as replacing these workers with
automated production. This means that outsourcing has a qualitatively similar effect on
reducing the relative demand for unskilled labor within an industry as does skilled-biased
technological change, such as the increased use of computers. Thus, determining which of these
ismost important is an empirical question.

We will examine two methods that have been used to estimate the effects of trade versus
technological change on wages and employment. The first method estimates the demand for
skilled and unskilled labor. Let us return to the simple three-good, three-factor model introduced

above, where we derived the revenue function Gp(Ln, Hn, Kn, pn, P) in (4.4) for each industry
n=1,...,N, where p = (p1,p) is the vector of imported input prices. It will be convenient to work
with a“short-run” cost function that is dual to (4.4). Note that the function G,(L, Hn, Kn, pn, P)
islinearly homogeneous in prices, so we can aternatively write it as pnGn(Ln, Hn, Kn, 1, p/ pn).

Thus, a natural measure of real value-added is,
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Yn= Gn(Ln, Hn, Kn, 1, p/pn) . (4-14)

This measure of output is nearly the same as 'y, except it now includes real net exports.

Provided that the underlying production functions f;, i=1,2,n, are increasing and concave, then
the function G, will also be increasing and concavein (L, Hn, Ky).
Then the short-run cost function, obtained when the level of capital and output are fixed,

isdefined as;

Ca(W, 0, Kn, Y, p/pr) = Lm‘: WLn+ qHn, subject to (4.14). (4.15)

n’'n

Notice that we have included the relative price of traded inputs p/py, in this cost function since

they also appear in the revenue function (4.14). More generaly, any structural variables that
shift the production function and therefore affect costs should be included as arguments. In the
model discussed above with a continuum of input, the range of inputs imported into each country
should appear as an argument in (4.15). That is, it is not enough to just keep track of import
prices —we a so need to keep track of newly imported intermediate inputs. In practice, we will
measure this by the expenditure on imported inputs for each industry, though this does not fully
capture the idea of newly imported inputs.13 We will denote all such variables that affect costs
inindustry n by the vector z,; in addition to imported inputs, this can include expenditures on

computers and other new types of capital equipment. We therefore rewrite the cost function in

(4.15) as Co(W, q, Kn, Y, Zn).

13 |n chapter 10 we discuss methods to directly measure the product variety of imports. Dinopoulos and
Segerstrom (1999), Zhu (2000a) and Zhu and Trefler (2001) develop models that emphasize the link between new
varieties of traded goods and wages, with corresponding empirical work by Zhu (2000b). These papers are
recommended for further reading.
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The next step isto choose afunctional form for costs. Asin our discussion of the GDP
function in chapter 3, a convenient choice is the translog cost function, which iswrittenin a

genera notation (dropping the industry subscript n) as,

M K M M
_ 1
InC=a, +Zai Inw; +> By Inx, + sz” Inw; Inw;
i=1 k=1 i=1j=1

K K M K
1
+32. 2.8k Inxi Inx, +3° > @y Inw; Inx,
k=1/=1 i=1 k=L

(4.16)

where w; denotes the wages of the optimally chosen inputsi=1,...,M, and xx denotes either the
quantities of the fixed inputs or outputs k=1,...,K, or any other shift parameters.14 In terms of the
cost function in (4.15), there are just two optimally chosen factors — skilled and unskilled labor —
while capital and output are treated as fixed in the short run.

The usefulness of the translog function comes from computing its first derivatives,
dInC/alnw; = (0C/ow;)(w;/C). Because dC/ow; equals the demand for the chosen input i, it
follows that (0C/ow;)(w;/C) equals the payments to factor i relative to total costs, which we

denote by the cost-shares s. Thus, differentiating (4.16) with respect to In w; , we obtain,

M K
Si :Gi+zyij|nWj+Z(plklnXk, izl,...,M. (417)
=1 k=1

Given annual data on factor cost shares, wages, and fixed inputs and outputs, this set of linear

equations can be estimated over time for a given industry to obtain the coefficients y; and @.1°

14 Without loss of generality we impose the symmetry requirement that Y = ¥;i. Inaddition, to ensure that the
translog cost function is homogeneous of degree one in wages, we impose Zi'\ilo(i =1and Zi'\ilyij = Zi'\ilcgk =0.

15 Generally, the dependent variables in the system (4.17) sum to unity, which means that one of the equations can
be derived from the others. Under these conditions, one of the equationsis dropped before the system is estimated.
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Alternatively, the equations can be estimated for a single year, or the change between two years,
by pooling data across industries. In the latter case, we are assuming that the same cost function
applies across the industries. Despite this strong assumption, the cross-industry approach is

popular and we will follow it here.
Returning now to the notation Cn(w, q, Ky, Yn, Zn) asin (4.15), we have two chosen

inputs — skilled and unskilled labor. Focusing on the share equation for skilled labor, it will

depend on wages for both types of |abor, aswell capital, output, and all other structural variables,
Zn. When (4.17) is estimated by pooling data across industries, as in Berman, Bound and

Griliches (1994) for example, it isfelt the cross-industry variation in wages has little
information: wages differ across industries principally due to quality-variation of workers, so we
do not expect high-wage industries to economize on those (high-quality) workers. Accordingly,
the wage terms are typically dropped from the right of (4.17) when pooling data across
industries. Thisleavesjust fixed capital, output, and other structural variables. Taking the
difference between two years, the estimating equation for the wage-share of skilled labor (s) in

industries n=1,...,N becomes:

ASqy =@ + o AINK , + oy AInY,, +@,'Az,,, n=1,...N, (4.18)

where z, denotes the vector of structural variables that shifts costs, and ¢, is the corresponding
vector of coefficients. In particular, when the wage-share of skilled labor is increasing, we are
interested in determining how much of that increase is due to changes in capital, output, and the
structural variables.

Estimates of (4.18) for 447 industries within the U.S. manufacturing sector, over 1979-

1990, are shown in Table 4.4. The data are from the NBER Productivity Database (Bartel sman
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Table4.4: Dependent Variable - Changein Nonproduction Wage Shar e, 1979-1990

D ) ©) (4) ©)
Mean Regresson Regresson  Regression Contri-
bution
AIn(K/Y) 0.71 0.05 0.04 0.04 7-9%
(0.01) (0.02) (0.009)
AIn(Y) 154 0.02 0.02 0.01 4-8%
(0.006) (0.006) (0.006)
Outsourcing 0.42 0.20 0.22 0.14 15-24%
(0.096) (0.10) (0.09)
Computer and other high-tech capital measured with ex post rental prices:
Computer share 0.25 0.20 13%
(0.091)
Other High-tech share 0.14 -0.07 -
(0.14)
Computer and other high-tech capital measured with ex anterental prices:
Computer share 0.07 043 8%
(0.17
Other High-tech Share 0.17 0.005 02%
(0.07)
Computers measur ed as share of investment:
Computer share 6.56 0.02 31%
(0.01)
High-tech share 0.40 0.03 3%
(ex post rental prices) (0.05)
Constant 0.20 0.21 0.16 40-53 %
(0.09) (0.09) (0.05)
R® 0.16 0.16 0.19
N 447 447 447

Note: The mean of the dependent variable equals 0.389. Standard errors (in parentheses) are robust to
heteroskedasticity and correlation in the errors within two-digit industries. The first column shows mean
values of the dependent and independent variables for 1979-1990. All regressions and means are
computed over 447 four-digit SIC industries and are weighted by the average industry share of the
manufacturing wage bill. AIn(K/Y) isthe average annua change in the log capital -shipmentsratio and Aln(Y)
isthe average annual changein log real shipments. The outsourcing variables and the computer and high-

technology sharesarein annual changes.

Source: Feengraand Hanson (2003, Table 3), as simplified from Feenstraand Hanson (1999, Table 1), and

empirical exercise 4.2.
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and Gray, 1996, which is available at http://www.nber.org/nberces/ ).16 In these regressions we

use nonproduction labor as a proxy for skilled labor, so the dependent variable is the changein
the share of nonproduction labor in total wages within each industry. Over al manufacturing
industries, the nonproduction wage share increased from 35.4% to 42.4% between 1979 and
1990, for an annual growth of 0.4% (four-tenths of one percent) per year. It iscommon to weight
regressions like those in Table 4.4 by the industry share of the tota manufacturing wage bill, aswe

shdl do. Inthisway, large industries receive more weight in the regressions. The regressors

included are: the shipments of each industry (as a proxy for real value-added Y ,); the
capital/shipments ratio (reflecting the capital input K, relative to Y ); outsourcing, measured by
imported intermediate inputs as a share of total intermediate purchases (one of the z, variables);

and the share of computers and other high-tech capital in the capital stock (other z, variables).

Several of these variables deserve further explanation.

Theimported intermediate inputs have been estimated by Feenstra and Hanson (1999)
using the input-output matrix of the U.S. economy, combined with trade data. For example, if
the automobile industry purchases 10% of its inputs from the steel industry, and 30% of steel
consumed in the U.S. isimported, then we conclude that 3% of the inputsin autos is due to
imported steel. Thisis summed over all intermediate inputs to arrive at the overall share of
imported inputs for each industry. The share of computers and other high-tech capita in the
capital stock is constructed in three different ways. first, using ex post renta prices to measure

capital services; second, using ex ante rental prices to measure capita services;17 and third, by

16 |n empirical exercise 4.1, you are asked to download this dataset and reproduce Figures 4.1-4.2, and in exercise
4.2 you are asked to reproduce Table 4.4.

17 To explain the construction of rental prices, suppose that there is only one type of capital and labor, so that
value-added in anindustry ispYh, =wLp, + rKp. Given dataon sales and on compensation to labor, the ex post
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measuring computer expenditures as a share of investment rather than of the capital stock.18 We
think that it is preferable to measure the contribution of computers to the capital stock, rather
than to new investment, but experiment with all three approaches.

In column (1) of Table 4.4, we report the mean values of the dependent and independent
variables for 1979-1990, and, following this, the regression coefficientsin columns (2)-(4). Each
regression uses alternative measures of the computer and other high-technology shares. In all the
regressions, we see that outsourcing has a positive impact on the nonproduction share of the
wage bill, as does the computer share. By multiplying the regression coefficients by the mean
values for the change in each variable, we obtain the contributions of each to the total changein
the nonproduction wage share, shown in column (5). We see that outsourcing accounts for 15%-
24% of the shift towards nonproduction labor.

The results for computers depend on the specification. Measuring computer services and
other high-tech capital as a share of the capital stock using ex post rental prices, we see they
account for 13% of the shift towards nonproduction labor. Measuring these shares using ex ante

rental prices, we see that that computers and other high-tech capital explain only 8% of this shift.

paymentsto capital are congtructed asaresidua, rKp=pYn—wLp. Next, we need some measure of the physical
capital stock Ky, whichistypically constructed from investment data I, using the perpetual inventory method:

Knt = (1-0)Kpt-1 + Int, where & is adepreciation rate for capital. Then using the constructed physical capital in year
t, and the total paymentsto capital in year t, these are divided to obtain the ex post rental on capital in year t:

rt = (pY nt —wWLnt)/Knt-  Then using the purchase price of capital pkt, the implied ex post rate of return to capital

would be constructed as pt = (rt /pkt) — 0 + [( Pke+1— Pkt)/ Pki]. Thus, the ex post rate of return includes the rental
relative to the purchase price, minus depreciation, plus any capital gains or losses on the capital equipment. In
contrast, an ex ante rate of return would ignore the capital gainsor losses. Thus, if we chose p* asa“safe’ rate of
return such as on a bond, then the corresponding ex ante rental price would be obtained by ignoring capital gains and

computing ry from the equation, r; = (p* + d)pkt - The formulas used for the rental prices becomes more
complicated when we take into account business taxes, and when there are multiple types of capital. For further
details see Harper, Berndt and Wood (1989).

18 The share of computer spending in investment is obtained from the Census of Manufactures, which simply asked
firmsto report what percentage of new investment was devoted to computers. This variable has been used previously by
Berman, Bound and Griliches (1994) and Autor, Katz and Krueger (1998).
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In both cases, the contribution of computers and other high-tech capital isless than the
contribution of outsourcing. In contrast, when computers are measured by their share of
investment (and the high-technology capital share is aso included), we see that these variables
account for 31% of the shift toward nonproduction labor, which exceeds the contribution of
outsourcing. Thus, whether outsourcing is more or less important than computers depends on
whether the latter are measured as a share of the capital stock, or as a share of investment.
Regardless of the specification, however, it isfair to conclude that both outsourcing and
expenditure on computers and other high technology capital are important explanations of the
shift towards nonproduction labor in the U.S., with their exact magnitudes depending on how
they are measured.

A specification like (4.18) has also been used to investigate the demand shift towards
nonproduction labor in various other countries. Following its liberalization of foreign
investment and trade in the 1980s, Mexico experienced an increase in the relative wage of skilled
labor (Hanson and Harrison, 1999). In the period following reform, foreign direct investment
(FDI) in Mexico was concentrated in foreign assembly plants, known as maquiladoras, most of
which are located in Mexican states along the U.S. border. These assembly plants are created, in
most cases, by U.S. firms outsourcing unskilled-labor intensive production activities to Mexico.
Feenstra and Hanson (1997) find that the shift in Mexican manufacturing towards foreign
assembly plants over 1975-1988 can account for 45% of the increase in the country’s
nonproduction wage share. Evidence supporting the link between outsourcing or import
penetration and wages shares or relative employment is also available for Austria (Dell’ mour et
al, 2000), Germany (Geishecker, 2002), Hong Kong (Hsieh and Woo, 1999), Japan (Head and

Ries, 2002) and the U.K. (Anderton and Brenton, 1999; and Gorg, et al 2001).
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In the specification (4.18), outsourcing changes the relative wage by shifting out the
relative demand for skilled labor. An aternative view isthat international trade changes factor
prices by flattening the labor demand curves, making them more elastic. Leamer (1998) presents
an extreme version of this story, in which the transition of an economy from autarky to trade
transforms an economy’ s labor demand curve from being downward sloping to being horizontal,
at least over segments that correspond to diversified production.1® Extending thislogic, Rodrik
(1997) identifies severa mechanism through which greater economic integration between
countries may make labor demand curves flatter. In one of the few attemptsto test this
hypothesis, Slaughter (2001) estimates the own-price elasticity of labor demand for production
and nonproduction workersin two-digit U.S. manufacturing industries over the period 1960-
1991. Over the entire sample, demand became more elastic for production labor, but not for
nonproduction labor. The sectors with the largest increase in elasticities were food and tobacco,
apparel and textiles, wood and paper, and primary and fabricated metals, which include some of
the least-skill intensive manufacturing industries. The demand for production labor became
more elastic in industries with more outsourcing, more investment in computers, and more
investment in high-tech capital overall. These results are robust to controls for industry fixed
effects but not time fixed effects, suggesting that changes in labor-demand elasticities are

dominated by atime trend.

Estimating the Zero Profit Conditions
The second empirical technique we will discuss assumes that both types of 1abor, as well
as capital, are being optimally chosen. So we abandon the “short run” cost function in (4.15),

and instead use the more familiar long-run cost function for the industry:

19 seeproblem4.1.
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CoWn, G, T, Y, PIPR) = | r:inK WinlLn + GnHn + 1Ky, subject to (4.14). (4.19)

Notice that in (4.19) we have allowed the factor prices wy, gn, and r,, to differ acrossthe
industriesn=1,...,N. Thisreflectsthe empirical fact that factor prices, and wages in particular,

do differ across industries (Krueger and Summers, 1988), and will turn out to be important. As
before, the relative price of traded inputs p/p;, enters this cost function because it also appearsin

the revenue function (4.14); we will replace this by the vector z,, which includes other structural
variables.
Since the revenue function (4.14) is linearly homogeneous in inputs, then we can rewrite

the cost function in (4.19) as,

Cn(Wm Ons s Y, Zn) =Yn Cn(Wn, On, 'n, Zn) ) (4-20)

where ¢,(Wn, On, ', Zn) denotes the unit-cost function. The zero-profit conditionsin the industries
are therefore expressed as,

Pn = Ch(Wn, On, 'n, Zn), n=1,...,N. (4.22)

Throughout this book, we have examined how changesin product prices affect factor
prices. Now, however, the presence of the structural variables z, means that the changesin
prices reflect more than just changes in factor prices. Indeed, taking the difference between the

log change in factor and product prices, we can define total factor productivity as,
TFP, =6, Alnw, +6,4AInQg,, +8,« Alnr,) —Alnp,, (4.22)

where the cost-shares of the three factors sum to unity, 6, + 6,4 + 6« = 1, and A denotes the

first-difference. Productivity improvements mean that factor prices rise more than product
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prices, so that (4.22) ispositive. Note that thisisthe “dual” definition of productivity, and
empirically it isvery closeto the “primal” definition, which is the growth in output minus the
weighted average of the growth in inputs.20

Shuffling the terms in (4.22) dlightly, we obtain the equation,

Alnp, =-TFP, +08, Alnw, +06,4AIng, +8kAlnr,, n=1,...,N. (4.23)

We consider estimating (4.23) as alinear regression across industries, where the data are the
changein log prices, total factor productivity, and the factor cost-shares 6y, while the change in

factor-prices are estimated as regression coefficients. That is, we estimate the implied changein

factor-prices 3., By, and Bk from the regression:

Alnpn :_TFPn +9n|_B|_ +9nHBH +9nKBK +8n, n:].,...,N, (424)

where €, isan error term, specified more fully below. We interpret the coefficients 3, Bn, and
Bk asthe change in factor pricesthat are “mandated by” the change in product prices, which is
the dependent variablein (4.24). We hope to find that the estimate factor prices changes 3., By,
and Bk from thisregression are quite close to their actual changes, and if so, we can conclude
that a Stol per-Samuel son linkage between product and factor prices works empirically. Baldwin
and Hilton (1984) were among the first to estimate this price regression, and there are many

recent applications of it (Baldwin and Cain, 2000, Slaughter, 2000), as discussed below.

20 That is, the primal definition of productivity is TFP, = AInY,, = (68, AlnL, +86,,AInH, +8, AlnK ). With
the log change in quantities or prices measured between two years, we should construct the factor cost-shares as the
average of the cost-sharesin the two years. Thisformulation is called the Torngvist index of productivity, and will
be discussed further in chapter 10, and in Appendix A.
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Estimates of (4.24) for 447 U.S. manufacturing industries, over 1979-1990, are provided
in Table 4.5. The dependent variable isthe log change in the industry output price over the
period, and we use the primal measure of TFP. The other independent variables are the average
cost-shares for production labor, nonproduction labor, and capital; the materials cost share times
the log change in materials prices; and the energy cost share times the log change in energy
prices. Note that we do not attempt to estimate the change in materials prices and energy prices,
but simply include these cost shares times their prices as controls.

In columns (1) and (2), we constrain the coefficients on the materials share times the
materials price, and the energy share times the energy price, to be unity. This approximates the
specification in Leamer (1998). In column (1), the coefficients on the labor sharesimply a
decrease in the nonproduction/production relative wage of 2.3% — 3.1% = —0.8% per year, which
is consistent with the resultsin Leamer (1998). But in redlity, the nonproduction-production
wage gap in the U.S. rose by 0.7% per year, or about seven-tenths of one percent.2l So the
regression in column (1) does not reproduce at all the actual factor prices changesin the United
States! In column (2), we follow Sachs and Shatz (1994) and drop the computer industry (SIC
3573), which reverses the predicted change in wage inequality. Now, nonproduction wages are
mandated to rise by 1.5% per year more than production wages. In column (3), we approximate
Krueger’'s (1997) specification by dropping TFP as aregressor, while estimating coefficients on
materials and energy. Thereis again amandated rise in the nonproduction-production wage gap,

but one that is much larger than the actual increase in relative wages.

21 After weighted by each industry’ s share of manufacturing shipments, the average nominal wages of non-
production workers rose by 5.4% per year over 1979-1990, and the nominal wages of production workers rose by
4.7% per year. The difference between these, 0.7%, is the increasing “wage gap” that needs to be explained.
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Table4.5: Dependent Variable- Log Changein Industry Price, 1979-1990

1) (&) ©) (4) ©)

Effective TFP -1.0 -1.0
(0.02) (0.001)

TFP -1.0 -0.8

(0.2) (0.2)
Production labor 31 24 3.6 4.7 4.7
cost-share (1.2 (1.2 (2.9 (0.02) (0.01)
Nonproduction labor 2.3 4.1 6.2 55 54
cost-share (1.9 (1.7 (4.0) (0.02) (0.03)
Capital cost-share 7.9 8.1 9.5 4.0 4.0

(0.8) (0.9 (2.2 (0.02) (0.02)
Materials cost-sharetimes ~ 1.0* 1.0* 12 1.0* 1.0
change in materials price (0.3) (0.002)
Energy cost-share times 1.0* 1.0* -0.9 1.0* 1.0
change in energy price (0.9) (0.01)
Constant -0.7 -0.83 -1.9 0.01

(0.3) (0.29) (0.9 (0.005)
R? 0.90 0.81 0.93 0.99 0.99
N 447 446 446 447 447

Note: Standard errors are in parentheses. All regressions omit three industries with missing data on
materials purchases or prices (SIC 2067, 2794, 3483) and are weighted by the industry share of total
manufacturing shipments, averaged over thefirst and last period.

In columns (1)-(3) and (5), the dependent variable is the log change in the grossindustry price, and the
factor cost shares sum to one across al factors. The materias cost share is multiplied by the log change
in the materials price; the energy cost share istreated similarly. In column (4), the dependent variableis
the log change in the industry value-added price and factor cost shares sum to one across primary factors.
Column (1) uses primal TFP as aregressor; column (2) drops the computer industry (SIC 3573) from the
sample; column (3) also drops TFP as aregressor; and column (5) uses effective TFP as aregressor,
where effective TFP equals primal TFP minus the change in wage differentials.

* These coefficients are constrained at unity.

Source: Feengtraand Hanson (1999), and empirical exercise 4.3.
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The estimates in Table 4.5 are troubling because they show that slight changesin the
data, such as dropping the computer industry, have dramatic effects on the results. Whileitis
true that the computer industry is an outlier, the sensitivity of the results to the specification
suggests that something more basic is going on. To addressthis, let us ask: why do the

estimates of 3, By, and Bk from regression (4.24) differ at all from the actual average changein

manufacturing wages, which we denote by Alnw, Alng,and Alnr? The overbar indicates that
we are averaging the change in factor-prices over all manufacturing industries. By just
comparing (4.23) and (4.24), it seems that there should be some close connection between the
estimates 3., By, and Bk and these average actual factor price changes, but we need to uncover
what this connection is.

To achieve this, let us make the transition from (4.23) to an estimating equation more

carefully. First, notice that we can rewrite (4.23) as,

Alnp, =-TFP, +8, Alnw +0,4AInq+ 8« Alnr+¢,,, (4.25)
where,

€n =6, (Alnw, —Alnw) + 06,4 (Alng, —AIng) +8,k (Alnr, —Alnr). (4.26)

That is, we replace the industry wage changes on the right of (4.23) by the average wage
changes, and incorporate the difference between these two into an error term. In economic
terms, €, reflects interindustry wage differentials: i.e., the difference between wages paid in each
industry and the manufacturing average. It iswell known that these wage differentials vary
systematically across industries, with capital-intensive industries paying higher wages.

Now that we have derived the regression equation more carefully, it is clear that it has an

error term €,. Recognizing this, we can answer the question of whether the estimates from the
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eguation will match the actual factor price changes or not: the estimates of 3., Bn, and Bk
obtained from (4.24) will be unbiased estimates of the average actual factor price changesin
(4.25) if and only if the error term €, shown in (4.26) is uncorrelated with the cost-shares 6, ,
B4, and Bk. Thisresult follows directly from the properties of ordinary least squares, whereby
the independent variables need to be uncorrelated with the error term to obtain unbiased
estimates. But this property is unlikely to be truein our data. Industries such as computers have
both a high share of nonproduction labor (e.g., engineers), and probably the fastest growing
industry wage differential, as these workers have had very rapid wage gains. This suggests that
the error term €, is negative for computers, resulting in a negative correlation with the
nonproduction labor cost-share. Indeed, this negative correlation likely explains why the
estimated change in nonproduction wagesis lower in column (1) of Table 4.5, which includes
the computer industry, than in columns (2) or (3), which exclude this industry.

To correct this problem, we can simply include the error term €, as an additiona
regressor in the equation, reflecting the change in interindustry wage differentials. Itis

convenient to combine €, with TFP,, obtaining a measure of “ effective’” TFP:

ETFP, =TFP, —¢,

=0, Alnw+0,,AINg+ 08, Alnr) —Alnp, . (4.27)

Thus, this measure of effective productivity shows how the average manufacturing factor-price
changes, weighted using the cost-share in each industry, differ from the change in product price

of that industry. Making use of (4.27), the regression in (4.24) is written once again as,

Alnpn = _ETFPn + enLBL +GnH[3H + enKBK , nzl,...,N. (428)
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Now, thereisno error term at all in this regression, so it ought to provide a perfect fit
when estimated. Thiswill not be exactly true in our data, since we are using the primal rather
than the dual measure of TFP to construct effective TFP in (4.28). These priors are confirmed in
columns (4) and (5) of Table 4.5. In column (4), we constrain the coefficients on the materias
and energy sharesto equal unity, while in column (5), we alow these coefficients to differ from
unity. In either specification, the coefficients on the labor and capital shares are extremely close
to the actual average annual percentage changesin factor prices, which are 4.7% for production
labor, 5.4% for nonproduction labor, and 4.0% for capital. Thus, when we properly estimate
(4.28), we end up with an identity!

Summarizing our results so far, we started with the goal of estimating the zero-profit
conditions to obtain “mandated” changesin factor prices that are consistent with the changein
product prices. A number of researchers have estimated an equation like (4.23), without much
attention to the error term in this regression. When we carefully derive the error term, asin
(4.26), we then redlize that it islikely correlated with the factor cost-shares that are the
independent variables. To correct for this we can include the error term as data, by incorporating
it into “effective” total factor productivity. But now we encounter another problem: this gives
essentialy a perfect fit, just reproducing the actual change in factor prices. That meansthe
regression does not provide us with any new information at all! This discouraging finding
suggests that a new approach is needed.

To make further progress, Feenstra and Hanson (1999) propose a two-step estimation

procedure. In thefirst step, we combine the variables Alnp,, + ETFP, , which appear in (4.28),

and regress these on the structural variables z,. Supposing that there are only two structural

variables, z;,, and z,,, we therefore run the regression:
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Alnp, + ETFR, = aq + a;Azy, +05Az,, , n=1,...,N. (4.29)

In the second step, we then take the estimated coefficients 6, andd ,, and use these to construct

the dependent variables for the regressions,

01821, =6 By +6,uPry + 6k Pk, and, (4.309)

0025, =6, Bor +OnBon +OmkBak . N=1....N. (4.30b)

That is, we use the estimated coefficients &, andd ,, times each structural variable as the
dependent variablesin (4.30), and regress these on the factor cost-shares. The coefficients
obtained from the second-stage regression, Ba, Bin, Bik and Bar, B2u, Bk, are interpreted as the
portion of the total change in factor-prices that are explained by each structural variable. In
thisway, we are taking the total change in factor-prices, and decomposing it into parts that are
explained by each structural variable.

In their estimation of (4.29) for U.S. manufacturing industries over the period 1979-1990,
Feenstra and Hanson (1999) find positive and statistically significant correlations between
dependent variable Alnp,, + ETFPR,, in thefirst step regressions, and the structural variables:

outsourcing, the computer share of the capital stock, and the computer share of investment. In
the second step, these structural variables (times their estimated coefficients) are regressed on the
factor-cost shares to obtain “mandated changes’ in factor prices. The results indicate that both
outsourcing and capital upgrading contributed to rising wage inequality in the 1980s.

For example, when the share of the capital stock devoted to computers is measured using
ex post rental prices, then outsourcing accounts for 15% of the increase in the relative wage of

nonproduction workers while computers account for 35% of thisincrease; thus, computers are
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twice as important as outsourcing. When instead the computer share of the capital stock is
measured using ex ante rental prices, then outsourcing explains about 25% while computers
explain about 20% of the increase in the relative wage. However, when the computer share of
investment is used, then the contribution of outsourcing fallsto about 10%, while the
contribution of computers rises so much that it explains the entire increase in the relative wage.
So as with our results when examining the change in the nonproduction labor share, when we
now consider the factors influencing the relative wage, we find that both outsourcing and
computer expenditure are important, with their exact magnitudes depending on how these
variables are measured.

Haskel and Slaughter (2001) have aso applied the two-stage estimation procedure to data
on U.K. manufacturing industries over the period 1960-1990. As structural variables they use
union density (the share of union workersin industry employment), industry concentration (share
of sales by the five largest firms), innovations per industry, import prices, and computerization
(share of firmsin the industry using computers). They find that TFP growth is higher in
industries with more innovations, lower initial union density, lower initial sales concentration,
and larger reductionsin import prices (but is unrelated with computerization). Product price
changes are lower in industries with smaller changes in import prices. During the 1980s, when
U.K. wage inequality rose, the structural variable that appears to have contributed most to the
increase in the skilled-unskilled wage gap is industry innovation. The contribution of import
pricesis comparatively small. This contrasts with research (Anderton and Brenton, 1999)
showing that rising imports over 1970-83 is asignificant determinant of the nonproduction labor

shareinthe U.K.
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TheRole of Nontraded Goods

Our approach above has been to use disaggregate data for U.S. manufacturing, most of
which are traded goods. As appealing as this approach may be, it misses the important fact that
most of the U.S. economy — as with other industrial countries —is devoted to nontraded goods
and services. Itishighly desirable, therefore, to incorporate the nontraded sector into the
estimation. One way to do thisisto estimate aggregate GDP or cost functions, distinguishing
nontraded and traded goods, as well as different types of labor. This approach has been taken by
several authors, as follows.

Tombazos (1999) distinguishes types of labor by identifying industries that are intensive
in skilled or unskilled labor, and then forming aggregate wages and employment indexes over
each group of industries; these indexes are then used as a proxy for the price and quantity of
skilled and unskilled labor. Heincorporates skilled labor, unskilled labor, capital and imports
into the estimation of an aggregate cost function for the U.S,, over 1967-1994, with asingle
aggregate output (including exports). His magjor conclusion is that a drop in the import price
reduces the demand for unskilled labor, but raises the demand for skilled labor inthe U.S. This
is highly consistent with our theoretical model in this chapter. Missing from his analysis,
though, is a discussion of how much import prices have fallen, and therefore, how much of the
shift towards skilled labor can be explained by this channel of influence.

Further results are obtained by Harrigan and Balaban (1999), Harrigan (2000) and Kumar
(2000). Harrigan and Balaban estimate atranslog GDP function for the United States over the
period 1963-1991 using data on four factors (high-school dropouts, high-school graduates,
college graduates, and capital), and four sectors (skill-intensive traded goods, unskilled-intensive

traded goods, skill-intensive nontraded goods, and unskilled-intensive nontraded goods). Thus,
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imports are not explicitly identified. In contrast, Harrigan (2000) has two categories of outputs
(skill-intensive and unskilled-intensive final output), and seven factors including imports (oil
imports, two other groups of imports, and the three types of labor and capital). It turns out that
changesin the import prices have been quite small in comparison with other price changes,
especially in nontraded goods, so that changes in import prices are not an important explanation
for changesin wages. We therefore focus below on the results of Harrigan and Balaban, which
except for imports are similar to those of Harrigan.

With the estimated coefficients from the translog share equations, Harrigan and Balaban
calculate wage elasticities with respect to factor quantities and product prices. They find that the
elasticity of each factor price with respect to its own endowment is negative (so the hypothesis of
“factor priceinsensitivity” isregected). Increasing the supply of capital raise wages for all
workers, but these elasticities are rising in education levels, such that a 10% increase in the
capital stock increases the college/high-school-graduate rel ative wage by about 3.5%, and the
college/high-school -dropout relative wage by about 8%. The wage elasticities of traded goods
prices are imprecisely estimated, while those for nontraded goods are somewhat surprising.
Increasesin prices of skill-intensive nontraded goods raises wages for college graduates and
high-school dropouts, but lowers wages for high-school graduates, whereas increases in prices of
unskilled-intensive nontraded goods have alarge positive effect on high-school-graduate wages,
amoderate positive effect on college wages, and a negative effect on high-school -dropout wages.

Putting the estimated wage €l asticities together with observed changes in factor supplies
and product prices, we can decompose the contribution of different variables to the observed
changein factor prices. While capital accumulation contributed to an increase in the relative

wage of college graduates, this effect was largely offset by increases in the supply of college
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graduates. The big changes during the latter part of the sample period were an increase in the
relative price of skill-intensive nontraded goods, such as finance, insurance and real estate. This
had the largest impact on raising the college/high-school -graduate rel ative wage. Conversely,
there was a decrease in the relative price of unskilled-intensive nontraded goods, such as
wholesale and retail trade, which had the largest impact on reducing the relative wage of high-
school-dropouts. In short, the increase in the relative wage of skilled labor, in the 1980s and
beyond, is highly correlated with the rise in the price of nontraded goods that use skilled labor,
and similarly for unskilled labor where both the relative wage and nontraded price fell.
Thisisasurprising finding, since it seems to suggest that the wage changes have little to
do with trade. But Harrigan and Balaban’ s findings beg the question of whether the changein
nontraded pricesis caused the change in wages, or conversely. Using the model of Sachs and
Schatz (1998), it is not difficult to construct an example where capital |eaves the country,
increasing the relative wage of skilled labor, and therefore raising the price of skill-intensive
nontradables and lowering the price of unskilled-intensive nontradables.?2 This story would be
consistent with the estimates of Harrigan and Balaban, and supposes that the driving force
behind the wage and price changesis international capital flows. We cannot rule out, however,
the idea that the nontradables prices are changing due to some other reason (e.g. rising incomes
and demand leading to an increase in the price of skill-intensive nontradables), which is therefore
the proximate cause of the changein wages.23 AsHarrigan (2000, p. 186) putsit: “To my
knowledge, there are no scholarly studies of relative price determination in the United States that
might shed light on the causes of the changes shown...and until we understand the cause of these

price changes we cannot rule out an important role for import competition.”

22 Seeproblem 4.2.
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Conclusions

The model of intermediates inputs we have investigated has some similarities to the
conventional Heckscher-Ohlin framework, but rather than focusing on industries of various skill-
intensities, we instead suppose that there are activities within each industry that vary in their
factor intensities. These activities are modeled as intermediate inputs that are traded between
countries and combined into some final product. With this modification from the conventional
Heckscher-Ohlin framework, we have found that we can easily generate shiftsin relative demand
for skilled labor within an industry. We have further argued that drop in the price of imported
intermediates has effects that are observationally equivalent to the effect of skilled-biased
technological change. The relative importance of trade versus technological change must be
assessed on empirical grounds.

While models of production sharing are starting to take hold within international trade,
this concept is already used in economic sociology (Gereffi and Korzeniewicz, 1994; Kenney
and Florida, 1994), geography (Dicken et al, 2001; Y eung, 2001) and other social sciences,
where production sharing is referred to by the more general name “commodity chains.” A
commodity chain consists of the sequence of activitiesinvolved in the manufacture of a product,
from initial development through to production, marketing and sales, especially as these
activities cross international boundaries. In these disciplines, commodity chains are seen as an
integral part of the development process for countries that are till industrializing. We have
taken aless grand view, and have simply argued that production sharing has a substantial impact

on wages.

23 Blum (2001), for example, argues that capital accumulation in nontradables was a principal source of rising wage
inequality during the 1980s and early 1990s.



4-49 Feenstra, Advanced International Trade

Using these theoretical insights, we described the labor demand regression arising from a
model where capita isfixed in the short run, while skilled and unskilled |abor are chosen
optimally. Additional terms are included in the demand regressions reflecting trade in
intermediate inputs (outsourcing) as well as computer use. We find that both of these
explanations can explain a portion of the shift towards skilled labor in the U.S. during the 1980s,
with the exact contribution of each being sensitive to how computer useis measured (i.e. asa
share of the capital stock, or as a share of new investment).

We dso re-visited the link between changes in product prices and factor prices. Contrary
to the suggestion of Lawrence and Slaughter (1993), we argued that the movements in product
prices (combined with growth in productivity) are fully consistent with the increase in the
relative wage of skilled labor inthe U.S. Indeed, the zero-profit conditions ensure that, as an
identity, the change in relative wages must be explained by product prices and productivity. The
challenge for researchersis to uncover what structural factors explain the underlying movement
in prices and productivity: are these changes due to skill-biased technological upgrades, or dueto
trade in intermediate inputs? We discussed a “two stage” estimation procedure due to Feenstra
and Hanson (1999) that allows this to be determined. Aswith the labor demand regressions, we
find that both outsourcing and computer use can account for a portion of theincreasein the
relative wage of skilled workers, with the exact contribution of each being quite sensitive to how
computer use is measured.

Finally, we concluded this chapter with a discussion of nontraded goods. Harrigan and
Balaban (1999), Harrigan (2000) and Kumar (2000) have argued that the variables which are
most highly correlated with the movement in wages over the 1980s and 1990s are neither trade

prices nor outsourcing nor high-technology capital, but rather, a sharp increase in the price of
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skill-intensive nontraded goods in the U.S. as well as a decrease in the price of unskilled-
intensive nontradables. This finding poses a challenge to those who believe that either trade or
technology is responsible for the change in wages, and will no doubt be an important area for

further research (see Blum, 2001, for example).



4-51 Feenstra, Advanced International Trade

Problems

4.1 In this question we will examine the aggregate demand curve for labor that arises in autarky,
and under free trade. Make all the usual assumptions of the 2x2 economy.

(a) First consider the autarky economy, where there is a single representative consumer in the
country, and the prices for the goods are determined by supply = demand. Suppose that the
endowment of labor increases. Then verbally trace through the effects on the outputs of the
goods, relative prices of the goods, and then factor prices. Graph the relationship between the
labor endowment and the real wage.

(b) Now consider the same economy but with free trade, and fixed world prices. If thereisan
increase in the labor endowment, what is the effect on the real wage? Graph this relationship.
(c) Reconsider your answer to part (b), supposing that the labor endowment grows so large that
the country moves outside its cone of diversification. How will further increases in the labor

endowment affect the real wage? Add thisto your graph.

4.2 Consider an economy with two industries and three factors — unskilled labor (L), skilled
labor (H) and capital (K).

(a) Suppose that industry one has a higher cost share of unskilled labor and also of capital (think
of factory production). Suppose further than the product prices are constant, but that the rental
on capital goes up (perhaps because capital isleaving the country). Inthis case, can we
definitely predict what happens to the relative wage of unskilled labor?

(b) Now add a nontraded good, which uses only skilled and unskilled labor. What is the impact
of the increase in the rental on capital, and the change in wages, on the price of the nontraded

good. Contrast a high-skill-intensive versus low-skill-intensive nontraded good.
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Empirical Exercises

4.1 Download the NBER productivity dataset at http://www.nber.org/nber ces/nbprod96.htm,

compute the relative wage and rel ative employment for 1958 — 1996, and reconstruct Figure 4.1
and 4.2. Note: Given this data, you need to first compute the wage rates in production and

nonproduction sectors using the following formula:

> production worker wage bill;
Production worker wagerate = -!

Z production workers;
|

> Non production worker wage bill
Non production worker wagerate = -

Z Non production workers,
|

> (total pay roll; - production worker wagebill, )
i

> (total employment; - production workers; )
i

I = industry
4.2 Store thefiles for this chapter in the directory: c:\Empirical _Exercise\Chapter_4\. Run the
program “Problem_4 2.do” to reproduce the regressionsin Table 4.4 (which is ssimplified from
Table Il in Feenstra and Hanson, 1999). Then answer: what weights are used in these

regressions, and how are the results affected if these weights are not used?

4.3 Run the STATA program “Problem_4 3a.do” to reproduce the regressionsin Table 4.5 (i.e.
Table | in Feenstraand Hansen, 1999). Then run “Problem_4 3b.do” to perform the two-step
regression, Table IV and Table V in Feenstra and Hanson (1999). Note that Table V is obtained

using the coefficientsin the first column of Table IV.
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Chapter 5: Increasing Returnsand the Gravity Equation

In this chapter, we make a significant departure from earlier trade models by allowing for
increasing returnsto scale. The ideathat increasing returns might be areason for trade between
countries was well recognized by Bertil Ohlin (1933) and also Frank Graham (1923), and has
been the motivation for policy actions.* In Canada, for example, extensive policy discussionsin
the 1960s argued that Canadian firms would benefit from unrestricted access to the U.S. market.
It was believed that the Canadian market was too small to allow manufacturing industries to
operate at a minimum efficient scale, and that with accessto the U.S. market, firms could move
down their average costs curves, which isagain in efficiency.? Indeed, this was a principal
reason that Canada entered in afree trade agreement with the United Statesin 1989: to giveits
firms free access to the large American market. As promising asthisline of argument is,
however, it contains apuzzle: asfirmsin Canada and the U.S. move down their average cost
curves due to access to the other market, surely not all firms can expand output that much, since
who would buy it? Thus, an expansion by some firms seems to suggest that others will need to
exit the market entirely. So we need amodel to sort out these various effects.

The model that is most suited to this purpose is one of monopolistic competition: a
market with alarge number of firms, each producing a unique variety of a differentiated product,
with freedom of entry and exit. Thismodel dates back to Edward Chamberlin (1936) and Joan
Robinson (1933) who presented graphical analyses. The widespread use of this model had to

wait for amathematical formulation, however, which was achieved by Lancaster (1975, 1979),

1 Graham (1923) argued that trade due to increasing returns to scale might be an argument for protection, i.e. that
one country could lose from trade. Ethier (1982) analyzed amodel of this sort, relying on increasing returns that are
external to the firm. In this chapter we will focus exclusively onincreasing returns that are internal to the firm.

2 See, for example, Eastman and Stykolt (1960, 1967).
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Spence (1976), and Dixit and Stiglitz (1977). Lancaster presented a model in which consumers
differed in their “ideal variety” of adifferentiated good. In constrast, Spence and Dixit and
Stiglitz had a single representative consumer demanding many varieties of the differentiated
good, in what is called the “love of variety” approach. Lancaster (1980) and Helpman (1981)
applied the “ideal variety” approach to international trade, while Krugman (1979,1980,1981)
applied the “love of variety” approach due to Dixit and Stiglitz. The comprehensive treatment
by Helpman and Krugman (1985) shows that these two approaches lead to very similar results,
so we will use the ssmpler “love of variety” approach. We begin by describing the model of

Krugman (1979).

M onopolistic Competition M odel
We will supposethat therearei =1, ..., N product varieties, where the number N will be

endogenously determined. Thereisafixed number L of consumers, each of whom receive the

following utility from consuming ¢; of each variety:

U=§:v(ci), v'>0, v'<O0. (5.2)
i=1

Notice that this utility function is symmetric over the product varieties, i.e. the same function

v(G) applies to the consumption of each. Each consumer receives labor income of w, so their

budget constraint is w = Zi'\ilpi c; . They choose consumption ¢; of each variety to maximize

utility in (5.1), subject to this budget constraint. The first-order conditions for this problem are:
vV'(c) =Ap; , i=1,...,N, (5.2)

where A isthe Lagrange multiplier (i.e. the marginal utility of income).
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The effect of achangein price on consumption can be derived by totally differentiating
the system of equationsin (5.2), together with the budget constraint. Normally, such achangein
price would affect A. However, it can be argued that if the number of varieties is sufficiently
large, so that the budget share of each of them is small, then we can ignore the impact of a

changeinonepriceon A. In that case, the effect of achangein priceissimply:

v'de; = dp;A ::% =%< 0 (5.3)
|

Using (5.2) and (5.3), we define the el asticity of demand for variety i as.

dc; p V'
=PV sy 5.4

While the assumptions we have made on v (increasing and concave) ensure that the elasticity is

positive, we do not in general know whether it isincreasing or decreasing in ¢;.  Thiswill turn

out to be quite important, and we shall assume that dn; /dc; <0, so that as we move up a

demand curve (consumption falling) the elasticity rises. The reader should verify that this
assumption holds for alinear demand curve, and more generally, for any demand curve that is
“less convex” that a constant-elasticity curve.

On the production side, labor is the only resource and each firm requires the following

labor to produce output of y;:

Li =a+By; , (5.5
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where a is the fixed labor input needed for production, and 3 isthe marginal labor input. Given

the equilibrium wage w, it follows that average costs for thefirmsare, AC; =wL;/y; =
wa /y; +wpB, while marginal costs are simply wf3. These are both graphed in Figure 5.1.

Monopolistic competition has two key equilibrium conditions for firms. First, each firm
maximizes its own profits, requiring that margina revenue equal marginal cost (MR=MC).
Second, there is free entry whenever economic profits are positive, so in the long-run equilibrium
we must have zero profits, or price equal to average cost (P=AC). In addition to these, we will
add the requirement that the equilibrium is*“symmetric,” meaning that prices and quantities are

identical across varieties. Dropping the subscript i, we therefore have the equilibrium

conditions:
MR=MC: p(l— EJ =wB, or 2= B(lj (5.6)
N w o \n-1
P=AC: p:(mj+wﬁ, o 2= (1}3 (5.7)
y w Lc

Notice that in (5.7), we have replaced supply of each good, y, by the demand for each
good, Lc. Equations (5.6) and (5.7) form two equations to solve for the two unknowns, (p/w)
and c. Thefirst of these equationsis graphed asthe line PP in Figure 5.2. Our assumption that

dn; /dc; <0 ensuresthat the PP curveisupward sloping. Turning to equation (5.7), thisis

graphed as the downward sloping line ZZ in Figure 5.2, which is simply the firm’ s average cost
curve. Theintersection of these two curves determines the equilibrium values of (p/w) and c.
Then to determine the equilibrium number of product N, we make use of full-employment in the

economy, which is stated as:
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N N
L= L =) (a+By;) =N(a+By) = N(a +BLo), (5.8)
i=1 i=1

from which it follows that:

1

N=—— (5.9)
[(a/L)+pBc]

The equilibrium value of ¢ therefore determines the number of products N.

So far, we have represented the equilibrium for asingle economy. But the effects of
trade are easily introduced. For example, suppose that two countries of identical size move from
autarky to free trade. Notice that because the economies are identical, then in the Heckscher-
Ohlin model there would be absolutely no reason for trade between them. But in the
monopolistic competition model, there will be arationale for trade: firmswill begin to export to
the other country, and at the same time, face competition from firms abroad. Thisincreasein the
number of competitors can be expected to lower the equilibrium price. Thisis exactly what
happens, as can be confirmed from the equilibrium conditions.

Having the two identical countriestrading isjust like doubling the population L. This has
no impact on the PP curve [since L does not appear in (5.6)], but it does shift the ZZ curve down

[as can be seen from (5.7)]. Therefore, the equilibrium consumption of each variety falls, from

Co to ¢1, while the real wage rises, from (w/p)o to (w/p);. Consumption falls because individuals

are spreading their expenditures over more product varieties, and this raises the elasticity of
demand, reducing the equilibrium prices and therefore raising real wages. Thisis a source of
gain for consumers. But thereis also a second source of gain from trade, because with therise in
L and fall inc, it can be verified from (5.9) that total product variety increases. That is, the sum
of varieties from both countries under free trade exceeds the number in any single country before

trade.
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But notice that the number of varieties produced in each country necessarily falls with
the opening of trade. This can be seen by noting that the fall in (p/w), as firms move down their
average cost curve, necessarily implies that output y increases. This means that any firm that
produces both in autarky and under free trade will be selling more with trade. But the full-

employment conditions for each economy is L = N(a +By), where now L isfixed. So the

increaseiny, asfirms exploit economies of scale, necessarily implies areduction in the number
of firmsin each country. This resolves the question raised at the beginning of the chapter:
opening trade between countries indeed implies that firms must exit in each, while the remaining

firms expand their output and take advantage of scale economies.

Evidence from the Canada-U.S. Free Trade Agreement

To summarize, Krugman's model contains two predictions concerning the impact of trade
on the productivity of firms. the scale effect, as surviving firms expand their outputs, and the
selection effect, as some firms are forced to exit. Which one of these effects is most important in
practice? Thisisaquestion of some importance since the dislocation of workers caused by the
bankruptcy of firmsis bound to bring costs to them. Thiswas certainly true in Canada after it
entered into the free trade agreement with the U.S. on January 1, 1989, because at the same time,
Canada also had atight monetary policy that led to further job loss. The early computable
general equilibrium model of Harris (1984) and Cox and Harris (1985, 1986), done before the
1989 agreement, presumed substantial scale economies based on engineering estimates for
various industries, and predicted very high efficiency gainsfor Canada. These estimates were
influential in Canadian policy circles as the merits of the agreement with the U.S. were being
debated. With more than a decade since the Canada-U.S. FTA has been in effect, there are now

several studies we can look to that quantify the scale versus selection effect empirically.
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The scale effect — that surviving firms will expand their scale of production following
trade liberalization — has unfortunately not been borne out empirically. Head and Ries (1999)
use plant level datafor a sample of 230 Canadian industries over 1988-1994 to examine the
impact on plant scalein the six years following the free trade agreement with the United States.
They find that the tariff reductionsin the U.S. increased plant scale in Canada by some 10% on
average, but thiswas largely offset by a8.5% reduction in plant scale due to the reductionsin
Canadian tariffs. On net, therefore, the free trade agreement had only a small impact on scale.
Thistype of evidenceis also found from tariff reductionsin awide range of developing
countries, where the average scal e of firmsin import-competing industries either shrank
following liberalization, or expanded only slightly.® The only silver lining to this result is that it
appears the extent of economies of scaleis not that great in the first place, so that any reduction
in scale does not really cause higher costs. In addition, evidence from developing countries
shows that the markup of price over marginal costsisindeed reduced following tariff reductions,
SO consumers gain in that respect.*

Turning to the selection effect, thisis another avenue through which productivity in an
industry can change following liberalization. In particular, if the |east-efficient firms are the ones
to exit, then average industry productivity will rise. Note that thisis outside the framework of
the original Krugman model, since it makes the “symmetry” assumption that all firms were of
the same size and efficiency (it follows that the exit of some would not automatically change
average productivity). This assumption was made for analytical convenience, but contradicts the
empirical fact that every industry has a very wide range of firms operating within it. Indeed, itis

only recently that trade theory has caught up with this empirical fact, and there are now several

3 Tybout and Westbrook (1995) obtain this result for liberalization in Mexico during 1984-1990, whereas Tybout,
de Melo and Corbo (1991) find evidence of small increases in scale following liberalization in Chile.
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models that allows for arange of firmswith differing productivities, due to Melitz (2002) and
Y eaple (2002), that can predict the effects of tariff reductions. In these models, the gains from
the Canada-U.S. free trade area would come not from scale effects, but rather, from selection
effects, whereby the least efficient firms exit after liberalization.

The empirical evidence on this comes from Trefler (2001), which isthe first attempt to
comprehensively assess the impact of this agreement on productivity within Canada. Trefler

concludes that:

For industries subject to large tariff cuts (these are typically “low-end” manufacturing
industries), the short-run costs included a 15% decline in employment and about a 10%
decline in both output and the number of plants. Balanced against these large short-run
adjustment costs were long-run labour productivity gains of 17% or a spectacular 1.0%
per year. Although good capital stock and plant-level data are lacking, an attempt is made
to identify the sources of FTA-induced labour productivity growth. Surprisingly, this
growth is not due to rising output per plant, increased investment, or market share shifts
to high-productivity plants. Instead, half of the 17% labour productivity growth appears

due to favourable plant turnover (entry and exit) and rising technical efficiency.

Thus, productivity in Canada was increased due to free trade with the U.S. from the selection
effect, not the scale effect.

The finding that the scale of Canadian firms did not change much (on net) following the
FTA can be explained from several models, as discussed in Head and Ries (1999, 2002). We
note here one particularly simple theoretical result: if the elasticity of demand for product
varietiesis constant, then firm scale will not change at al dueto tariffs or trade liberalization. A

utility function that leads to this case is the constant elasticity of substitution (CES) function:

* We will discuss the empirical link between tariffs and markups in chapter 10.
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N
uU=yclodo (5.10)

. i
i=1

The elasticity of substitution between productsisequal to o > 1, which also equals the elasticity
of demand n when N islarge.® Thisimplies that the markup of prices over marginal costsis
fixed, p/(Bw) =[o/(o-1)].

Substituting this optimal price into the expression for profits of the firm we obtain:

py - w(a +By) = WKGB—XJ - a} : (5.11)

In order to have zero profitsin equilibrium, it follows that the output of firmsisfixed at,

y=(o-Da/p. (5.12)

So thereis no scale effect in amodel using (5.10), though trade will still affect the product
variety available to consumers. The product variety produced in each country is readily solved
from (5.12) and the full-employment condition (5.8), obtaining N =L /(a +y). Thus, the
number of varieties produced does not change due to trade in this CES model, so thereisno
selection effect elther, but the number of varieties consumed will increase due to those available
from imports.®

The key advantage of using the CES functional form isthat it is homothetic, whereas this

will not hold for any other choice of v(c;) in (5.1). For this reason the CES functional formis

commonly used in the monopolistic competition literature, and despite its special properties,

® In problem 5.2 you are asked to derive the elasticity of demand and investigate other properties of the utility
function (10).

® |f firms are heterogeneous, as in the model of Melitz (2002) and Y eaple (2001), then a selection effect will re-
appear even using CES preferences.
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and we shall also make use of it later in the chapter.’

The Gravity Equation

In the monopolistic competition model, each country will be exporting varieties of the
differentiated product to each other. While firmsin different countries may produce the same
product varieties in autarky, we assume they can costlessly leave one variety and produce
another, so that with trade it is profit maximizing to produce different varieties. In other words,
the countries are completely specialized in different product varieties. Trade in these product
varietiesisreferred to as “intra-industry trade.” Notice that complete specialization and intra-
industry trade does not occur in the two-sector Heckscher-Ohlin model: countries may be
producing in the same industries, but they either export or import in each industry — not both. In
the Heckscher-Ohlin model with a continuum of goods, however, we do have complete
specialization in different products when factor prices are unequal, as described in chapter 3.
The common feature of the monopolistic competition model and the HO model with a continuum
of goods is that they both have many more goods than factors: that iswhat alows for complete
specialization in different product varieties across countries. In this case, it turns out that trade
patterns can be described by a remarkably simple equation called the “ gravity equation.”

Inits simplest form, the gravity equation states that the bilateral trade between two
countriesis directly proportional to the product of the countries GDP's. Thus, larger countries
will tend to trade more with each other, and countries that are more similar in their relative sizes
will also trade more. This equation performs extremely well empirically, as has been known

since the original work of Tinbergen (1962). Our goal in this section isto derive this simple

" In problem 5.4, we provide an example of an indirect utility function that is still homothetic, but does not require
constant price elasticities of demand.
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version of the gravity equation, under the assumption of free trade, so that all countries have
identical prices. In later sections, we will loosen this assumption and alow for differing prices
due to trade barriers between countries, which turns out to be quite important.

To the assumption that countries are specialized in different varieties of afina product,
let us add that demand is identical and homothetic across countries, and that trade is free (no
tariffs or transport costs). Then it follows that a good produced in any country is sent to all other
countriesin proportion to the purchasing country’s GDP. To formalize this, consider a multi-

country framework wherei,j=1,...,C denotes countries, and k=1,...,N denotes products (any
variety of agood counts as adistinct product). Let yik denote country i’ s production of good K.
Since prices are the same across all countries, we normalize them to unity, so yik actualy
measures the value of production. The total GDP in each country is measured by
Y =" vk, andworldGDPis YW =¥ 7 Y'.

Let & denote country j’s share of world expenditure. Assuming that tradeis balanced in
each country, thed also denotes country j’s share of world GDP, so that d =y /y". Then under

the assumptions that all countries are producing different products, and demand isidentical and

homothetic, the exports from country i to county j of product k are given by:

XJ=slyl . (5.13)
Summing over all products k, we obtain:

X”=ZXE=SJZVL=S’Y'=YY—I:st'YW:x“. (5.14)
k k
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Summing the first and last of these terms, we therefore find that bilateral trade between two
countries equals,

x”-+x1i=(—3—jvivj. (5.15)
Y w

This gives our simplest derivation of the gravity equation, where the bilateral exports from
country i to country j are proportional to the product of their GDP's. This simple model has

many empirical applications, and we shall discuss two.

Empirical Applications of the Gravity Equation
Trade within and outside the OECD

As afirst application of the gravity equation, we consider the work of Helpman (1987).
The goal of hiswork isto give an aternative characterization of the gravity equation,
emphasizing the role of differential country size. Thus, consider an economic region consisting
of two countries. Then holding fixed the economic size of this region, two countries of unequal
size will not trade as much as would two countries of similar size. To demonstrate this, let us

sum the first and last of termsin (5.14) to obtain:
XU+ x T =odgly W, (5.16)

It will be convenient to re-express this equation as depending on each country’ s share of

GDP relative to each other. So let us say that these two countries belong to “region A” of the

world, and denote the sum GDP of these two countries by YA=Y'+¥). Then their relative
shares of regional GDP are expressed as A= Yi/YA, and the GDP of region A relative to the

worldiss™ = Y*/Y". Then (5.16) can bere-written as, (X 4 x ji)/YA =25AsiAs” | The
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shares of regional GDP sum to unity, sA +sA =1, and squaring this we obtain
25AgIA =1-(sA)2 - (s")2 . substituting this back into the previous equation, we have

therefore shown:

Theorem (Helpman, 1987)
If countries are completely specialized in their outputs, tastes are identical and homothetic, and
there is free trade worldwide, then the volume of trade among countriesin region A relativeto

their GDPis:

Volume of t;adelnA _A (1_ Z(SiA)ZJ . (5.17)
GDP iCA

We have derived this result above for the case of two countriesin aregion, but Helpman
shows that it holds for aregion of many countries. Theterm (1— ZiD A (s” )2) appearing on the

right of (5.17) isa“size dispersion index.” It shows how the volume of trade will be related to
therelative size of countries. To understand the properties of thisindex, suppose that there are N
countriesinregion A. Then theindex is maximized for countries of the same relative size 1/N,
in which caseit equals[1-(1/N)]. Conversely, as any country has a share approaching unity, then
the dispersion index also approaches zero. The theorem says that the volume of trade relative to
GDP will be proportional to the dispersion index.

Helpman (1987) tests (5.17) for agroup of OECD countries. Inthe simplest test, he
graphs the dispersion index against the volume of trade relative to GDP for these countries. Both
of these variables are indeed increasing over time, i.e. countries are getting more similar in size
and tradeisgrowing. Hummels and Levinsohn (1995) extended this comparison to non-OECD

countriesaswell. Wewill discuss the results of Debaere (2002), who provides the most
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complete treatment. Let us specify theregion A as any pair of countries, A ={i,j}. Then (5.17)

iswrittenin logs as:

X+ X o yi ¥ ( vl Y
In{—J:In(s'+sJ)+ln 1—( j —( J : (5.18)

Y +Y! Y +y! Y +y!

Debaere tests these relations using a dataset covering 1970-1989, over a sample of OECD
and non-OECD countries. Recognizing that the variables aso depend on time, let us write the

estimating equation in (5.18) as:

x4 x i o )
In —Yti +Ytj = ajj +yIn(s; +st) +BIn(Dispersiony), (5.19)
t t

where ajj is afixed effect for each country pair, y is a coefficient on the log sum of country

shares, and [ is a coefficient on the size dispersion index, which equals the final bracketed term

on theright of (5.18). Noticethat if the country shares are roughly constant over time, then the

fixed effect ajj in (5.19) would absorb thisterm. Thiswasimplicitly assumed by Hummels and

Levinsohn (1995), so Debaere runs two versions of (5.19): first excluding the term In(sit + s{) :

which treats the country shares as constant over time; and then including this term, which alows
the country shareto vary over time. These two versions are shown in parts (a) and (b) of Table
5.1.

Debaere also uses severa different methods to measure the country GDP shares and

dispersion index. Since GDP should be measured in acommon currency —the U.S. dollar — it
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Table5.1: Testsof the Gravity Equation

Dependent Variable—Value of (Trade/GDP) for Country Pairs

OECD Countries non-OECD Countries
1) 2) 3) 4) (5) (6) (7) (8)
Measure of GDP: PWT IFS PWT IFS PWT IFS PWT IFS
Estimator: OLS OLS v [\ OLS OLS v [\
(a) With constant GDP shares
In(Dispersion) 1.01 0.55 1.97 2.10 -2.05 -0.14 -2.30 1.54
(0.10) (0.04) (0.21) (0.34) | (0.85) (0.20) (1.69) (0.71)
R? 0.59 0.43 0.58 0.39 0.02 0.12 0.02 0.13
N 1820 1820 1820 1820 1320 1320 1320 1320
(b) With time-varying GDP shares
In(Dispersion) 1.57 0.89 3.28 3.52 -0.96 0.40 -1.43 2.10
(0.12) (0.06) (0.25) (0.29) (0.99) (0.24) (1.77) (0.73)
In(s, +s!) 1.30 047 254 276 | 198 099 751 439
(0.13) (0.06) (0.28) (0.26) (0.95) (0.10) (2.83) (1.18)
R® 0.61 0.45 0.60 0.43 0.02 0.14 0.02 0.14
N 1820 1820 1820 1820 1320 1320 1320 1320
Notes:

1. The columns labeled with 1V use country populations as an instrumental variable for GDP,
and then cal cul ates the country shares and dispersion index using predicted GDP's.
2. Standard errors are in parentheses

Source: Debaere (2002)
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can be converted from national currencies using either nominal exchange rates or purchasing
power parity (PPP) exchange rates. The former —nominal GDPin U.S. dollars—is available
from the International Financial Statistics (IFS) of the International Monetary Fund, whichisa
standard source for macroeconomic data across countries. The latter —real GDP converted to
dollars using PPP exchange rates — is available from the Penn World Tables (PWT). We would
expect that the latter is more reliable to construct the country GDP shares and dispersion index,
but report results from both PWT and IFS. In addition, Debaere reports results obtained when
country populations are used as an instrumental variable for GDP, so the country shares and
dispersion index are calculated using predicted GDP' s from this first-stage regression.

We are especidly interested in testing whether 3 is close to unity, as Helpman’s equation
implies. The estimates of (5.19) over 14 OECD countries are shown in columns (1)-(4) of Table
5.1. Lookingfirst at part (@) which ignores the term In(sit + s{) , iInregression (1) using country
GDP sfrom the PWT, we find that 3 is insignificantly different from unity. In regression (2),
using the GDP’ sin nominal dollars from the IFS, (3 is estimated at 0.55 which is obviously less
than unity but is still positive and highly significant. The instrumental variable regressionsin
columns (3) and (4) both have higher estimates of 3 on the dispersion index, but again they are
positive and highly significant. When the log sum of country sharesisintroduced in part (b), the
estimates of [3 are generally increased further.

For the group of non-OECD countries used, the results are quite different. Using real
GDP sfrom the PWT, in columns (5) and (7), the dispersion index has a negative coefficient.
This contradicts Helpman' s resultsin (5.17), and more generally, contradicts the gravity

equation. We should not be surprised by this, however, because the gravity equation was based

on the assumption that countries are specialized in different goods. This may be areasonable
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description of trade between industrialized countries (e.g. Italian shoes are different from
American shoes), but it is a poor description of trade between devel oping countries that export
basic agricultural goods or low-skilled commodities. In that case, thereis no reason at al for the
gravity equation to hold, and thisis what we are finding in the non-OECD resultswhere 3 is
negative.

It turns out that when nominal GDP's from the IFSis used instead for the non-OECD

countries, as in columns (6) and (8), then 3 isinstead positive but in most cases just barely
significant. In addition, the regressions for the non-OECD countries have much lower R than

for the OECD countries. In summary, theresultsin Table 5.1 show that Helpman's formulation
of the gravity equation in (5.17) is strongly supported for the OECD countries, but receives little
or no support for the non-OECD countries. This accords with our expectation that specialization

in different goods is much more prevaent for the industrialized countries.

Trade within and between Canada and the U.S.

A second application of the gravity model, and one that has stimulated a large amount of
research, came from comparing intra-national trade between Canadian provinces to
international trade between Canadian provinces and U.S. states. This was the question posed by
McCallum (1995) in a study using 1988 data, just before the Canada-U.S. FTA was signed. He
estimated a gravity model like (5.15) where bilateral trade between Canadian provinces, or
between a Canadian province and U.S. state, should depend on each of their province or state

GDP's. Specifically, the regression estimated by McCallum is:

In(X" +x1) =a+ByInY' +B,Y ) +y3! +pind! +¢;, (5.20)
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where 8’ isan indicator variable that equals unity for trade between two Canadian provinces and

zero otherwise, and d" is the distance between any two provinces or states. The results from

estimating (5.20) using 1988 data are shown in column (1) of Table 5.2. The same regression
using 1993 datais shown in column (2). Note that McCallum'’s dataset included trade between
Canadian provinces, and provinces and states, but not trade between the U.S. states. Thisis
added in column (3) using 1993 data, in which case we also include an indicator variable that
equals one when trade is between two U.S. states and zero otherwise.

The results in columns (1)-(3) show coefficients on provincia or state GDP close to
unity, and strong negative relationship between distance and trade. Thisisno surprise. What is
unexpected is the very large coefficient on cross-provincial trade: ranging from 3.09 in column
(2) to 2.75 in column (3). Taking the exponents of these, we obtain the estimates on “ Canada
trade” shown at the bottom of the table, indicating the cross-provincia trade is some 22 times
larger than cross-border trade in 1988, and 15.7 times larger in 1993. These numbers are
extraordinarily high! They are meant to capture any and all factors that might impede trade
between the U.S. and Canada, or what we might call “border effects.” It seems nearly
unbelievable, however, that these factors would lead to 16 or 22 times more internal tradein
Canada than external trade.

How isit that the Canada-U.S. border can apparently have an impact thislarge? The
answer from recent work of Anderson and van Wincoop (2001) is that border effects have an
asymmetric effect on countries of different size, and in particular, have alarger effect on small

countries. To understand their argument, we can run through a numerical example using
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Table5.2: Comparison of Gravity Equations

Dependent Variable—Value of Exportsfor Province/State Pairs

McCallum (1995) Anderson, V.V'tf:j
and other samples van Wincoop Fixe a
(2001) Effects
Year of Data: 1988 1993 1993 1993 1993
Regression: 1) (2) 3) (4) (5)
us-us us-us Us-us
Regions included: CA-CA CA-CA CA-CA CA-CA CA-CA
CA-US CA-US CA-Us CA-US CA-US
Independent variables:
lnYI 1.21 1.22 1.13 1 1
_ (0.03) (0.04) (0.02)
lnYJ 1.06 0.98 0.97 1 1
) (0.03) (0.03) (0.02)
Ind” 142 2135 -111 -0.79 1.25
(0.06) (0.07) (0.03) (0.03) (0.04)
Indicator-Canada 3.09 2.80 2.75
(0.13) (0.12) (0.11)
Indicator-U.S. 0.40
(0.05)
Indicator-Border -1.65 -1.55
(0.08) (0.06)
Border Effect-Canadab 22.0 16.4 15.7 10.5
(2.9) (2.0) (1.9) 1.2)
Border Effect-USb 15 2.6
(0.2) (0.1)
Border Effect—AverageC 4.8 5.2 4.7
(0.3) (0.4) (0.3)
R 081 076  0.85 n.a. 0.66
Observations 683 679 1511 1511 1511

Notes:

Standard errors are in parentheses.

a. Included fixed effects for source and destination provinces or states.

b. Computed as the exponent of the Canada or U.S. indicator variable, except for the calculation
in column (4), which is explained in the text.

¢. Computed as the geometric mean of the Canada and U.S. border effectsin columns (3)-(4),
and as the exponent of the (absolute value of the) coefficient on the border indicator in columns

(4)-(5).

Sources. McCallum (1995), Anderson and van Wincoop (2001), and empirical exercises 5.1
and 5.2.
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Canada-U.S. trade. Let us make the realistic assumption that the U.S. is 10 times bigger

economically. It follows that:

» With frictionless trade, Canada exports 90% of GDPto U.S., so it sells 10% internally

»  Suppose the border effect reduces cross-border trade by afactor of one-half

» Then, Canada exports 45% of its GDP to U.S., so it must trade 55% internally

e Sointerna trade went up by 5.5 times (from 10% to 55%), cross-border down by one-
half (from 90% to 45%), and so internal trade has increased by 11 times more than cross-
border trade

* If we ask what has happened in the U.S,, it used to export 10% of its output to Canada,
and now it exports only 5%. So internal trade has risen from 90% to 95% of output —a
modest change — while external trade hasfallen in half. We conclude that cross-state

trade has increased by dlightly more than 2 times cross-border trade.

We can see from this example that comparing cross-state trade to cross-border trade for
the U.S. (alarge country) gives a reasonable estimate of the true border effect (which was a
factor of one-half), but that comparing cross-provincial trade with cross-border trade for Canada
(asmall country) gives areally exaggerated estimate of the border effect. To avoid thisbias, we
need to re-derive the gravity equation while introducing trade barriers (such as transport costs or
tariffs) right from the start. This means that prices differ across countries. Anderson (1979) was
the first to derive the gravity equation while taking into account these “price effects.” Estimating
the resulting equation still presents a challenge, however, and we shall discuss three approaches:
the use of prices indexes to measure the price effects in the gravity equation, asin Bergstrand

(1985,1989) and Baier and Bergstrand (2001); the use of estimated border effects to measure the
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price effects, asin Anderson and van Wincoop (2001); and the use of fixed effects to account for
the price effects, asin Harrigan (1996), Hummels (1999), Redding and V enables (2000) and

others. Our derivation of the gravity equation follows Redding and Venables.

Border Effectsin the Gravity Model
When there are border effects, such as transport costs or tariffs, then it is no longer the
case that prices are equalized across countries, so the pattern of trade is more complex than in the

gravity equation (5.15). The only way to sort this out is to assume a specific utility function, and
we shall adopt the CES specification. We let CE denote the exports from country i to country |

of good k. Because each country produces unique product varieties, the exports of good k from

country i to ) areidentical to the consumption of good k in country j. In contrast to Krugman's
model, we now let CE denote total consumption of good k in country j, rather than per-capita
consumption. We will suppose that country i=1,...,C produces N' products. Then utility for

country j is:

. Cc N
U=y 3 (cl)edlo, (5.21)
i=1 k=1

The triple-index on consumption is a bit unwieldy, but this can be smplified by assuming
that all products exported by country i sell for the same price pij in country j. These prices are

inclusive of transport costs from country i to j, on ac.i.f. (cost, insurance, freight) basis. In

contrast, the local prices pi for goods produced in country i are net of any transport costs, on a
f.0.b. (free on board) basis. Let us model the relationship between these as: pij =7/ pi, where T"

=1and T’ > 1, indicating that T Units of the product must be shipped to country j in order for
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one unit to arrive; the amount (Tij —1) “melts” along theway. Thisformulation iscalled

“iceberg” transport costs and was introduced by Samuelson (1952).

With equal transport costs across varieties, then consumption in country j is also equal

over all the products k=1,... ,Ni sold by country i, so that CE =c. Thenthe utility functionis
simplified as:

. C A
ul =y Ni (oo (5.22)
i=1

where ¢ now denotes the consumption of any product sent from country i to country j.

The representative consumer in country j maximizes (5.22) subject to the budget
constraint:

. c
Y=Y N'p'c (5.23)
i=1

where Y! is aggregate expenditure and income in country j (we will assume balanced trade).

Maximizing (5.22) subject to (5.23), we can derive the following expression for the demand for

each product ¢':3

¢l =Py (vi/ply, (5.24)
where P refersto country j’s overall priceindex, defined as:

pi :( ZiC:lNi(pij)l-c)ll(l-c) . (5.25)

8 See problem 5.2 to derive (5.24) and (5.25) when there are two goods.
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To compare this with our earlier derivation of gravity equation in (5.15), let us express the tota

value of exports from country i toj. Thiswill be Xl = Nip”c” , or from (5.24) and (5.25),

+\1-0

N |

x”:N'YJ(p—.J . (5.26)
pl

Estimating the Gravity Equation

Using Price I ndex data

In order to estimate (5.26), we should recognize that the “true” number of products Ni in

each country is unobservable. One approach, then, isto solve for this using the zero-profit
conditions. Assuming that labor isthe only factor of production and using the same production

functions as in Krugman (1979), it follows that firm output isfixed asin (5.12). Then GDPin

country i is Y' =N'p'y, and substituting this into (5.26) we obtain,

vyl (pi) vy (i
X i = Pt — , (5.26")
py (P

where we use pij =7 pi to obtain the last expression. The approach of Bergstrand (1985,1989)
and Baier and Bergstrand (2001) isto estimate (5.26') directly, where the variables on the right
are country GDFP's, tariffs and transport costs 7! (measured with IFS data), and country prices pi
or P (measured with GDP deflators).

Specificaly, taking the logs and first-differences of the variablesin (5.26’), we obtain the
estimating equation,

AlnX'T = Aln(Y'Y ) + (1= 0)AInTY =oAInp' +(c-DAInP!. (5.27)
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Theterm (Yin) appearing in (5.27) can be further decomposed as (Yi +Yj)2(si é), Wheresi and é
here denote the shares of each country’s GDP relative to their sum, i.e. d= Yi/(Yi +Yj), and

similarly for d. Therefore, we can re-write (5.27) as,

AlnX'T = 2AIn(Y' + Y1) +AIn(s's)) + (1-0)AInT! —oAaInp' +(c-DAINP!.  (5.27)

In this formulation, we see that the growth of trade depends on changes in transport costs,

changesin the sum of GDP, changes in relative country size measured by (si si), and changesin
the prices of each country, measured with GDP deflators. Becausesi +si =1, then squaring both
sideswe obtain, s € = [143)°~(9)%/2,, so the variable (s §) in (5.27') is the same as Helpman's

size dispersion index in (5.17).
Using datafor 16 OECD countries, and taking differences between the averages in 1958-
60 and 1986-88, Baier and Bergstrand (2001, p. 19) estimate the following regression (with

standard errorsin parentheses):

AlnX" = 0,05 + 2.37 AIn(Y' +Y!) + 0.60 Aln(s 9) — 4.49 Aln(1+1") — 3.19 Aln(1+a))

(0.56) (0.38) (0.34) (1.00) (0.37)
—0.68 AlnY! —0.25 Aln(p'/P) — 0.08 InX 1l R°=0.40,N=240.  (5.28)
(0.24) (0.09) (0.03)

The variables appearing in the first line of (5.28) follow directly from the specification in (5.27’),

where the term T' has been broken up into tariffs (tij) and transport costs (aij). Both of these

enter with negative and highly significant coefficients. The log sum of country GDP' s hasa
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coefficient that is close to 2, as expected from (5.27'), while the product of shares (s &) hasa

coefficient that isinsignificantly different from unity, as expected from the gravity equation and
Helpman’s (1987) formulation.
The terms appearing on the second line of (5.28) are dlightly different from those in

(5.27"). First, Baier and Bergstrand’ s modeling of supply is somewhat more general than ours,
which leads to the extraterm Ian in (5.28), which has a negative coefficient. Second, the prices
that appear separately in (5.27’) are combined as aratio in (5.28), and measured with GDP price
deflators.’ Third, they include theinitial amount of trade in 1958-60, Inxg, asaregressor in
(5.28) to allow for the lagged adjustment of trade flows.

Overdl, with an R? of 0.40, this gravity equation explains nearly one-half of the changes

in bilateral trade flows for the OECD countries. Furthermore, we can use the variables that
appear in thefirst line of (5.28) to explain the growth in trade between 1958-60 and 1986-88.
Over these three decades, bilateral trade between the 16 OECD countries used in the sample
grew by 150%. Of this, 100% or two-thirds of the total was explained by the growth in GDP
(i.e. thefirst variable on the right of (5.28) after the constant, times its coefficient). Next, the
actual reductionsin tariffs, timesits coefficient in (5.28), explains another 38% increase in trade,
or roughly one-quarter of thetotal. Third, the actual reduction in transport costs, timesits
coefficient in (5.28), explains afurther 12% increase in trade, or one-twelfth of the total. So we
conclude that the reduction in tariffs is about three times as important as the reduction in

transport costs in explaining increased OECD trade.

 Actually, all of the variablesin (5.27') are measured by Baier and Bergstrand (2001) in real rather than the

nominal terms as we have used. When that modification is made, the prices pI and P| should indeed appear asa
ratio.
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Notice that these three variables (sum of GDP's, tariffs and transport costs) explain the

entireincreasein trade, leaving no role at all for the convergence in relative country size, which
istheterm Al n(si si) in (5.28). Whilethisterm is positive on average across all OECD countries
for 1958-60 to 1986-88, it is actually negative but very small (—3%) for the 16 countries used in

the sample. In other words, thereisadlight divergence in size of real GDP among the 16 OECD

countries used, which explains a slight reduction in trade (of 2%) rather than an increase in trade.
Note that this occurs despite the fact that the coefficient on the GDP shares Al n(si si) is

insignificantly different from unity in (5.28), as predicted by the gravity equation and Helpman's
(1987) formulation. So while this variable passed the statistical test of having a coefficient of the

correct sign and magnitude (as we also found for the OECD countriesin Table 5.1), it failsto be

economically important in explaining the growth in trade among the OECD countries.

Using Estimated Border Effects
An objection to using published price indexes to measure pi and P isthat these indexes

may not accurately reflect the “true” border effects. That is, the myriad of costs (in money, time
and currency risk) involved in making transactions across the border are probably not reflected in
aggregate price indexes.’® So instead of using data to measure prices, we might want to model
the c.i.f. prices pij as differing from the f.o.b. prices pi due to distance and other factors, as with:

InTY =tV +pind’ +¢;;, (5.29)

19 Another problem with using price indexes is that they are nearly always measured relative to an arbitrary base
period. This makesit impossible to compare the “level” of pricesin a Canadian province and U.S. state, when the
base period for each index differs. Engel and Rogers (1996) neatly avoid this problem by measuring the correlation
of prices across locations, rather than their levels.
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where d” is the distance between country i and j, tis any other “border effect” associated with
selling from country i to j, and &jj isarandom error. We should think of p and rij as being

estimated, though we will have to explain how thisis done. Generadly, Tij iIsmeant to include all

effects limiting trade between countriesi and j, so referring to it as “iceberg” transportation costs

is something of a misuse of language.

Substituting (5.29) back into the gravity equation (5.26) to eliminate the terms pij =7 pi,
we obtain a set of equations where the exports between country i and j depend on the parameters
) and p. Thisset of equationsis highly non-linear, however, so it is difficult to estimate these

parameters directly. Instead, the approach of Anderson and van Wincoop (2001) isto further
simplify the gravity equation making use of the market clearing conditions, as follows.
Notice that with the iceberg transportation costs, the output of the firm exceeds the net

amount received by consumer, since these are related by:
y' = Zf:lc”T” : (5.30)

Multiplying this by the pricep' , we obtain p'y' = Zle p'cll, which is an equality between the
value of output of the firm (using the f.o.b. prices but before the output has “melted”) and the

expenditure of consumers (using the c.i.f. prices but after the quantity delivered has “melted”).

In principle, we can use the market clearing conditions (5.30) to solve for the unknown prices pi.

Rather than obtain an explicit solution for prices, Anderson and van Wincoop (2001) make use of

aconvenient implicit solution. To develop their result, we again denote country i’s GDP by

Y= Nipiyi ,world GDP by Y" :chzle , and countryi’ssharebys.i =y
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Theorem (Anderson and van Wincoop, 2001)

Suppose that the transportation costs are symmetric, =1 Thenan implicit solution to the

market clearing conditions (5.30) is:

5=l /N 0B (5.31)
in which case the price indexes are solved as.

Pyo=35 TPy, (5.32)

Pr oof:

We will show that substituting (5.31) into the price index (5.25), and substituting (5.31) into the

market clearing conditions (5.30), both lead to equation (5.32). First, substituting p'l = p'T"
= (s' /N')1 1B into (5.25), we immediately obtain (5.32). Second, rewrite the market
clearing conditions (5.30) as,

Y =Ny =N Y T =N cTpt =N (I T ROV (539)

where the final equality makes use of (5.24) and pij =7 pi. Then substituting (5.31) into the
final expression of (5.33), we obtain,

yi=¢ chzl(Tij PPy (5.34)

Summing this over i=1,...,C, we have, Y% :chzl(T” P'PHY Y whichisidentical to (5.32)

provided that T) = 7', QED
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To see the usefulness of this result, substitute (5.31) into the gravity equation (5.26) to

obtain:

I I AV VI AT
XIJ =SIYJ oo = = . (535)
PP YW | PP

Thisis aremarkably simple equation, whereby bilateral trade between countries depends on their
GDP sand aso their implicit price indexes. Anderson and van Wincoop call P' “indexes of
multilateral resistance,” because they depend on the transport costs T in (5.32). Theseindexes

are unobserved, but Anderson and van Wincoop argue that we can solve for them by using
equation (5.32) in combination with a formulafor the transportation costs such as (5.29').**
Specifically, the estimation strategy of Anderson and van Wincoop is to move the GDP

terms from the right to the left of (5.35), take logs and substitute (5.29) for the transportation

costs, obtaining (without the constant term YW):
InX"/Y'Y1) =p@-0)Ind! +(@-0)t! +In(P)° +In(P)° +(1-0)g;.  (5.36)

The dependent variable on the |eft is bilateral trade relative to the product of GDP's. On the

right we have distance between regionsi and j, followed by all other border effects (1—0)tij, and

then the multilateral resistance terms (F’i )0'1. These terms can be solved from (5.32)

1 Notice that (5.32) determines P asafunction of the transport costs T. We can write (5.32) alternatively as,
1=3C s (7" /837 which shows that aweighted average of the terms (T1/PP1)L™9 sumsto unity, implying
that these terms themsel ves are centered around unity. When T =1foralli, j, for example, then the solution to

(5.32) is P'=1 for all i. Notethat in general the solution to (5.32) involves a normalization on the absolute level of
prices, and therefore, on the absolute level of the implicit price indexes.
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once we know the transportation costs T'=7" The transport costs, in turn, are obtained from

(5.29) using the estimated value of p(1-o)Ind’ + (1- o)1, which comes from (5.36). The
estimation of this system must be custom programmed to minimize the sum of squared residuals

in (5.36), while simultaneously using (5.29) to obtain the values of Tij = Tji at each iteration, and

with these, solving for the multilateral resistance terms (5 )"‘l from (5.32).
To perform this estimation, we need to be more specific about the form of the border

effects (1-0)t" in (5.36). Recall that in McCallum's (1995) gravity equation in (5.20), we

introduced an indicator variable 8’ that equaled unity for trade between two Canadian provinces,
and zero otherwise. Anderson and van Wincoop instead work with an indicator variable that is

(1—6”), or unity for trade between the U.S. and Canada, and zero otherwise. Introducing the
coefficient y on this variable, we replace (1—cr)rij with y(1—6ij) in (5.36) and also use the

coefficient a = p(1-o) on distance, to obtain:
InX" /YY1y = aind? +y(1-3") +In(P")* +In(P)° + (1-0)e;;.  (5.37)

Their estimates of (5.37) are shown in column (4) of Table 5.2. Notice that the provincial
and states GDP terms have their coefficients constrained at unity, since they have been brought
to the left of (5.37). The coefficient on the indicator variable on cross-border trade in column (4)
isestimated at ¥ =—1.65. This can be compared to the estimates on the indicator variables for
intra-Canada trade and intra-U.S. trade, in column (3), of 2.75 and 0.40, respectively. We
certainly expect the indicator variables in columns (3) and (4) to have coefficients that are

oppositein sign, since in the one case we are measuring intranational trade and in the other case
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measuring international trade. It is noteworthy, however, that Anderson and van Wincoop's
estimate in column (4) is roughly midway between the conventional gravity estimates in column
(3), in absolute value. This appears to occur because Anderson and van Wincoop only alow a
single indicator variable to measure cross-border trade, rather than distinguishing two indicator
variables (i.e. one for Canadian exports to the U.S., and another for American exports to

Canada). The use of asingleindicator variableisrelated to their assumption that transport costs
are symmetric, =1

How should we interpret the estimate y = —1.65? One approach isto recall that (1—0)Tij
was replaced by y(1—6ij) in (5.37), so setting these equal and taking the exponent, we solve for
exp(rij) = exp[y(l—éij)/(l—o)]. For cross-border trade we have 6”:0, SO exp(rij) = exp[y/(1-0)].
Taking values for the élasticity of substitution of o =5, 10 and 20, we would therefore obtain

estimates of exp(rij) of 1.5, 1.2, and 1.09, indicating border barriers of between 9% and 50% in

terms of their implied effect on price. The upper end of these estimatesis certainly high, but the
lower end is not unreasonable.

We would like to turn the coefficient ¥ =—1.65 into an estimate of how much more trade

there iswithin Canada as compared to across the border. For regressions (1)-(3) in Table 5.2, we
simply took the exponent of the indicator coefficient, as reported near the bottom of the table.

That approach is no longer appropriate, however, because if the border did not exist then the
multilateral resistance termsin (5.37) would aso be affected. Let us denote by (f” )"‘1 the
multilateral resistance termsin the absence of the border effect, i.e. what we obtain from formula

(5.32), but now using only distance (times its estimated coefficient) to compute T in (5.29).
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Taking exponents of (5.37), and comparing this equation with and without border effects, the

ratio of trade in these two cases is therefore,'?

XU T ga-an [ (P)THP)
Yij - [e jl(r)l )O'—l(r)j)O'—l ’ (538)

For example, consider intra-Canadian trade, where 8)=1 so the first term on the right of

(5.38) vanishes. Anderson and van Wincoop find that (5.38) equals 4.3, meaning that intra-
Canadian trade is 4.3 times larger with the border effects than without. ™ In addition, for the
United States, Anderson and van Wincoop find that intra-U.S. tradeis 1.05 times larger with the
border effects than without. Finally, they find that cross-border trade is 0.41 times smaller with
the border effects than without. All these numbers are computed from the ratio on the right of
(5.38), averaged across the provinces or states in Canada or the U.S., as appropriate. With intra-
Canadian trade being 4.3 times higher due to the border effect, and cross-border trade being 0.41
times smaller, it isimmediate that intra-Canadian trade is 4.3/0.41 = 10.5 times higher than
cross-border trade. This estimate is shown near the bottom of column (4) in Table 5.2, along
with its standard error. The analogous calculation for the U.S. shows that intra-American trade
is1.05/0.41 = 2.6 times higher than cross-border trade, which is again shown at the bottom of
column (4).

These estimates show how small economies, such as Canada, have a much larger impact

of the border effects. Thisis consistent with our numerical example earlier in the chapter, and

12 \Wetreat the province or state GDP's YI as unaffected by border effects, so that (5.38) follows by taking the
exponent of (5.37) and its ratio with and without border effects.

3 This calculation requires the use of o in (5.38). Anderson and van Wincoop use 6=5, but find that the implied
borders effects are not sensitive to this choice.
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indeed, the estimates of border effects obtained by Anderson and van Wincoop (10.5 and 2.6) are

nearly the same as in our simple numerical example. Furthermore, these estimates have the
following specia property. The geometric mean of the border effectsis (10.5[2.6)1/2 =52

Notice that thisis the same as what we obtain by taking the exponent of the coefficient on the

cross-border indicator variable (in absolute value), €%

=5.2. Sothe geometric mean of the
Canadaand U.S. border effects, computing using formula (5.38), turns out to be identical to what
we obtain by just using the cross-border indicator variable! Thisisno coincidence, and we
provide a proof of this simple relation in the Appendix to this chapter. This result means that

using cross-border indicator variable is a completely valid way to infer the average impact of the

border on intranational relative to international trade.

Using Fixed Effects

A drawback to the estimation strategy of Anderson and van Wincoop isthat it requires
custom programming to perform the constrained minimization (and obtain standard errors). A
third and final approach to estimating the gravity equation, while using ordinary least squares, is
to use fixed effects to take account of the unobserved price indexes. Fixed effects have been
used in the gravity equation by a number of authors, including Harrigan (1996) and Hummels
(1999), for example. Redding and Venables (2000) and Rose and van Wincoop (2001) give
these fixed effects a structural interpretation, and we will summarize each of their results.

Since the multilateral indexesin (5.37) are unobserved, rather than calculating them

according to (5.32), we could instead measure them as the coefficients of source and destination

region fixed effects. That is, let 6i1 denote an indicator variable that is unity if regioni isthe
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exporter, and zero otherwise; and let &), denote an indicator variable that is unity if regionj is
p 2

the importer, and zero otherwise. Then the gravity equation in (5.37) can be re-written as:

In(X1 /Y'Yy = alnd’ +y(1-3") + B3 +BL3, + (1-0)gj, (5.39)

where the coefficients Bil = In(ﬁi )"_1 and sz = In(f’j)"_1 on the source and destination indicator
variables estimate the multilateral indexes.
An estimate of (5.39) for Canada-U.S. intranational and international trade is shown in

column (5) of Table 5.2. Rather than the border estimate y = —1.65 asin Anderson and van
Wincoop (2001), we now obtain y =-1.55. Taking its exponential we obtain e = 4.7, as

reported near the bottom of column 5. The value 4.7 is a consistent estimate of the average
impact of the border barrier on Canada and U.S. trade relative to cross-border trade (as shown in
the Appendix to this chapter). Notice that this estimate is nearly the same as the average border
effect of 5.2 obtained by Anderson and van Wincoop (2001), who explicitly introduced the
multilateral resistance term computed from (5.32) into the estimation. In contrast, the fixed
effect approach estimates this terms as part of the regression without relying on formula (5.32).
Both approaches give consistent estimates of the average border effect. While using the explicit
multilateral resistance terms should result in more efficient estimates, this benefit seemsto be
relatively small compared to the computational simplicity of the fixed effect approach. Since
the fixed effects method produces consistent estimates of the average border effect across
countries, and is easy to implement, so it might be considered to be the preferred empirical

method.
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It isaso interesting that the average border effect of 4.7 is nearly the same as the average
effect obtained by a conventional gravity equation (like McCallum, 1995): in column (3) of
Table 5.2, we compute the geometric mean of the border effect for Canada and the U.S. as 4.8.

In contrast to columns (4) and (5), the estimates in column (1)-(3) are not consistent, because
these regressions do not incorporate the price indexes. This appears to have the effect of
overstating the border effect for Canada [15.7 in column (3) as compared to 10.5 in column (4)],
and under stating the effect for the United States [1.5 in column (3) as compared to 2.6 in column
(4)]. still, for this dataset, the geometric mean of these inconsistent estimates gives an average
border effect that is very close to the consistent estimatesin columns (4) and (5).

The fixed effect approach has been used by Rose and van Wincoop (2001) to estimate the
impact of monetary unions on international trade. They include an indicator variable that is unity

if the two countries belong to a monetary union, and interpret its coefficient of y =0.86 asa

consistent estimate of the average impact of monetary unionson trade. Thisinterpretationis

valid (based on a multi-country extension of the Lemma in the Appendix). Surprisingly, they

find that monetary unions increase trade by eV = 2.36, or more than doubling trade on average
between union members relative to non-union members. The actual mechanism by which
monetary unions lead to such alargeincrease in trade remains quite unclear. Resultslikethis
have led Obstfeld and Rogoff (2001) to identify large border effects from the gravity equations
as the cause of the “six magjor puzzlesin international macroeconomics.”

The fixed effect method has also been used by Redding and V enables (2000) to
determine wages across countries. They do not rely on symmetric transportation costs, or the
above theorem of Anderson and van Wincoop, but instead work directly from the gravity

equationin (5.26). Intheir approach, the differentiated product is used as both consumer goods



5-37 Feenstra, Advanced International Trade

and as intermediate inputs to production. Thus, proximity to trading partners affects a country’s
ability to export the differentiated good, and import the differentiated inputs. both of these
activitieswill impact wages. Redding and Venables show the fixed effects of the gravity
eguation are directly related to equilibrium wages. In other words, the economic geography of a
country — measured by its distance from and access to trading partners — determines its wages
and hence its standard of living.

In the next section, we turn to another question of economic geography that has to do
with the location of firms. Specifically, as we consider regions or countries of differing size,
will the higher demand in large areas serve to attract more firms? Since each product is

produced by only one firm in our model, asking about the location of firmsis the same as asking

about how many products N' each country produces. We address this in the next section, using a

simplified framework where wages are constant and equal across countries.

TheHome Market Effect

We will make the same assumptions on the differentiated good as in Krugman’s original

model: labor isthe only input, and output yi of the typical firmin country i requires the labor

input L'=qa+ Byi. In addition, we will suppose that there is a homogeneous good, and one unit

of that good requires one unit of labor. There are no transport costs in this good, so its priceis
equalized across countries.** Choosing the homogeneous good as the numeraire, and provided

that each country produces that good under trade, wages are therefore unity in all countries.

Having wages fixed will simplify our determination of N'.

¥ The assumption of zero transport costs on the numeraire good isimportant. Davis (1998) argues that we need
higher transport costs on the differentiated good than in the homogeneous product to obtain the home market effect,
as derived below. See also Fujita, Krugman and Venables (1999, chapter 7).
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On the demand side, we assume that a fixed share of income @is spent on the
differentiated product, which provides utility given by the CES function in (5.21) or (5.22).%°

Therefore, demand for each differentiated product is still given by (5.25), but replacing income

Yj by the amount (pl_j actually spent on the differentiated product, we obtain:
i =(p' /Py @i/Pl. (5.40)

The output of firmsis still given by (5.30), yi = ZJ.C:lc”Tij . Because of the CES utility function,

this output will be fixed in a zero-profit equilibrium, y=(c-1)a /3, asobtained in (5.12). Soin
principle, the number of productsin each country can be derived from the market clearing

conditions;

y=Xo e, L. (5.4)

where consumption depends on the price indexes FJ given by (5.25), which depend on the

number of products.

Rather than solving for the number of products in each country, we will instead solve for

the change in these as country size L varies. Thefact that the firm outputs are fixed on the |eft

of (5.41) implies that some combination of the consumptions in each country must also be fixed,

ontheright. Asaguess, let us suppose that consumption of every variety in each country is

fixed. Under our framework where wages are equalized across countries, the prices pi and pij are

also fixed. Then we can totally differentiate (5.40) holding ¢ fixed to obtai n,

. . . . i} ) /(o1
1> Denoting consumption of the homogeneous good by ¢, , the utility functionis: U=c% "’(Zi’ilci(" el ")w @
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0=(c-)P +L = Pl =-Ll/(c-1), (5.42)

where Z =dz/z for any variable. Thus, price indexesin each country j will fall in direct
proportion to therise in country GDP. Recall from (5.25) that the price indexes depend on the

number of product in each country. Thus, provided that there is a change in the number of

products consistent with Plin (5.42), then our initial assumption that the consumption ¢ are

fixed isindeed correct.

To determine the change in the number of products, let us differentiate (5.25) to obtain,

pl = (LJ( > N ) , (5.43)

1-o0

where cp” = (N”p”cij ) (Y j) denotes the share of products from country i in the differentiated
goods purchased by country j, with Ziilq)” =1. Combining (5.42) and (5.43), we obtain an

extremely simple relationship between the change in GDP of each country and the changein the

number of products,

L=yC Nigh. (5.44)

We can use (5.44) to solve for the change in number of product N' provided that the matrix of
expenditure shares ® = [(p”] isinvertible. Thiswill betrue, for example, if each country
purchases alarger share of the differentiated product from itself than from other countries, so
that cp” > cp” for i#j, aswe shall assume.

When there are just two countries, we can express (5.44) in matrix notation as:
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2L 2 |¢| P M

(ﬂl,W)(“’u 2]=(£1,£2>:» (Nl,N2>=M[“’22 “"uj (5.45)
@

where|<D| denotes the determinant of the 2x2 matrix above. This determinant can be

aternatively expressed as:

|(D| — (p11(p22 _ (p12(p21
= ¢ (1- ") - ¢ (1-¢") (5.46)
:(pu_(plz :(p22_(p21

where we have repeatedly made use of the fact that cp” + (p2j =1, i.e. the consumption shares of
products from both sources to country j sum to unity. This determinant is positive under our
assumption that @ > ¢! for i#j.

To fix ideas, suppose that country 1 and 2 start off asidentical, with equal transport costs

between them. Similar to Krugman's modd at the beginning of this chapter, trade between the

identical countries will lead them to export equal numbers of the differentiated product to each

other: N'=N? and trade is balanced in the differentiated good. Now suppose that the labor

endowment of country 1 grows, with no change in country 2, so that >0, and L2=0. Then

we can solve for the changing number of products from (5.45) and (5.46) as,

R 22 R R R A2
leﬁﬂn%o and N2 = |$1| <0. (5.47)
¢ -q

Thus, the number of products in the larger country will grow by more than the increase in

country size, while those in the smaller country will shrink. Because consumption ¢’ and prices
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pij are both fixed, then exports X = Nipijcij from each country to the other will changein

proportion to the number of products. Thus, with N growing and N? falling, country 1 will

become a net exporter of the differentiated good to country 2, x> xt? (wheretradeis

balanced overall through flows of the homogeneous good). Summarizing these results, we have:

Theorem (Krugman, 1980)
With two countries trading, the larger market will produce a greater number of products and be a

net exporter of the differentiated good.

Thisresult is known as the “home market effect,” because it shows that alarger home market

will attract disproportionately more firms, and therefore become anet exporter. Thisis quite
different from what we expect in amodel where the number of products Ni isconstant: in that

case, alarger market would have larger demand, and would therefore become a net importer of
the good in question.*®

Davis and Weinstein (1996, 1999) provide the most direct test of the “home market”
effect, using industry level datafor the OECD. They first measure “idiosyncratic” demand
differences across countries, and then argue that having higher home demand should lead a
country to be an exporter of agood if the “home market effect” operates.!” They test this by
regressing production of industries on the estimated demand differences across countries. In

their pooled sample, they obtain an estimated coefficient of 1.6 on the demand differences,

% The assumption that products are differentiated by their country of origin, but the number of varieties supplied
by each country is fixed, is known as the “ Armington assumption,” from Armington (1969). Thiswasused asa
convenient assumption before the introduction of monopolistic competition models. The fact that the number of
varieties per country is fixed in the Armington assumption givesit quite different properties than monopolistic
competition, where the number of varieties produced in each country varies due to free entry.
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indicating that having 10% greater demand for a production will lead to 16% additional
production in that country, meaning that net exports will rise. This provides confirmation of the
home market effect. When disaggregating across industries, they find that the impact of local
demand on production exceeds unity in amajority of industries, though there are afew
exceptions. When using datafor Japanese industries locating in various prefectures, they find
significant evidence of home market effectsin about one-half of the industries, and these effects
are economically large.

Head and Ries (2002) test for the home market effect between Canada and the United
States. With only two countries, they need to rely on cross-industry or time series variation in
the data, rather than the cross-country demand differences used by Davis and Weinstein. For the
cross-industry regression they find aweak home market effect, but for the time series regression
the home market effect isreversed (i.e. higher demand leads to imports rather than exports).

A similar reversal isfound by Feenstra, Markusen and Rose (2001), when comparing
cross-country trade in differentiated versus homogeneous products.® Estimating a conventional
gravity equation, they find that the coefficient on exporter GDP exceeds unity, whereas the
coefficient of the importer GDP isless than unity. Having the coefficient on exporter GDP

exceed unity is like the comparative static effect reported in (5.47): the change in exports from
country 1 to 2is X2 = N > [*, so having higher country 1 income (L") leads to a magnified

increase in exports. For the homogeneous products, however, thisresult is reversed and the

exporter GDP has a coefficient smaller than importer GDP. The latter result is what we would

" Note that we could have let @ to differ between the countries, and then the home market effect still operates.

8 The classification of goods according to whether they are differentiated or homogeneous is due to Rauch (1999).
He has classified products at the 5-digit SITC level according to whether they are: (a) traded in an organized
exchange, and therefore treated as homogeneous; (b) not traded in an organized exchange, but having some quoted
“reference price,” such asin industry publications; (c) not having any quoted prices, and therefore treated as
differentiated.
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expect from amodel where the number of products in each country is fixed, so that higher

demand leads to net imports rather than net exports.

Conclusions

This chapter has covered material in two topics — trade under monopolistic competition
and the gravity equation — that are often linked though they need not be. Aswe have mentioned,
the gravity equation arises quite naturally whenever countries are specialized in different goods.
Such speciadlization is sometimes called “national product differentiation,” and cross-border trade
in different varieties of agood isreferred to as “intra-industry trade.” This occurs under the
monopolistic competition model, but also occurs in other contexts, e.g. Dornbusch, Fischer, and
Samuelson’s (1977) Ricardian model with a continuum of goods, or their (1980) Heckscher-
Ohlin (HO) model where factor price are not equalized, as studied in chapter 3. Davis (1995)
has combined Ricardian and HO elements to generate intra-industry trade in a model where
product varieties have identical capital/labor ratios, but differ across countries by a Hicks-neutral
productivity term.™®

So while complete specialization in goods can arise in a number of contexts, the CES
monopolistic competition model provesto be a convenient way to derive the gravity equation,
especially when we allow for transport costs and other trade barriers. Unlike early work on the
gravity equation that assumed identical prices across countries, once we introduce transportation
costs or any other border barriers then prices must differ internationally, so we need to take

account of the overall price indexes in each country. We have reviewed three methods to do so:

¥ An elegant extension of Ricardian differences is provided by Eaton and Kortum (2001), who consider stochastic
differences in the technol ogies across countries, with the lowest cost country becoming the exporter of each product
variety. They obtain a gravity-like equation, which should include country fixed effects that are related to the
probability distribution of technologies within each country.
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using published data on price indexes; using the computational method of Anderson and van
Wincoop (2001); or using country fixed effects to measure the price indexes. The latter two
methods were compared on a dataset dealing with trade between and within Canada and the
United States. The fixed effects method produces consistent estimates of the average border
effect across countries, and is simple to implement, so it might be considered to be the preferred
empirical method.

The fact that the gravity equation works well empirically cannot be taken as evidencein
support of the monopolistic competition model, however: it smply suggests that countries are
specialized in different products, for whatever reason.® To really test whether trade patterns are
due to monopolistic competition, we must look for hypotheses arising from this model that
would not occur otherwise. One such hypothesisis the “home market effect,” whereby firms
tend to locate in the larger market due to higher profits available there. Under alternative

explanations for national product differentiation, the home market effect need not occur: if the
number of products N' produced in each country is constant, then a larger market would have

larger demand, and would therefore become a net importer of the good in question. So evidence
of the home market effect, as found by Davis and Weinstein (1996, 1999) and more weakly by
Feenstra, Markusen and Rose (2001) as well as Head and Ries (2002), lends support to the idea
that monopolistic competition explains national product specialization.

An important areafor further research is to test other hypotheses arising from that model.
Onedirection to look isin the area of economic geography. An expanded discussion of that

topic is beyond the scope of this book, but the reader is referred to Fujita, Krugman and

2 Actually, Evenett and Keller (2002) argue that even with incomplete specialization, a modified version of the
gravity equation occurs in the HO model. It appears that this result depend on having just two countries, however,
since otherwise the HO model makes no prediction at all about bilateral trade flows. Evenett and Keller test the
increasing returns versus HO version of the gravity equation, and reject both in favor of a combined framework.
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Venables (1999), who describe many results building on increasing returns to scale and the
monopolistic competition model. For example, this literature suggests that proximity to markets
will raise wages, and Redding and V enables (2000) apply thisideato estimate wages across
countries based on the gravity equation. A similar approach can be used to determine wages
across cities or regions within a country, asin Hanson (1997, 1998).** In other empirical work,
Davis and Weinstein (2001b) have used the location of economic activity in Japan, going from
prehistoric times to war-time dislocations to the present day, to evaluate the importance of
increasing returns versus aternative explanations for industry location.

Another direction to look for hypotheses is to |oosen some of the assumptions of the
monopolistic competition model. Two key assumptions are that firms are symmetric (their costs
are all the same) and that they each produce a single product. Both of these assumptions are
patently false: every industry has awide range of firms of various efficiencies, and many of
them produce multiple products. The theoretical difficulty with alowing for firms with differing
efficiency is that the zero-profit condition of monopolistic competition will no longer apply: if
the less-efficient firms earn zero profits, then the more-efficient firmswill not. This difficulty
has been resolved in different ways by Melitz (2002) and Y eaple (2002). In Méditz's model,
firms have random productivities and earn zero expected profits, whilein Y eaple’ s model, the
workers in more efficient firms receive higher wages, so profits are still zero. Both of these
models suggest empirical applications.

The assumption that firms in the monopolistic competition model each produce asingle
product has be weakened by Feenstra, Huang and Hamilton (2003). They motivate the idea of

multi-product companies by the “business groups’ that are found in many countries, such as the

2 See also the survey by Overman, Redding and Venables (2003). A theoretical model linking outsourcing and
wages in an economic geography framework is provided by Gao (2002).
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keiretsu in Japan and the chaebol in South Korea. In their model, a business group chooses its
range of upstream and downstream products to maximize profits, while free entry of groups
ensures that profits are zero in equilibrium. They show that that having multi-product groups has
asharp implication for trade patterns. economies dominated by business groups will produce
less product variety than with single-product firms.?* This hypothesis can be tested by
comparing two economies of similar size but with differing structure of business groups. For
that purpose, Feenstra, Y ang and Hamilton (1999) compare South Korea and Taiwan, where
Korea has the large and strongly integrated chaebol, whereas Taiwan has much smaller business
groups that are mainly located upstream. By comparing their sales of disaggregate products to
the United States, it is strongly confirmed that Taiwan sells agreater product variety to the U.S.
in nearly all industries than does Korea. Differencesin the export patterns from South Korea and
Taiwan are aso observed by Martins (1992) and Rodrik (1993), who attribute this to the group
structure in the two countries. Thus, the influence of business groups on the structure of trade, as
predicted by a monopolistic competition with multi-product companies, is supported by this

empirical evidence.

2 |n addition, it turns out that there are multiple equilibria in the structure of business groups: an economy can
have a small number of large business groups, charging high prices for intermediates sold to other groups; or a
larger number of smaller groups, charging lower prices for the sale of intermediates. Therefore, historical conditions
must be considered to determine which equilibrium occursin acountry. Feenstraand Hamilton (2004) describein
detail the conditions that led Korea to an equilibrium with large business groups, and Taiwan to an equilibrium with
smaller groups.
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Appendix: Using the Gravity Model to M easure Border Effects

The estimates of 10.5 for Canada and 2.6 for the U.S., shown in column (4) of Table 5.2,
are Anderson and van Wincoop's (2001) “best” estimates of the impact of the Canada-U.S.
border on intra-Canadian and intra-American trade relative to cross-border trade. These are
unbiased estimates of the Canada-U.S. border effect, as opposed to the other estimates reported
near the bottom of columns (1)-(3), which are biased because the price terms are omitted from
the gravity equation. While the estimates of 10.5 and 2.6 require a complex calculation from
(5.38), the geometric mean of these two values can be obtained very ssmply from the gravity

eguation, as indicated by the following result:

Lemma
Let y denote the estimated coefficient of the border indicator in the gravity equation, and use

(5.38) to compute the impact of the border on intranational trade relative to international trade,

for each country. Then the geometric mean of the impact on each country equals eV,
Proof:

The multilateral resistance termsin (5.38) are obtained from (5.32) using the transportation costs
T = (d1)%e¥%3") (i e including border effects) to compute (P')°2, whileusing T = (d)@
(i.e. just distance) to compute (P')°. Taking the geometric mean of trade X" between

Canadian provinces with border effects, and the predicted value X without border effects, we

obtain from (5.38):

i YN @ t@iyet PN
2 = T T . (5.48)
i,jlm—lciX”J i.jDCA[(P')O'l(P’)o_lJ
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With CA={1,....,10} Canadian provinces, they can each sell to 9 others, making N= 90 bilateral
flowsin (5.38a). (Notice that we exclude i=j from the calculationsin (5.48), since we are not
considering sales by a province to itself.) In each of the bilateral flows, two indexes appear on
theright, so there are atotal of 180 multilateral indexesin the numerator and in the denominator
of (5.48). Since each of the 10 provinces appears on the right of (5.48) an equal number of

times, i.e. 180/10 = 18 times, this expression can be simplified as,

N UN (F)o-t 1/5
n ] =08 549)

i,jOCA i0CA

where the exponent on the right is obtained as 18/90 = 1/5.
Using the same approach for the U.S.={ 1,...,30} American states in the sample, we can

compute that average trade between them with and without border effects as,

Xij UN (ﬁi)G—l(E)j)O'—l UN
—a = — — . (5.49
i,jl;lJS[XIJJ i,jlm_tle[(P')o_l(Pj)o_l}

where now N = 3029 = 860. Again, for each bilateral flow there are two multilateral indexesin

the numerator and denominator on the right, so each of these indexes appears 8602 = 1,720
times. Since each of the 30 states appears on the right of (5.49) an equal number of times, i.e.

1720/30 = 58 times, this expression can be simplified as,

i YN (F)o-1 1/15
— = — , 5.49
i,jDUS(XIJ} iQS[(P')CH] (549)
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where the exponent on the right is obtained as 58/680 = 1/15.

Finally, consider the effects on cross-border trade. In this case 5= 0, sotheterm

(dij )6‘ ewl'éij) = (dij )a e appearsin (5.38). Theratio of U.S.-to-Canada exports with the border

effects and without is given by:

X ij 1/N . (E’I )0_1(51- )0_1 1/N
— —| o(1-3") " L . 5.50
iDUgleCA[X ! ] [e lDUQDCA[(PI )0_1(PJ)0_1] (59

On the left side, we average the flow from the U.S. to Canada, so N=30[10 = 300. On theright

side, each pair of state-provinces appears an equal number of times, which means that each
province appears 30 times and each state appears 10 times. It follows that we can re-write this

expression as.

Xij 1/N i ﬁi o-1 1/30 ﬁj o-1 1/10
j :(ev)l—l (( ) J M {Eﬁi;"‘l} . (550)

] Sivo-1
iDUS,jDCA(XJ ious\ (P") jCCA

where the exponent on the U.S. multilateral indexes is obtained as 10/300=1/30, and the
exponent on the Canadian provincesis obtained as 30/300=1/10.
We also need to compute the ratio of Canada-to-U.S. exports with the border effects and

without, but this turns out to be identical to (5.50'). Then taking the geometric mean of (5.48’)

and (5.49’), and dividing by (5.50"), we obtain eV QED
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Problems

5.1 For the utility functionin (5.1), with v(0) =0, v’ > 0, and v"” < 0, show that when the number

of goods rises holding income fixed, the consumer is better off.

5.2 In Krugman’ s monopolistic competition model, suppose that the utility function takes on the

CES form shown in (5.10), rewritten for ssmplicity with two goods as.
U(cy,co)=cd +cS, 0<B=(oc-1)/0<1.
Maximize this subject to the budget constraint, p,c, +p,C, <I.
() Obtain an expression for the relative demand c1/c, as afunction of prices.
(b) The elasticity of substitution is defined as din(c, /c,)/dIn(p, /p;) . What isthe value of the
elasticity of substitution for this utility function?
(c) Obtain an expression for the demands c; and ¢ as a function of prices.

(d) What do these expressions imply about the elasticity of demand?

5.3 Suppose that industry 1 is monopolistically competitive, with a CES sub-utility function as

described in problem 5.2. We let the marginal costs be denoted by c1(w,r), and the fixed costsin

the industry by ac;(w,r). That is, the fixed costs use labor and capital in the same proportions as

the marginal costs. Industry 2 is a competitive industry, and each industry uses labor and capital.
(&) Write down the relationship between the prices of goods and factor prices. Does the Stolper-
Samuelson Theorem still apply?

(b) Write down the full-employment conditions for the two factors. Does the Rybczynski

Theorem till apply in some form?
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How are your answersto (a) and (b) affected if the fixed costsin industry 1 uses different

proportions of labor and capital than the marginal costs?

5.4 Consider the translog expenditure function:

N N N
INE(p,U) =InU +ay + > a; Inp; +% Y>> bjInp; Inp;, (5.51)
i=1 i=1j=
where:
3 =1/N, b =-y(N-1)/N, and by =y/N fori#j, withi,j=1,...,N, (5.52)

wherey > 0. Usethis expenditure function to answer:
@ Show that restrictionsin (5.52) ensure that the expenditure functionin (5.51) is

homogeneous of degree onein prices;

(b) Derive the share of expenditure on good i by differentiating (5.51) with respect to In p;;

(© Differentiate the share of each good with respect to In p; to derive an expression for the

elasticity of demand;
(d) Use the élasticity of demand to obtain an expression for the ratio of price to marginal
cost for the firm. How will each firm’s price depend on its competitor’ s prices?

Note that this expenditure function has been used by Bergin and Feenstra (2000, 2001).
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Empirical Exercises

In this exercise, you are asked to reproduce the empirical results shown in Table 5.2.
There are four datasets available: “dist.csv” which is distances; “gdp_ce 93.csv” whichis GDP
in exporting location in 1993; “gdp_ci_93.csv” which is GDP in importing location in 1993; and
“trade_93.csv” which istradein 1993. To complete the exercise, these files should be stored in
the directory: c:\Empirical_Exercise\Chapter_5\. After this, runthe STATA program
“data_trans.do,” which will convert these datasetsto STATA files with the same name. The
trade datais already converted into US dollars, but GDP dataisin Canadian dollars, so thisis

converted with the exchange rate 1 Canadian dollar = 0.775134 U.S. dollars. Then do:

5.1 Run the program “gravity_1.do” to replicate the gravity equationsin columns (1)-(3) of

Table5.2.

5.2 Run the program “gravity 2.do” to replicate gravity equation using fixed-effects, i.e.,
column (5) in Table 5.2. Then answer:

(&) How are these results affected if we allow the provincial and state GDP sto have
coefficients different from unity?

(b) What coefficients are obtained if we introduce separate indicator variables for intra-

Canadian and intra-U.S. trade, rather than the border dummy?
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Chapter 6: Gainsfrom Trade and Regional Agreements

In earlier chapters we suggested that trade brings gains to a country, but at the same time,
there are both winners and losers.  The Stol per-Samuel son theorem made that especialy clear.
In the Heckscher-Ohlin model the abundant factor gains from trade (through the rise in the
relative export price increasing the real return to that factor, used intensively in exports), while
the scarce factor loses from trade (through the fall in the relative import price lowering the real
return to that factor). Can we be sure that the gains aways exceed the losses? That is the topic
of this chapter.

We begin with adiscussion of “lump sum transfers,” whereby the government has the
ability to tax the gainers and transfer income to the losers, without changing their behavior in the
process. That is, the lump sum transfers are assumed to be non-distorting. We show that it is
indeed possible to achieve Pareto gains from trade, i.e. a situation where everyone gains. This
result is unrealistic, however, because any attempt by the government to achieve such a
redistribution of income would lead people to change their behavior (so as to receive more
transfers), and these effects are not taken into account.

As a second approach, we investigate a set of commodity and factor taxes/subsidies that
has been proposed by Dixit and Norman (1980). By construction, this policy requires much less
information than the lump-sum transfers, and any changesin individuals behavior dueto the
tax/subsidies are fully taken into account. We show that this policy can also lead to a situation
where everyone gains. There are still some assumptions needed to achieve this result, as we will
discuss, but the policy is generally thought to be much more feasible than lump-sum transfers.
Indeed, we provide an example from Akerlof et al (1991) where factor subsidies were proposed

as ameans to obtain Pareto gains from trade after the unification of Germany.
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The use of lump-sum subsidies to achieve Pareto gains from trade can be readily
extended to compare any two trading situations, and identify conditions under which the country
in question is better off or not, asin Grinols and Wong (1991) and Ju and Krishna (2000a,b).
Furthermore, the analysis can be extended to cover tariff reform by multiple countries. Thisis
the goal of the World Trade Organization (WTO): to reduce barriers to trade among its member
countries, which include more than 140 countries. Among the newest members are the People's
Republic of China, accepted into the WTO on November 10, 2001, with Taiwan joining the next
day. The WTO was known before 1994 as the General Agreement on Tariffsand Trade
(GATT), and was set up after World War Il along with other international institution such as the
International Monetary Fund and the World Bank. The GATT has made great progressin
reducing trade barriers worldwide through “rounds” of discussion, which included the Uruguay
Round lasting from 1986-1994, and the agreement in Doha, Qatar, on November 14, 2001, to
launch anew round of negotiations.

Some of the founding principles of GATT, known as articles, are displayed in Table 6.1.
The most fundamental of theseisthe “most favored nation” (MFN) principle (see Article ),
which states that all countries belonging to the GATT should be treated equally, i.e. if the U.S.
reduces itstariffs on goods coming from Europe, it must do the same for those goods coming
from any other member country. Such tariff reductions are called multilateral, and all the GATT
rounds have been aimed at multilateral reductionsin trade barriers.

There are instances, however, where a group of countries will decide to completely
eliminate al tariffs between them, without eliminating tariffs on goods imported from the rest of
theworld. Thisiscalled aregional agreement or preferential agreement between the countries

involved. In the case where this group of countries also unify their tariffs against the rest of
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Table6.1: KEY PROVISIONSOF THE GATT AGREEMENT
PREAMBLE

Recognizing that their relationsin the field of trade and economic endeavour should be
con- ducted with aview to raising standards of living, ensuring full employment and alarge and
steadily growing volume of real income and effective demand, developing the full use of the
resources of the world and expanding the production and exchange of goods.

Being desirous of contributing to these objectives by entering into reciprocal and
mutually advantageous arrangements directed to the substantial reduction of tariffs and other
barriers to trade and to the elimination of discriminatory treatment in international commerce.

Have through their Representatives agreed as follows:

ARTICLE |
General Most-Favoured-Nation Treatment

1. With respect to customs duties ...and with respect to all rules and formalities in connection
with importation and exportation ...any advantage, favour, privilege or immunity granted by
any contracting party to any product originating in or destined for any other country shall be
accorded immediately and unconditionally to the like product originating in or destined for
the territories of all other contracting parties...

ARTICLE 111
National Treatment on Internal Taxation and Regulation

1. The contracting parties recognize that internal taxes and other internal charges, and laws,
regulations and requirements affecting the internal sale...should not be applied to imported
or domestic products so as to afford protection to domestic production...

ARTICLE VI
Anti-dumping and Countervailing Duties

1. The contracting parties recognize that dumping, by which products of one country are
introduced into the commerce of another country at less than the normal value of the
products, isto be condemned if it causes or threatens material injury to an established
industry. ...[A] product isto be considered...less than its normal value, if the price of the
product exported from one country to another
a islessthan the comparable price. . .for the like product when destined for consumption in
the exporting country, or,

b. inthe absence of such domestic price, isless than either
1) the highest comparable price for the like product for export to any third country in the
ordinary course of trade, or
2) the cost of production of the product in the country of origin plus a reasonable addition
for selling cost and profit...
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ARTICLE X
Publication and Administration of Trade Regulations

1. Laws, regulations, judicia decisions and administrative rulings of genera application, made
effective by any contracting party, pertaining to the classification or the valuation of products
for customs purposes, or to rates of duty, taxes or other charges, or to requirements,
restrictions or prohibitions on imports or exports or on the transfer of payments therefor. . .
shall be published promptly in such a manner as to enable governments and traders to
become acquainted with them . . . .The provisions of this paragraph shall not require any
contracting party to disclose confidential information which would impede law enforcement
or otherwise be contrary to the public interest or would prejudice the legitimate commercial
interests of particular enterprises, public or private.

ARTICLE XI
General Elimination of Quantitative Restrictions

1. No prohibitions or restrictions other than duties, taxes or other charges, whether made
effective through quotes, import or export licenses or other measures, shall be instituted or
maintained by any contracting party on the importation of any product of the territory of any
other contracting party or on the exportation or sale for export of any product destined for the
territory of any other contracting party...

ARTICLE XVI
Subsidies

1. If any contracting party grants or maintains any subsidy, including any form of income or
price support, which operates directly or indirectly to increase exports of any product from,
or to reduce imports of any product into, its territory, it shall notify the contracting partiesin
writing of the extent and nature of: the subsidization, of the estimated effect of the
subsidization on the quantity of the affected product or products imported into or exported
from itsterritory and of the circumstances making subsidization necessary. In any casein
which it is determined that serious prejudice to the interests of any other contracting party is
caused or threatened by any such subsidization, the contracting party granting the subsidy
shall, upon request, discuss with the other contracting party ...the possibility of limiting the
subsidization.

ARTICLE XVII
Restrictionsto Safeguard the Balance of Payments

1. Notwithstanding the provisions of paragraph 1 of Article XI, any contracting party, in order
to safeguard its external financia position and its balance of payments, may restrict the
guantity or value of merchandise permitted to be imported.
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ARTICLE XIX
Emergency Action on Importsof Particular Products

1. (a) If, asaresult of unforeseen developments and of the effect of the obligationsincurred by
acontracting party under this Agreement, including tariff concessions, any product is being
imported into the territory of that contracting party in such increased quantities and under
such conditions as to cause or threaten serious injury to domestic producers in that territory
of like or directly competitive products, the contracting party shall be free, in respect of such
product, and to the extent and for such time as may be necessary to prevent or remedy such
injury, to suspend the obligation in whole or in part or to withdraw or modify the
concession...

ARTICLE XXIV
Territorial Application-Frontier Traffic-Customs Unionsand Free-Trade Areas

4. The contracting parties recognize the desirability of increasing freedom of trade by the
development, through voluntary agreements, of closer integration between the economies of
the countries party to such agreements. They also recognize that the purpose of a customs
union or of afree-trade area should be to facilitate trade between the constituent territories
and not to raise barriers to the trade of other contracting parties with such territories.

5. Accordingly, the provisions of this Agreement shall not prevent [the formation of customs
unions and free-trade areas, provided that:]
a...the duties [with outside parties] shall not on the whole be higher or more restrictive than
the general incidence of the duties...prior to the formation...

Source: David B. Y offie and Benjamin Gomes-Casseres, 1994, International Trade and
Competition. New York, McGraw Hill, pp. 420-422.
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the world, with zero tariffsinternally, thisis called a customs union. The European Economic
Community (EEC) is one example of a customs union, and another is MERCOSUR, established
in 1995, which includes Argentina, Brazil, Paraguay and Uruguay. In contrast, if the group of
countries maintains their own tariffs against the rest of the world, with zero tariffsinternaly,
then thisis called afreetrade area. Examples of free trade areas are the Canada-U.S. Free Trade
Agreement (CUSFTA) of 1989, which later led to the North American Free Trade Agreement
(NAFTA) of 1994, which consists of Canada, the United States and Mexico. Both customs
unions and free trade areas violate the MFN principle, since the countries within the union or
area are treated differently from those outside. But such agreements are permitted under Article
XXIV of the GATT, provided that “the duties [with outside parties] shall not on the whole be
higher or more restrictive than the genera incidence of the duties. . .prior to the formation.”
Because customs unions and free trade areas involve only partial elimination of tariffs,
they can lead to unexpected results: as pointed out by Viner (1950), the countries left out of the
union and even the countries inside the union can become worse off. We discuss this possibility
at the end of the chapter, and identify conditions under which this outcome can be avoided, asin
Kemp and Wan (1976). This aso provides us with an important area for empirical research, i.e.
measuring the gains and losses from preferential agreements, of which there have been an
increasing number in recent years. We discuss several empirical studies. Grinols (1984) on
Britain’s membership in the EEC; Clausing (2001) and Romalis (2002) on trade creation and
diversion dueto CUSFTA and NAFTA; and Chang and Winters (2002) on the terms of trade
effects of MERCOSUR. We conclude the chapter by extending the results to include imperfect
competition and increasing returns to scale, and al so discussing the welfare effects of regional

agreements under these conditions.
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Lump Sum Transfers
Our discussion of lump sum transfers follows Dixit and Norman (1980, pp. 76-78). We

want to distinguish the various consumers in the economy, so we index them by h=1,...,H. We
will suppose that individual h has the increasing and quasi-concave utility function uh (ch ,vh) ,
where ¢ isthe N-dimensional vector of consumption, and v"isthe M-dimensional vector of

factor supplies. Under autarky, each consumer maximizes utility subject to the budget

constraint,

p2ch <cwdyh | (6.1)

where pa isthe autarky vector of commodity prices, and w?isthe autarky vector of factor prices.

The resulting utility for each consumer is u" (c",v").

Summing over all consumption and factor supplies, the total output in the economy is
therefore Y'H_ c" = y?, and the total factor inputsare Y, v = v®. Of course, the point

(y®,v®) must be feasible for producers, and also optimal at the prices (p?,w?) . Wewill

assume that the technology for the economy is subject to constant returns to scale. This means
that the payments to factors are exactly equal to the revenue collected, so that profitsin the

economy are,

pa-ya _Wa-Va =0 .

We now consider the free trade equilibrium, which includes a system of lump-sum taxes

or transfers from the government to each individual. We will let R" denote the transfer to each

individual h, so that R'<0is alump-sum tax. Then the total revenue collected by the
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government is — ZF':l R", and we will need to establish that thisis non-negative in order for

this system of lump-sum transfersto be feasible.

Denote the equilibrium commodity and factor prices under free trade by (p, w). With

each individual receiving the transfer Rh, the budget constraint is:

pch<wv'+R". (6.2)

We want to choose a pattern of transfers that allows each individual to be as well off as they

werein autarky. To thisend, consider the following system:
R =(p-p?)c™ - (w-wayvh (6.3)

To interpret this, if aprice for acommodity rises going from autarky to free trade, the
government will subsidize each individual by the price rise times their autarky consumption.
Conversdly, if the earnings of afactor rises going from autarky to free trade, the government will

tax each individual by the wage increase times their autarky factor supply. The goal of this

transfer system is to ensure that all individuals can still afford their autarky choices (c",vM) .

To seethat thisisindeed the case, substitute these autarky choices into the budget constraint

(6.2), and make use of (6.3), to obtain:

1, ha ha haS

pch <w'v™@+(p-p?)ch - (w-wd)v - p"c ha

w'v

Since the second equation aboveisjust the individual’ s autarky budget constraint in (6.1), we

know that it is satisfied. This proves that the autarky choices (cha,vha) are feasible for the

budget constraint in (6.2) and transfersin (6.3).
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Thisresult can also be seen from Figure 6.1. Weillustrate there the indifference curves

for an individual choosing between a single consumption good " and asingle factor supply v
Under autarky the budget constraint is pach < Wavh, or ch < (Wa/pa) vh, as shown by theline
through the origin with slope (wa/pa), and the individual chooses point A. Suppose that the free

trade prices lead to adeclinein the real wage, (w/p) < (wa/pa). Then in order to ensure that the

consumer can still afford point A, the government would transfer the amount R/p in terms of the
consumption good, leading to the budget constraint starting at that point and rising with slope
(w/p). On thisbudget constraint the individual can still afford point A, but would prefer to
consume at point B. Thisillustrates the consumer gains available using the lump-sum transfers
described in (6.3).
Let us now sum up the transfers, and reverse its sign, to obtain total government revenue:
H H H
_ th = (p? - p)’ Zcha —(W? —w)' tha
h=1 h=1 h=1

=(p%-p)y* - (w® —w)v®

=(py? —wvE) - (py® —w'v®)

==(p'y*-w'v?)

>—-(p'y-w'v)=0, (6.4)

where the second line follows by using Y'H., ¢ = y? and Y} v™ = v@, thethird line follows
by rearranging terms, and the fourth line follows because autarky profits are zero asin (6.2). The

expression (p'y® —w'v®) inthe fourth line shows the value of profits under free trade if

producers chose the feasible but non-optimal point (y?,v?), which will be less than profits at
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the optimal point (y,v), and these profits are zero from constant returnsto scale. This establishes

thefinal line.

Therefore, we see that — Zﬁzl RN > 0, so this system does not cost the government

anything: the lump-sum taxes collected from those gaining from trade are more than enough to
cover the losses to those harmed by trade. No one is harmed by the move to free trade, and
there will generally be gains of two sorts: the consumption gains shown in Figure 6.1 from

consuming at a point different from autarky; and the efficiency gains that arise when the value of
output (p'y —w'v) isstrictly greater than (p'y® —w'v?), so that the inequality on the last line of

(6.4) isstrict. To understand this source of gains, consider a specia case where the factor

supplies chosen by consumers do not change, so that the total factor inputs v arefixed. Then we

havethat w'v® =w'V = p'y, so that the revenue collected by the government in (6.4) is:

-YH, R" = —(py?-wv?) =py-py?. (6.4)

In Figure 6.2, for example, suppose that the autarky equilibrium is at point A and the free
trade production point at B. Then the revenue collected by the government is exactly the
difference between the value of production at these points (with prices p), or the difference
between the two budget lines that are drawn. With this revenue given back to consumers, they
enjoy gains for that reason in addition to the consumption gainsillustrated in Figure 6.1.

As appealing as these results on Pareto gains from trade are, the idea of using lump-sum
transfersis not realistic because this policy requires too much information to implement. This
can be seen from (6.3), where the transfers require knowledge of each individual’s autarky

consumption and factor supplies. Suppose that the government announced a plan to collect this
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information using a survey, and then implement the transfersin (6.3). Given knowledge of the

formula used in (6.3), people would then have an incentive to change their consumptions and

factor supplies so as to have more beneficial values of (cha, vha) recorded in the survey, and

therefore get more transfers, thereby leading to a government budget deficit. Thisisan example
of an incentive compatibility problem: the attempt to implement a policy would lead individuals
to not truthfully report the information needed.

There are two possible solutions to such aproblem. The first, which we describe next, is
to use policy instruments that do not require individual information. A second solution isto
build into the policy itself an incentive for peopleto tell thetruth. The transfersin (6.3) certainly
will not do this: everyone would claim that they had consumed more of goods whose prices
increased from autarky to trade, and supplied more of factors whose wages fell. But perhaps
there is some other system of transfers that would lead to truthful reporting of individual
information, and is therefore incentive compatible, while at the same time leading to Pareto
gains. Thistopicisexplored in Feenstra, McMillan and Lewis (1990), Feenstraand Lewis

(19914) and Facchini and Willmann (1999), but is beyond the scope of the present chapter.

Commodity Taxes and Subsidies

Dixit and Norman (1980, pp. 79-80) and Dixit (1986) have proposed a system of
commodity taxes and subsidies that are designed to achieve Pareto gains from trade, without
requiring individual information (or at least, requiring much lessinformation). Specifically, their
ideaisto allow good and factor prices for producersto move to their free trade levels, but hold

good and factor prices for consumers fixed at their autarky levels. Let us denote the autarky
prices by (p% w® and the equilibrium prices with free trade (and the commodity tax/subsidiesin

place) by (p, w). Welet firms face these free trade prices, and set the vector of consumer taxes
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ongoods at (p* —p), and the vector of consumer subsidies on factorsat (w® —w). It follows

that consumers face the price vector (p?,w?), which isthe same asin autarky. Therefore, they
would make exactly the same decisions as in autarky, and achieve their autarky utility
uP(cha, yhay .

Next, we check the government budget. The revenue collected from this system of

commodity taxes and subsidies equals:

H H
(P —p) 2™ = (W -w)y Yv™ =(p - p)y® - (W - w)vE (65)
h=i h=i

Notice that thisisidentical to the expression in (6.4), and is therefore non-negative for exactly
the samereasons. Aswe discussed in (6.4') and Figure 6.2, this expression is strictly positive
whenever there are efficiency gains from having producers face free trade rather than autarky
prices. If thisisthe case, then the government redistributes this revenue back to consumers as a
“poll subsidy” (i.e. an equal amount to each person). Inthat way, all consumers receive more
than their autarky utility level, and Pareto gains from trade are achieved!

This system of commodity taxes and subsidies just requires information on the goods and

factor prices (p°, w® and (p, w), which is obviously much less than required to compute the

lump-sum transfersin (6.3). On the other hand, it should not be thought that the factor price
information is always available. If we can think of the quantity of a factor supplied as measuring
effort rather than just hours worked, then the factor prices need to be measured per unit of effort.
If effort is not observed, then neither are the true prices or factor supplies. To state this problem
differently, aworker who was guaranteed his autarky wage even when trade is opened would no

longer have an incentive to work hard. Thus, there is again an incentive compatibility problem
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related to the collection of factor prices whenever individual’ s effort cannot be observed. A

similar problem occurs for workers paid annual salaries rather than wages, so that we observe

their income wv" rather than wagesw. In thiscase, we would haveto infer their factor supply

(or effort level) vh before knowing their wage w.*

A second potential difficulty with this system of commodity taxes and subsidies occurs

when individuals have moving costs. To model this, suppose that the vector of factor supplies vh

appearing in the utility function isindexed by the location where the individual works. That is, if

the economy has M primary factors and L locations, the vector visof dimension LM rather than

M. Anindividua who isindifferent between working in one location versus the other would
have indifference curves that are linear between these two factor supplies: when offered awage

dlightly higher in one location, the individual would shift entirely there. But if instead the utility
function u"(c", V") is strictly quasi-concave, then this individual would not be willing to shift

between locations when wages are unchanged. Thisformulation is asimple way to capture the
idea that individuals have preferences over where to work and psychic costs to relocating.
Noticethat it is still consistent with the Arrow-Debreu general equilibrium model, which allows
goods or factor to be indexed by location.

What are the implications of this for the system of commodity tax and subsidies proposed

by Dixit and Norman (1980)? Suppose that we use the factor subsidies to bring all individuals

1 Thisdifficulty occurs especially for specific factorsin an industry, where at most we would observe their total
income but not their wage. Thisisan important example because of our earlier assumption that the technology of
the economy has constant returns to scale. Suppose instead that the technology had decreasing returns, in which case
the revenue earned exceeds the sum of factor payments, so (6.2) does not hold. Then define the difference between
revenue earned and factor payments as the income of a hypothetical fixed factor of production, so that including
payments to this fixed factor, we have constant returns and (6.2) holds again. Then we would only observe income
of thisfixed factors, and not the separate wage and factor supply.
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back to their autarky factor prices. Since visindexed by location, and uh(ch, vh) isstrictly

guasi-concave, this means that individuals have a unigue choice of whereto work, and are
unwilling to shift between locations at the autarky wages. Assume that the various goods in the

economy are produced at different locations. Then opening the economy up to trade, but holding

wages fixed at w® meansthat it is impossible for the economy to shift from a point like A to

point B in Figure 6.2: if workers are unwilling to move between industry/locations at constant
wages, the economy will be stuck at point A despite the change in producer prices. Itis
appropriate to think of the preferences over locations, combined with wages fixed at their
autarky level, asintroducing a“kink” into the production possibility frontier at point A, as
illustrated by the dashed linesin Figure 6.2. Because production no longer changes in response
to the free trade prices, there are no efficiency gains and government revenue in (6.5) iszero. In
this case, the scheme of commaodity tax/subsidies proposed by Dixit and Norman fail to achieve
any gains.

Feenstraand Lewis (1994) have investigated this case, and argue that moving subsidies
can restore Pareto gains through subsidizing workers to move between industry/locations. An
example of such subsidiesin the United Statesis Trade Adjustment Assistance (TAA). As
described in Richardson (1982), this program was established in the United States under the
Trade Act of 1974 to compensate workersin industries that experienced unemployment due to
import competition. It was used heavily by auto workers during the U.S. recession of the early
1980s, for example. However, it has often been the case that workers using this program have
not shifted into new jobs, but instead used TAA as an income supplement during their period of
unemployment (see the evidence in Aho and Bayard, 1984). Thiswas especially true for the

automobile workerslaid off in Detroit in 1979 and 1980: many of them simply collected the
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TAA benefits and when the automobile industry recovered, they returned to their former jobs.
Findings such as this eventually led the U.S. Congress to realize that the program was not
encouraging relocation of workers, and its funding was cut drastically. A much smaller TAA
program was later implemented along with NAFTA in 1994, and this program requires job re-
training (see Irwin, 2002, pp. 106-110).

Thereis some theoretical validity to theideathat a TAA program is worthwhile only if it
leads to the relocation of workers between industries. In terms of Figure 6.2, the economy
achieves production gains of going from point A to point B only if workers are willing to move
between industry/locations: simply giving income supplements to workers but having
production remain at point A cannot be a self-financing policy. Furthermore, it is essential that
workers move in the “right” direction, i.e. towards those industries whose international prices
have increased, or from point A to point B in Figure 6.2. Feenstraand Lewis (1994) show how
aprogram of moving subsidies can be designed to achieve this goal, so that in conjunction with
the commaodity taxes proposed by Dixit and Norman, the program achieves Pareto gainsand is
self-financing.?

As afinal example of how the commodity tax/subsidies proposed by Dixit and Norman
relate to actual policies, consider the case of the unification of East and West Germany. As
described by Akerlof, et a (1991, p. 1): “At midnight on June 30, 1990, German economic,
monetary, and socia union occurred: the mark of the German Democratic Republic [East

Germany] was replaced by the deutsche mark; trade barriers were lifted; legal, tax, and social

2 A richer comparison of trade adjustment assistance with wage and employment subsidiesis provided by
Davidson and Matusz (2002), in a model where workers search for new jobs and therefore have temporary spells of
unemployment. They argue that temporary wage subsidies (in industries when workers should be moving) and
temporary employment subsidies (in industries that workers have difficulty leaving) are preferable to adjustment
assistance and can be used to achieve Pareto gains.
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insurance system were harmonized; and all existing barriersto capital and labor movement were
removed.” The replacement of the mark with the deutsche mark at par, and the pressure from
labor unions to achieve wage parity between the East and West, meant that companies in former
East Germany were faced with wages that were far above their market levels. Indeed, Akerlof,
et a (1991) estimate that only 8% of former East German conglomerates would have been
profitable at those high wages. In the absence of government intervention, it could be expected
that wages in the industries located in Eastern Germany would have fallen dramatically, and in
the absence of this, severe bankruptcy and unemployment would result.

The government supported the increase of wages in the East to the level of those in the
West in order to avoid migration out of the East. Thus, not only did government policies
explicitly allow workers in former Eastern Germany to maintain their standard of living from
unification, these policies encouraged an increase in living standards (to the level of Western
wages) in order to avoid migration. At the sametime, it was expected that workers in former
West Germany should not be harmed by unification. This historical episode is therefore a
perfect example of an attempt to achieve Pareto gains from trade in practice.

How could such gains be achieved in the face of non-market clearing wages in East
Germany, combined with unemployment? The answer proposed by Akerlof, et al (1991, p. 4) is

that “flexible employment bonuses’ or wage subsidies should be used in the East:

So far...the package of policies that has been enacted fails to deal realistically with the
guestions of how to preserve existing jobs, how to speed new job creation, and how to
make existing companies viable enough to be privatized. The major problem is that
wages in the East are too high for most former state-owned enterprisesto cover their
costs. High wage also deter new investment. This creates an obvious need for

governmental measures to close the gap between the high private cost of labor, caused by
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high Eastern wages, and the low marginal product of labor, caused by outmoded capital
and technology. We propose a program of self-eliminating flexible employment
bonuses... to eliminate this gap. Our analysis shows that such a program would give
many workers a chance to keep their jobs and would also raise the level of new job
creation through faster private investment. According to our estimates, even deep wage
subsidies (for example, an employment bonus equal to 75 percent of current wages)
would have very low budgetary costs. They might even reduce the budget deficits —
largely for the same reason that infrastructure investment is not costly: the government is

already committed to a high level of income support even if workers are unemployed.

Thus, by subsidizing workers in East Germany the government could save enough income from
unemployment benefits that the policy could be self-financing. Thisisvery smilar to the
commodity tax/subsidies proposed by Dixit and Norman (1980), and shows how wage subsidies
have an potentially important role to play in an actual attempt to achieve Pareto gains from

trade.®

Partial Reform of Tariffs

We now consider a country that undertakes a partial reform of its tariff structure, moving
from one situation of restricted trade (possible autarky) to another. Thisisavery realistic
example, since countries undertake partial reform of their tariff frequently (though it is often
done in conjunction with tariff reforms abroad). The questionis. are individuals better off in
this country or not? To answer this, we make use of the lump-sum transfers as a means to
compensate individuals for this move, so we will need to check whether the government budget

constraint allows this compensation or not. While the use of lump-sum transfersis not realistic,

3 Unfortunately, the wage subsidy proposal of Akerlof, et al (1991) was not followed in Germany, and migration
from east to west continues to be a policy issue. Interestingly, Phelps (1997) also proposes a system of wage
subsidies to offset the fall in wages for unskilled workersin the United States, whose wages have fallen during the
1980s and 1990s, as discussed in chapter 4.
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the reader should think of this as simply a method to evaluate the desirability of the tariff reform,
i.e., if the tariff reform combined with lump-sum transfers could make everyone better off, then
we accept the tariff reform itself as aworthwhile policy, even when the transfers are not made.
Thiscriterion for evaluating areform is called the “ compensation principle”’ (see Chipman,
1987). Our analysiswill follow that in Grinols and Wong (1991), and also Ju and Krishna
(2000a), though the latter authors also show how the results can be extended to non-lump-sum
transfers, using commodity tax and subsidies asin Dixit and Norman (1980) and Dixit (1986).*
To set up our notation, let the domestic price vector for consumers and producers be

denoted by p = p* +t, where p* isthe vector of world prices, and t is the vector of trade taxes

and subsidies. Noticethat t; > 0 for an imported good indicates atariff (raising the domestic
price above the world price), whereastj < 0 for an imported good indicates a subsidy.
Conversdly, tj > 0 for an exported good indicates a subsidy (since firmsreceive pi* + tj from

exporting, the domestic price would also have to rise by the same amount), whilet; < 0 for an

exported good indicates atax. It follows that the total revenue collected by the government from

h

the trade tax/subsidiesis t'(c—-y) , where c = Zﬁzlc istotal consumption and y is the output of

the economy at the prices p. For convenience, let us denote the import vector asm=c -y, so

that revenue collected isssmply t'm.
We compare two different trade tax/subsi diest® and tl, with the equilibrium domestic
: 0o_ ,0. .0 1_ ,1..1 , .
pricevectorsp =p* +t andp =p*” +t. Westressthat the world price p* changes in these

two situations, and in general, these are endogenously determined by the tariffs chosen at home.

* An aternative approach to the piecemeal reform of tariffs, relying on small reforms and using calculus, is
provided in Diewert et al (1989), Ju and Krishna (2000b) and Turunen-Red and Woodland (1991, 2000).
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More generally, our setup allows for a change in tariffs abroad simultaneously with those at
home, as part of abilateral or multilateral tariff reform.

Our argument will follow the earlier discussion of lump-sum compensation quite closely.
In theinitial situation, we suppose that consumers maximize utility subject to their budget

constraints,

P2 ¢ <wO v + (1% mO)/H, (6.6)

where pO isthe autarky vector of commodity prices, wlisthe autarky vector of factor prices, and

we include the redistributed tariff revenue t°'m°/H , where H is the number of consumers. The

resulting utility for each consumer is u" (c"°,v"%).
Summing over all consumption and factor supplies, the total consumption in the economy

istherefore Y1, c" = c?, and the total factor inputsare Y'H v =v°. Firmswill be

maximizing profits at the equilibrium prices (p°,w?°) , resulting in the outputs y° and factor
demands v°. Again, we assume constant returns to scale so that the resulting profits are zero,

O:

p%y® -w2v0 =0. Importsin this equilibrium arem’ = ¢ — y°, so the revenue collected is

t9'm®, which has been transferred back to consumersin (6.6).
After the tariff reform, domestic prices change to p1 =p* 1y tl, and the revenue collected

from the trade tax/subsidies becomes t*'m*. We denote the transfer to consumers by Rh, which

may differ from just the revenuet''m?. The budget constraint for consumersis,

h

pl'c <swhvh +RN (6.7)
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Our goal isto identify conditions under which the government can compensate individuals for
the change in prices, and at the same time, balance the government budget. Using asimilar

system of lump-sum transfers that we considered earlier, this can be achieved by:

Theorem (Grinolsand Wong, 1991; Ju and Krishna, 2000a)
. o_ ,0,0, 1_ ,1 .1
When the prices changefromp™ =p* +t top  =p*~ + 1", suppose that the government

transfers the following amount to each individual:

Provided that (p*O —p*l)'mO + tl'(m1 - mo) >0, then no individual isworse off and the
government budget is balanced.

Pr oof:

Substituting the transfersin (6.8) into individual’ s budget constraint (6.7), we can confirm that
theinitial choices (c"°,v") are till feasible:
pL'c® < whvh 4+ (pt - p%) e — (wt = wO)' v + (2 mP°) /H
(6.9)
o pc WO v+ mO)/H.
Since the second equation shown is just the initial budget constraint in (6.6), the initial choices
(cho,vho) are feasible and utility is at least uh(cho,vho) .

To check the government budget, we subtract the transfers from the tariff revenue,

obtaining,
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H H H
h=1 h=1 h=1

0 0 0

=(p —pl)'c —(WO—Wl)'v0+tl'm1—to'm

0 0

= (% -p")y® - (WO -whyvO +(p° —p!ym® + t"m! -t%m
=Py —wOVO) = (p1y° —wh V) + (p*0 —py m? + t (m' - m?)

> (p*0 —p*1)ym® +t'(m!t -m?). (6.10)

The second, third and fourth lines follow from simple algebra, and the inequality on the final line
follows because initial profits (p°'y® —w®'v®) are zero, while (p''y°® -w!'v®) islessthan

(pt'yt -w'vl) whichisalso zero. Provided that the final line of (6.10) is non-negative, then so

isthe government budget.  QED

This theorem provides us with two expressions that summarize the welfare impact of

tariff reforms. Thefirst of theseis (p*0 - p*l)' m®, which indicates the impact of the reform on
the terms of trade, or international prices. if the price of imports goes up or the price of exports
goes down, this expression will be negative and gains cannot be assured. The second term is

th (ml - mo) , Which isinterpreted as the change in imports evaluated at the final tariff vector.

The tariff vector reflects the difference between domestic and international prices. if positive,
that indicates that marginal costs at home exceed international prices, so it would be more

efficient for the country to import the good; and if it is negative, the country should be exporting

the good. Therefore the term th (m1 - mo) gives ameasure of the efficiency gain (if positive) by
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attracting imports towards the highest-tariff sectors, or loss (if negative). Thus, policiesto raise
welfare must avoid adverse terms of trade or efficiency effects to ensure Pareto gains.
Notice that the term tl'(m1 - mo) can also be interpreted as the change in tariff revenue

evaluating at the final tariff vector. In some cases, thiswill equal the overall change in tariff
revenue. For example, suppose that asmall country starts with prohibitive tariffs on some goods,

and then moves to free trade in those goods. Since they have zero tariff revenue before and after

the change, the term th (m1 - mo) shows what happens to revenue collected on the other goods,

whose tariffs are unchanged. If tariff revenue falls, then we cannot be sure that the country
gained from the partial movement towards free trade. Working with a one-consumer small
economy, Ohyama (1972) was the first to identify the sufficient condition that tariff revenue
(evaluated at the final tariff vector) must rise to ensure gains.

Two special cases of the above theorem can be noted:

Corollary
Applying the transfersto individuals asin (6.8):

(a) Starting in autarky and moving to trade with tariffs and subsidies makes no one worse off
provided that th'm! > 0;

(b) For small country with constant world prices, p*0 = p*l, achangein tariffs and subsidies

makes no one worse off provided that t*'(m* - m°®)> 0.

In the first case, we set m0 = 0in the above theorem, and see that the criterion to achieve

Pareto gainsisjust th'm! >0, i.e thetariffs and subsidies must raise non-negative revenue.

Ohyama (1972) described this condition as “self-financing” tariffs. Theresult in Corollary (a) is
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interpreted as saying that “some trade is better than no trade.” If we suppose that the second

situation has free trade, tlzo, then the condition in Corollary (a) is clearly satisfied and this result

isinterpreted as “free trade is better than autarky” (Samuelson, 1962; Kemp, 1962). Corollary
(b) considers a*“small country,” facing fixed world prices, and shows that atariff reform will

raise welfare provided that the efficiency effects are non-negative. Again, if we suppose that the

second situation has free trade, t1:0, then the condition in Corollary (b) is clearly satisfied and

this result can be interpreted as “free trade is better than restricted trade for asmall country.” We

will provide another demonstration of this result in the next chapter.

Regional Trade Agreements

We now extend our results to the case where a group of countries decides to pursue free
trade internally, while maintaining tariffs against the rest of the world. Under a customs union,
the countries involved choose a common external tariff with the rest of the world, whereas under
afree trade area the countries maintain different tariffs on imports from the rest of the world.
Let us consider the customs union casefirst, sinceit is easier.

The analysis of customs unions dates back to Viner (1950), who introduced the terms
“trade creation” versus “trade diversion.” Trade creation refersto a situation where two
countries within the customs union begin to trade with each other, whereas formerly they
produced the good in question for themselves. Interms of Corollary (a) above, the countries go
from autarky (in this good) to trading with zero tariffs, and they both gain. Trade diversion, on
the other hand, occurs when two countries begin to trade within the union, but one of these
countries had formerly imported the good from outside the union. We may presume that the

importing country formerly had the same tariffs on all countries, but purchased from outside the
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union because that price was lowest. After the union, the country switches its purchases from the
lowest-price to a higher-price country, so in terms of Corollary (b) thereis a negative efficiency
effect, and the country could lose from joining the union.

To verify these results more formally, we need to expand our notation to incorporate the

customs union. In our analysis above we had implicitly assumed that each country i had asingle
tariff vector applied against all other countries. Thisisno longer the case: countriesin the

union will face zero tariffs among themselves, and still maintain the same external tariff with
respect to outside countries. An easy way to capture thisisto index goods by their region of
origin and their region of destination. That is, let thefirst N goods denote those produced in the
union and sent to the union; the next N goods are produced outside the union and sent outside the
union; the next N are produced in the union and sent outside the union; and the last N are
produced outside the union and sent into the union. In total we therefore have 4N goods, but
only thelast 2N of these involve trade between the union and outside countries. This treatment of
goods still is consistent with the Arrow-Debreu model, where goods can be indexed by location.”
With this notation, the above Theorem and Corollary continueto hold. For aunion
country i, thefirst N tariffs are zero, the second N tariffs are irrelevant (since these goods are

traded between nonunion countries), and the last 2N tariffs are equalized for al countries of the

union. We will denote this post-union tariff vector by t'. Notice that with zero tariffs on

countries within the union, the term t*'(m'™ - m'®) measures the change in tariff revenue for

country i’ simports from outside the union. Trade diversion means that country i switches from

the lowest-price supplier from outside the union (where tariff revenueis collected) to another

® Notethat if consumers are indifferent between a good coming from two locations, then the indifference curves
between these locations are linear.



6-26 Feenstra, Advanced International Trade

supplier within the union (with no tariff revenue), so that t**(m'* - m'®) <0 and tariff revenue

has fallen. Therefore, country i can be worse off. Thisresult illustrates what is called a*“second
best” problem: by eliminating its tariffs with all other countries, a small country would
necessary be better off, but by only going partway towards this goa (eliminating tariffs with the
union countries only), there is no guarantee of gains.

This outcome made it seem like no general result on the desirability of customs unions
was possible. Remarkably, Kemp and Wan (1976) were still able to obtain such aresult. Their
goal was to ensure that the customs union benefits its members, and aso does not harm the rest
of theworld. To achievethis, Kemp and Wan used the following rule: the customs union
should keep the world price p* fixed, or equivalently, keep the purchases from the rest of the
world x* fixed. Thisrule can be contrasted with the criterion used in the WTO on customs
unions. From Article XXIV in Table 6.1, we see that customs unions are “not prevented”
provided that “the duties [with outside parties] shall not on the whole be higher or more
restrictive than the general incidence of the duties. . .prior to the formation.” Thus, the criterion
used in WTO is that the tariffs with respect to countries outside the union should not be higher
than before, whereas the rule used by Kemp and Wan is that the trade with respect to outside
countriesis not affected by the formation of the customs union. The Kemp-Wan ruleisthe
correct one to avoid losses, not the existing WTO criterion.

To develop the result of Kemp and Wan, let us denote the countries in the customs union

by i=1,...,C. Prior to the union they have tariffs t'©. We et p*0 denote the world pricesin this

equilibrium, and m'® denote the import vector of country i. Let the net export vector of the rest

of the world be denoted by x* ( p* o). Notice that this vector is zero for the first 2N goods (which
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refer to trade strictly inside or outside the union), and potentially non-zero otherwise. Summing

imports over al countriesin the union, the equilibrium condition is:
S o 0
>m” =x*(p*). (6.11)
i=1

After the customs union the countries involved have a unified tariff tl, the elements of

which are zero for purchases from within-union countries. Letm' denote the vector of imports

of country i in thissituation. Kemp and Wan (1976) prove that there exists a unified tariff

tlwhi ch ensures that,

imil =x* (p*?). (6.12)
i=1

The fact that the prices p*0 and exports from the rest of the world x*( p*0 ) are unchanged due to

the customs union guarantees that the rest of the world is not affected by it. The question now is
whether the members of the customs union also gain, and whether this requires some transfers

between the countries or not. Thisisanswered by:

Theorem (Kemp and Wan, 1976; Grinols, 1981)

Let the countriesi=1,...,C form a customs union, with the common externa tariff such that
prices and purchases from the rest of the world are unchanged. Suppose that each country within
i1

the customs union receives the transfers — tl'(m - mio) from the rest of the union. Then there

isapattern of lump-sum transfers within each country such that no individua isworse off, and
the government budget in each country is non-negative.

Pr oof:
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Consider the transfers described in (6.8), but applied within each country. It follows that each
consumer in every country of the union can still afford their previous consumption bundles.

Furthermore, noting that prices p* from the rest of the world are fixed, then from (6.10) the
government budget in each country is no less than th (mi1 - mio) . Therefore, each country can

afford to give up thisamount (or receive it if negative), and have a non-negative budget. It

remains to be shown that these transfers within the union are self-financing, that is,

> < th'(m -m'%) = 0. But this follows immediately from the fact that total union imports are

equal in (6.11) and (6.12), Y2, mt =Y m'°. QED

It is apparent that the way losses are avoided for the union is by keeping total imports
fixed: inthat way, thetotal tariff revenue (evaluated at post-union external tariffs) is also fixed.
But keeping total imports fixed also means that world prices are fixed, which eliminates any
terms of trade impacts for the union and the rest of the world. Thus, keeping total union imports

fixed immediately satisfies the criterion identified in the earlier theorem: when summed over the
countries of the union, the term (p*0 - p*l)' m'0 +t% (mil - mio) IS zero, so theunion asa
wholeis no worse off. Anindividua country may experience alossin their own tariff revenue

of t% (mil - mio) , but this could be compensated by transfers from other countries within the

union.

It has been more than 25 years since Kemp and Wan demonstrated this result, and in the
meantime, there has been a proliferation of regional agreements under GATT Article XXIV.
Many of these have not been customs unions, but instead, are free trade areas (FTA’S). Isit

possible to extend the Kemp-Wan theorem to cover these? Asexplained above, FTA’ s differ
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from customs unionsin that the countries involved have their own tariff vector with respect to
the rest of theworld. At the same time, tariffs are zero within the union, so goods can be sent
between these countries freely. This means that producer prices must be equalized within the
union, but by virtue of their differing tariffs on outside countries, consumer prices can differ
within the union. It follows that the method of proof used by Kemp and Wan (1976) cannot be
used for free trade areas. Recently, however, Krishna and Panagariya (2002) have developed a
new proof, which shows that Kemp-Wan theorem can indeed be extended to cover FTA’s. Their

approach can be described quite easily using our notation above.
Let x*( p* 0) denote the initial net exports from the rest of the world to the countries

planning to form aFTA. Recall that thisvector is zero for the first 2N goods (which refer to
trade strictly inside or outside the union), and potentially non-zero otherwise. The approach of

Krishna and Panagariyais to ensure that every country in the FTA has exactly the same trade
with the rest of the world as they did initially. Letting m'® and m'* denote the imports of

country i=1,...,C, which isamember of the FTA, we require that:

m\® = m!!, for goodsj = 2N+1,...,4N. (6.13)

Thus, we require every FTA member import and export the same quantity with the rest of world
asthey did before the free trade area. While Krishna and Panagariya do not provide a genera

existence result, we can certainly construct examples where there are country-specific tariffs

ensuring that (6.13) holds, and denote these by til, i=1,...,C. Noticethat (6.13) implies that
(6.12) still holds, i.e. total net exports from the FTA to the rest of the world equals x* ( p* 0), its

valueinitially. So we conclude that the equilibrium world prices are till given by p* 0
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Since trade with the outside world is not affected by the FTA, and neither are prices, we

have obtained the result:

Theorem (Krishna and Panagariya, 2002)

Let the countriesi=1,...,C form afree trade area, with external tariffstil for each country such

that prices and purchases from the rest of the world are unchanged. Then there is a pattern of
lump-sum transfers within each country such that no individual is worse off, and the government
budget in each country is non-negative.

Proof:

Again we use the transfers described in (6.8) applied within each country. It follows that each

consumer in every country of the FTA can still afford their previous consumption bundle, and

from (6.11), the government budget in each country is no less than g (mil - mio) . Thefirst N

elements of til are zero due to free trade within the FTA, and the next N elements of mio and mil
are zero because those goods are produced and delivered outside the FTA. Then (6.13) ensures

that t'" (mil - mio) = 0, so the budget is non-negative in every country i=1,...,C. QED

One feature of FTA’s and the above theorem should be emphasized. Because tariffs with
respect to the rest of world differ between the member countries, outside countries would have
an incentive to export their goods into the lowest-tariff country of the FTA, and then transship it
to other member countries. Thistype of activity needs to be ruled out to obtain the above
theorem. That is, transshipment through the lowest-tariff country would violate condition (6.13),
which specifies that each country must import the same quantity from outside countries as before

the FTA. More generaly, transshipment through the lowest-tariff country would lead to adrop
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in tariff revenue for other countries of the FTA, violating the condition to obtain Pareto gains.
To ensure welfare gains, therefore, we need to rule out transshipment of goods not produced in
the FTA.

In practice, restrictions on such transshipment within FTA’s are known as “rules of
origin” (ROO). Within NAFTA, for example, each and every good must be certified as “North
American made” before it can be shipped fredly between Mexico, the U.S,, and Canada. This
certification is typically made based on the percentage of value added coming from North
American production, or the use of some key input produced in North America. This preventsa
foreign country from exporting into Canada, for example, and then sending the good to the U.S.
or Mexico, unlessit had enough further processing to certify it as “North American made.”
Such rules are enormously complex, since they require a specification of the production process
for each and every good. Because the ROO are an artificial restriction on the movement of
goods they are often criticized (see for example, Krishna and Krueger, 1995). But the theorem
of Krishna and Panagariya sheds new light on these practices, since the welfare-improving FTA

depends on their use.®

Evidence on Regional Agreements
The above theorems allow us to conclude that welfare-improving customs unions and
FTA’sexit, but from this we should not infer that regional trade agreementsin practice are

necessarily agood thing. The possibility of trade diversion identified by Viner (1950), and any

® et usbe more careful in this statement. Starting at any FTA, the theorem of Kemp and Wan ensures that there is
acustoms union that is Pareto superior. But that customs union is not achieved by simply dropping the ROO from
the FTA; rather, it would require dropping the ROO, changing the external tariffs for all countries to a common level
that ensures the same total imports from the rest of the world, and also implementing income transfers across
countries within the union. If these actions are palitically infeasible, then the ROO are needed in order for the FTA
to ensure Pareto gains, asin the theorem of Krishna and Panagariya.
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changesin the terms of trade, need to be evaluated empirically before judging actual agreements.
More generally, we should be concerned with whether regional trade agreements help or hinder
the movement towards global free trade through multilateral negotiations under the WTO. This
political economy issue will be discussed in chapter 9.

Grinols (1984) was among the first to measure the gains or losses from membershipin a
customs union. He examined Britain joining the European Economic Community in 1973. This

meant that Britain had to adopt the common external tariff of the EEC. Not only would this

affect domestic price pi in Britain, it could also be expected to have an impact on the foreign

prices p*i facing Britain, i.e. onitsterms of trade. We are recognizing here that the prices

charged by foreign exporting firms are often responsive to a change in tariffs by just one
importing country. This occurs when foreign firms segment their export markets, charging
different pricesin each. Thisbehavior isrelated to imperfect competition, as will be discussed in
the next chapter.

Grinols measured the prices for British exports and imports during the years after its
membership inthe EEC. Multiplying these prices by initial quantities gives(p*'® —p*'1)'m'©,
or the value of changesin theterms of trade. In every year from 1973-1980, it turned out that the
British terms of trade had fallen from 1972, and the amount of this decline averaged about 2.3%
of British GDP. (Thisamount include the lost tariff revenue on imports, which automatically
become property of the customs union, and the average drop in the terms of trade without
including tariff revenue was still 1.7% of GDP.)

In order to compensate for this loss, Britain would have needed to obtain some transfer

from the EEC, i.e. the amount t*" (mil - mio) in our discussion above. There was awide range



6-33 Feenstra, Advanced International Trade

of transfers between countries as part of EEC membership, including the Regional Development
Funds (allocated to projects in lower-income regions), specia fundsin agriculture, coal and steel,

value-added taxes, etc. The net transfers were slightly in Britain’s favor, but not enough to offset
the terms of trade loss, so that summing (p*'® —p*) m'®+t%' (m't —= m'®) till gives an average

loss for Britain of 2.26% of GDP annually.

We conclude that the sufficient condition to ensure Britain’s gain from joining the EEC,
ie (p*'0 —p*1ym%+t'(m - m'®) > 0, did not hold. This does not necessarily imply that

Britain was worse off, however, sinceit till enjoys free trade within the EEC, and so had
efficiency gains on both the consumption and production side for that reason. In Figure 6.1, for
example, these gains are illustrated by the movement from point A to point B. Grinols attempts
to evaluate these gains for Britain and finds that they are quite small. The conclusionisthat its
membership in the EEC in 1973 led to awelfare loss that averaged about 2% of GDP annually
through 1980.

One criticism that can be made of Grinols' methodology is that he simply accepts the
trade prices as data, and presumes that any change from 1972 represents the effect of Britain's
membership in the EEC. Thus, the terms of trade declineis attributed to Britain’s changing its
external tariff to the common EEC level. This does not allow for any exogenous changesin the
terms of trade due to factors affecting supply and demand on world markets. To control for such
factors, we need to specify prices as functions of the tariffs, aswell as other relevant factors.
Using alog-linear regression to estimate prices as afunction of tariffs and other factors alows us
to infer the specific impact of the tariff change. Thisis the approach taken by Chang and

Winters (2002) for MERCOSUR.
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Specifically, Chang and Winters (2002) consider prices from various countries (U.S,,
Japan, German, etc.) to Brazil, which isthe largest market in MERCOSUR. This customs union
had the effect of eliminating tariffs between Brazil and Argentina, Paraguay and Uruguay, as
well as equalizing their external tariffs. Of interest, then, isthe direct effect of the change in the
external tariff of Brazil on the prices charged by foreign firms; aswell as the indirect effect of
the elimination of the tariffs between Brazil and Argentina on the prices charged by foreign firms
to Brazil. Both thisdirect and indirect effect will lead to aterms of trade change for Brazil, as
well as to the countries selling in that market. The regression framework used to measure these
effects draws on Feenstra (1989), as discussed in detail in the next chapter, and specifies prices
as alog-linear function of tariffs and other factors. By pooling data across disaggregate products
and years, Chang and Winters can use annual fixed effects to control for any changesin prices
that are common across commodities.

For the case of MERCOSUR, Chang and Winters find that many of the prices charged by
external countries, including the U.S., Japan, Germany, Korea and Chile indeed fell as aresult of
the change in Brazilian tariffs. The direct impact of the change in the Brazilian external tariff is
smaller than the indirect effect of the elimination of its tariff with Argentina. On average,
foreign prices charged to Brazil fall by one-third as much as the drop in the tariff with Argentina
(and by even more if yearly fixed effects are used). Thisimplies a significant terms of trade gain
for Brazil and loss for the exporting countries. For example, Chang and Winters evaluate this
lossin 1996 as $624 million for the United States (which exceeds 10% of its export sales to
Brazil of $5.4 billion in 1991), $59 million for Japan, $236 million for Germany, $14 million for

Korea, and $17 million for Chile. These figures serveto illustrate the potential losses that a
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customs union can impose on the countries | eft out.”

For the North American Free Trade Agreement (NAFTA) of 1994 and the earlier
Canada-U.S. Free Trade Agreement (CUSFTA) of 1989, Clausing (2001) and Romalis (2002)
estimate the impact on trade quantities rather than prices, using highly disaggregate data for the
United States. Clausing estimates the impact of CUSFTA on U.S. imports from Canada over
1989-1994, and on U.S. imports from the rest of the world. These trade quantities are modeled
aslog-linear function of tariffs and other factors, and pooling across commodities and years
allows annual fixed effects to be used. Romalis examines where the U.S. sources its imports of
some 5,000 commodities, and compares this where the European Union sources the same
commodities, using a“differencesin differences’ technique to identify the impact of both
CUSFTA and NAFTA.

Clausing finds that U.S. imports from Canada responded predictably to CUSFTA, with a
10% drop in the U.S. tariff leading to a 1% expansion of itsimports from Canada. Thisisan
example of trade creation between the countries. At the sametime, thedrop in U.S. tariffshad a
negative but statistically insignificant impact on its imports from the rest of the world, so thereis
little evidence to support trade diversion. This conclusion suggests that the Canada-U.S. Free
Trade Agreement was relatively benign for other countries, but should be interpreted with
caution: to make welfare conclusions, it is better to estimate the effect of tariff changes on
prices, as done by Chang and Winters (2002), rather than quantities. Romalisalso findsa
significant impact of CUSFTA on U.S. imports from Canada, aong with alarge impact of

NAFTA on U.S. imports from Mexico. However, he suggests that NAFTA may have led to

" schiff and Chang (2002) extend the work of Chang and Winters to examine whether the possibility of Argentine
exportsto Brazil (asindicated by its exports to another country in the same product category) served to lower the
foreign prices charged in Brazil. They find evidence in support of this“ contestability” effect.



6-36 Feenstra, Advanced International Trade

substantial trade diversion, because the largest tariff reductions were often in commodities where

the U.S. relied on imports from outside of North America.

I mperfect Competition

An omitted topic in the chapter thus far is the role of imperfect competition. Thisraises
two distinct issues. First, in industries with monopolistic pricing there is a gap between price and
marginal costs. Because prices reflect consumer valuations of a product, this gap indicates that
consumers would be better off by increasing the output of that industry. If this occurs due to the
opening of trade, we might expect that the economy is better off; but if trade reduces the outputs
of industries with imperfect competition, this seems to indicate potential losses. Thisintuition
has been confirmed by Markusen (1981) in amodel with one competitive industry and one
monopolistic industry. Helpman (1984b) has generalized this to many industries, and we will
present their results using the same notation as earlier in the chapter.

Second, models of imperfect competition often have increasing returnsto scale, such as
in the monopolistic competition model we studied in chapter 5. The presence of increasing
returns creates a reason to be concerned about losses from trade. Many years ago, Graham
(1923) argued that with increasing returns an industry facing strong import competition might be
forced to contract, leading to higher average costs, and that this would be a reason for protection.
Ethier (1982) has confirmed this resultsin amodel relying on increasing returns that are external
to the firm, and found that the small country may experience losses from trade due to the
contraction of itsincreasing-returns industry. Interestingly, Markusen (1981) found that the
monopolistic firm in the large country might be forced to contact due to trade, so the large
country potentially faced losses. As suggested by these results, a general statement on the gains

from trade under increasing returnsis difficult to obtain. We will summarize some results that
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apply under monopolistic competition, due to Helpman and Krugman (1985, chap. 9).

We begin with the case of imperfect competition under constant returnsto scale. There
are afixed number of firmsin each imperfectly competitive industry, and they set marginal
revenue equal to marginal costs, which we assume is the same for all firmsin theindustry. The
precise way that marginal revenue is computed will depend on the market structure, such as
Cournot competition in quantities or Bertrand competition in prices. We do not want to get into
these details here, but ssmply denote the marginal revenue for each firm selling good i under
imperfect competition by p, =mr, <p;. For goods sold competitively welet p; = p; denote the
product price. Inequilibrium, p; also equalsthe margina cost of production.

For simplicity we suppose that the factor supply choices from consumer are fixed, so
total endowmentsare V. Let the feasible outputs y be denoted by the convex set S. Because p
equals marginal costs, the equilibrium outputs under imperfect competition will solve the

problem:

G(ﬁ,v)frygg{ﬁ'ywﬂ%‘- (6.14)

That is, the marginal costs p act like a set of shadow prices, and the equilibrium outputs
maximize thevaueof p'y. Thisproblemisillustrated in Figure 6.3, for an equilibrium at point
B. With perfect competition in the factor markets but imperfect competition in the goods
market, point B is on (not inside) the production possibilities frontier, so that p isthe gradient of
asupporting hyperplane at point B. It follows that if ya is any other feasible output vector, then
p'y=p'y2. Inthe casewe haveillustrated, the actual prices are shown by p, and since thisline
is steeper than p, it follows that the relative price of good 1 exceeds its margina cost; i.e. good

1 is produced with imperfect competition and good 2 under perfect competition.
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Total profits earned by firmsin the autarky equilibrium are p®'y? —w?'v, and each

consumer is entitled to some fixed fraction A" of these. Then the autarky budget constraint of

consumer h isre-written from (6.1) as:

pc <wav+ A" (py? - w?'v), (6.15)

where v isthe vector of fixed factor supplies from individual h. Let us now open the
economy to trade at the prices p, and introduce a system of lump-sum transfers, so the post-trade

budget constraint of each consumer is.
pc" <cwvh + R+ A (py -w'v), (6.16)
and the lump-sum transfers to each individual are:

h = (p-p?)ych —(w-wd)yv"+ A" (p?'y® -waV) - A" (p'y —w'V). (6.17)

It is straightforward to show that these transfers will allow each individual to obtain at least their
autarky consumption bundle, so that they are no worse off. The question, then, is whether the
government can afford this policy.

Summing the transfersin (6.17), and reversing the sign, we obtain:

H H H
- YR = (0 - py Y- (W -w) Y - ANy W) - (py - wv)]

h=1 h=1 h=1 h=1

ar,,a

=P -p)y* - (W -w)'v —(p*'y* -w*V)+ (p'y -w'V)
2(p'y-py"), (6.18)

where the second line follows by using Zh_lc =y?, ZH v"=v and ZE:l)\h =1, and the

third line follows by canceling terms.
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If condition (6.18) is non-negative, this sufficient to ensure Pareto gains can be achieved.
That condition isreadily interpreted as saying that the value of GDP evaluated at free trade
prices should not fall. In Figure 6.3, this means that the autarky equilibrium needsto lieto the
left of point B, such asat point A. Recalling theindustry 1 isimperfectly competitive, this
condition ensures the Pareto gains that the output of the imperfectly competitive industry
increases. While this condition ensures that the value of GDP increasesin Figure 6.3, let us see
whether this it ensures Pareto gains more generaly.

Consider the following condition to guarantee Pareto gains, as proposed by Helpman

(1984, p. 353):

(P-P)'(y-y*) =0, (6.19)

where p arethe marginal revenue/prices under free trade. For competitive industries with

p; =p;, condition (6.19) is automatically satisfied, while for imperfectly competitive industries

with p; >p;, (6.19) will be satisfied if y; >y so their outputs do not fall going from autarky to

freetrade. When (6.19) holds, then we have:

p(y-y*)=2p(y-y*=0, (6.20)

where the last inequality holds because the value of “shadow GDP’ G(p,y) =p'y ismaximized

at the equilibrium outputsy. Thus, (6.19) impliesthat (6.20) holds, which ensures that (6.18) is

also non-negative. We have therefore proved:
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Theorem (Markusen, 1981; Helpman, 1984)
With constant returnsto scale, if the output of every good produced under imperfect competition
does not fall going from autarky to free trade, then Pareto gains from trade can be achieved using

the lump-sum transfersin (6.17).

Thus, the key condition to achieve Pareto gains is that industry output does not fall in the
imperfectly competitive industries of the country in question. Admittedly, it may be hard to
achieve this condition across several countries. if industry output increases in one country, isit
not more likely to fall in another? Thiswas the case analyzed by Markusen (1981). For two
countries that are identical except for size, he found that the smaller country would experience an
increase in the good sold under imperfect competition, but not the larger country. This means
that gains from trade are assured only for the smaller country.

One way to deal with this problem of “unequal” gains across country isto derive a
condition for Pareto gains due to free trade among a group of countriesi=1,...,C (which can be
the entire world). Aswe found for the analysis of customs unions in the previous section, we
will end up summing the criterion in (6.18) across the group of countries. That is, the combined
government budget for the group is non-negative provided that the terms of trade with respect to

outside countries do not change, and:

C . .
;l p'(y' -y?)=0. (6.18)

How can we ensure that (6.18') holds? Consider the generalization of the Helpman

(1984b) condition in (6.19):
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& =iy i ia ’
2 (p-p)(y -y")=20, (6.19)
i=1
where 5i are the marginal revenue/prices under free trade. These will be identical across
countries in the competitive industries, but in general can differ across countries in the non-

competitive industries. A sufficient condition to rule this out, however, is to have marginal costs

egual across countries, due to identical technologies and factor price equalization. In that case,
we can write p' = P in (6.19").
When condition (6.19') holds, we readily obtain,
C o c ..
igl Py -y®)z El Py -y?)=z0, (6.20')

where the last inequality holds because p''y' = p''y'? for every country of the union. We

therefore see that (6.19') implies (6.18), which guarantee Pareto gains for the group of
countries. If marginal costs areidentical across countriesin the free trade equilibrium, so

p' =p, then condition (6.19") will be satisfied whenever the total group output of each

imperfectly competitive good does not fall. This condition generalizes the above theorem, and
ensures Pareto gains for the group of countries, though there will still be a need to transfer
income between them as we have discussed in the previous section for customs unions,

Let us now consider the case of monopolistic competition and increasing returns to scale.
In that case, each firm is producing a differentiated product. As discussed by Helpman and
Krugman (1985, chap. 9), Pareto gains from trade are ensured if: (i) the output of each firm still
producing does not fall going from autarky to free trade; (ii) total industry output (equal to the
number of firms times the output of each) does not fall going from autarky to free trade; (ii) the

set of goods available to consumersis not reduced due to the opening of trade. Notice that
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condition (i) allows some firms to exit due to the opening of trade, as discussed in chapter 5.
Indeed, their departure gives room for other firms to increase their outputs and take advantage of
economies of scale. Examples can be constructed, however, where one or more of these
conditions are violated so that |osses from trade are possible.® The question is whether there are
some “reasonable” assumptions that rule this out.

Helpman and Krugman (1985, pp. 187-190) have identified quite weak assumptions to
ensure that conditions (i)-(iii) hold. Specificaly, they assume that each industry in the economy
is organized like the Krugman model considered at the beginning of chapter 5, with consumption
in each industry coming from an additively separable sub-utility function. Assume that: (a) the
elasticity of demand in non-decreasing in output; (b) there is a constant share of expenditure
spent on each differentiated goods industry; (c) the production function for each differentiated
good is homothetic; (d) equilibriain each differentiated goods industry is symmetric, with
identical costs, prices and output. Then they demonstrate that the opening of trade will lead to at
least as many goods, and at least as much output of each provided only that the world output of
each differentiated goods industry does not contract. In that case, thereis not even any need for

transfers between countries to ensure Pareto gains from trade.

Conclusions

Theideathat countries gain from tradeis as old as the idea of comparative advantage
itself — Ricardo wrote his model of trade between England and Portugal to demonstrate both
clams. But gains “for a country” does not have a well-defined meaning unless we specify what
thisimplies for the many different individuals located there. In this chapter we have taken the

heterogeneity of individuals seriously, and identified conditions under which all agents can gain

8 See Lawrence and Spiller (1983) and Francois and van Y persele (2002).
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from trade, i.e. Pareto gains are achieved. The lump sum transfers that we have discussed
require too much information to be implemented in practice, but are still valuable because they
allow usto show that Pareto gains arein principle possible. The commodity tax/subsidies
introduced by Dixit and Norman (1980) are an aternative means of achieving Pareto gains. In
the presence of mobility costs, however, these may need to be supplemented with some form of
trade adjustment assistance.

Our results for Pareto gains within a country can be extended to cover the comparison of
any two trading situations, and also to cover multiple countries, as with customs unions and free
trade areas. In addition, we showed how imperfect competition could be incorporated. Missing
from our analysis, however, is an important topic related to imperfect competition and the gains
from regional trade agreements. Suppose that trade in differentiated products occurs under
monopolistic competition, subject to “iceberg” transportation costs as discussed in chapter 5.
Furthermore, suppose that the countries forming a regional agreement do not aim to keep welfare
in the rest of world unchanged; on the contrary, these countries adjust the tariffs applied to the
rest of the world to their own optimal advantage. In the next chapter, we will call thisthe
“optimal” tariff, and it is applied to shift acountry’sterms of trade initsfavor. Finally, suppose
that the world splits up into a number of such regional areas, each of them equally sized. Then
how does the formation of these areas impact world welfare?

This question has been addressed by Krugman (1991a, 1991b), with two quite distinct
answers. First, ignoring transportation costs, Krugman (1991a) argues that with the world
divided into a number of equally-sized regional trading areas, the worst number of such areasis
three. Thelogic of this proposition is that with just one area, encompassing all countries, we

have the highest level of world welfare (i.e. global freetrade). Conversely, with many equal-
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sized areas, each group of countries will have little influence in changing their terms of trade, so
tariffs arelow and we are again close to free trade. But at some intermediate number of areas,
tariffswill be higher and world welfare lower. Stylized calculations suggests that world welfare
is minimized with three areas, which is adepressing result in view of the possible formation of
three trading regionsin reality: the Americas, Europe and Asia.

But this view of the world ignores the fact that actual trading regions are often between
geographically close countries (e.g. the EEC and NAFTA), so the “natural” trading advantages
of these countries are just enhanced by the regional agreement. To see how this affects the
argument, suppose now that there are three continents (America, Europe and Asia) with multiple
countriesin each. Asin Krugman (1991b), take an extreme case where transportation costs are
infinite for trade between the continents, but zero within each continent. In the absence of any
regional agreements, the countries in each continent will be applying optimal tariffs against each
other. But with aregional free trade agreement on each continent, then tariffs are eliminated,
and world welfare would be maximized: the fact that outside countries are excluded from each
regiona agreement isirrelevant, since transportation costs between the continents are so high.
So in this case, three regional trading areas maximize world welfare!

These two starkly different results suggest that the pattern and level of transportation
costs between countriesis crucia to determining the welfare effects of regiona agreements.
Obvioudly, we need to go beyond the two extreme cases of Krugman (1991a,b), and thisis done
by Frankel (1997). Continuing with Krugman’s example of aworld divided into continents, each
of which is divided into multiple countries, Frankel explores the welfare impact of regional
agreements within or across continents. An agreement within a continent (where transportation

costs arelow) is called “natural,” while an agreement across continents (where transportation
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costs are high) is called “unnatural.” Frankel confirms that “natural” trading areas are more
likely to lead to world welfare gains than “unnatural” areas.® However, it turns out that having
regional agreements within continentsis not aways welfare improving, and the case where these
“natural” areasfail to lead to world gainsis called “supernatural.” This brief summary is meant
to suggest that the impact of regional trade agreements —in theory or in practice —is still awide

open areafor research, and we shall return to this topic in chapter 9.

° Inatest of this proposition, Krishna (2002) provides empirical evidence that raises doubts on the link between
“natural” trading areas (between close countries) and welfare gains.
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Problems

Y2

q1

V1

Figure6.4

In earlier chapters, our only demonstration of the gains from trade has been adiagram
like Figure 6.4, where we show the indifference curves @ being lifted off the PPF due to free
trade. Thequestionis. should we think of these indifference curves as applying to single
“representative” consumer, or isthere some other interpretation that allows for consumers who
differ in their utility functions? The following results are due to Samuelson (1956), and give a

precise interpretation to the indifference curves shown.

Suppose that we have H consumers with utility functions uh(ch), h=1,...,H, where we
ignore individual supplies of factors for simplicity. We assume that these are increasing and
guasi-concave. Further, suppose that we have a social welfare function W(ul, .. ,uH), whichis

non-decreasing and quasi-concave. Then Samuelson defined the social utility function as:
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@(c) = maxW[ut(ch),---,u” (c™")] <. ich <c. (6.21)
ch>0 h=1

Thus, this social utility function takes the total amount of consumption goods available, ¢, and
allocates it across individuals so as to maximize social welfare. Thisallocation isaform of
“lump sum” transfers, where we are physically all ocating the goods (though the outcome would
be similar if we used lump sum transfers of income instead).

Samuel son argued that we could think of the indifference curvesin Figure 6.4 as being
iso-curves of the function ¢, so moving to a higher indifference curve due to trade (as illustrated)
means that social welfare has indeed increased.

To further understand Samuelson’ s approach, answer the following:

6.1 Thefact that we are moving from awelfare level of ¢y in Figure 6.4 to ¢ due to the opening

of trade proves that some person(s) utility must have increased, but it does not prove that
everyone' s utility hasincreased. Can you think of a specia form for the welfare function W
that will ensure that when ¢ goes up, then everyone's utility must go up aswell? [This social

welfare function is used by Chipman (1987, p. 528), for example.]
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Chapter 7: Import Tariffsand Dumping

There are various reasons why countries use import tariffs and other types of trade
policies. Nearly all countries have used these instruments in early stages of their development to
foster the growth of domestic industries, in what is called import substitution. Such policies
have been heavily criticized for protecting inefficient domestic industries from international
competition. Many countries have later switched to an export promotion regime, under which
industries are expected to meet international competition through exports, abeit with subsidies
(hopefully temporary) given to exporters. The more than 140 members of the WTO have all
committed to abandon such heavily regul ated trade regimes, and move towards substantially
freer trade. One question, then, is whether the use of import tariffs and other trade policies at
early stages of the development process has any rationale at all, especially when other markets
(such asfor capital) might not be functioning well. While thisistoo big a question to deal with
adequately in this chapter, we will briefly discuss the rationale for temporary tariffsin what is
called “infant industry” protection.

A second question concerns the welfare cost of tariffs and quotas in situations where
other markets are working well. Even under the GATT/WTO, countries are permitted to apply
tariffsin anumber of cases, including: (i) “escape clause” tariffs, under which countries
temporarily escape from their promise to keep tariffs low, dueto injury in an import-competing
industry; (ii) antidumping duties, under which tariffs are applied to offset import pricesthat are
“too low.” For theoretical purposes, we can think of escape clause tariffs as exogenously
imposed on exporting firms, and thiswill be our assumption in the first part of the chapter. We
will examine the response of the exporters, as well as the response of import-competing firms, to

such tariffs. In particular, we are interested in whether there is any “strategic” role for trade
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policy, whereby it gives an advantage to importing firms that leads to a welfare gain for the
importing country. This possibility is associated with the work of Brander and Spencer
(1984a,b). The response of firms to the tariff depends on the market structure, and we shall
investigate a series of cases, concluding with an empirical investigation of these tariffs as applied
to U.S. imports of compact trucks and heavywel ght motorcycles (Feenstra, 1989).

Following this, we turn to a discussion of dumping. We suggest that this phenomena can
be viewed as a natural attempt of imperfectly competitive firmsto enter each others markets, as
in the “reciprocal dumping” model of Brander (1981) and Brander and Krugman (1983). As
such, it islikely to bring gains to consumers through lower prices. These gains will be offset by
the use of anti-dumping duties, especially since these duties must be treated as endogenous:
their application will depend on the prices charged by the exporting firms. Exporting firms will
have an incentive to raise their prices even if thereis only athreat of antidumping duties being
imposed, and to raise them even further if the duties are actually imposed. For these reasons,
consumer and social losses due to antidumping actions are particularly high. We review
empirical work by Prusa (1991, 1992), Staiger and Wolak (1996) and Blonigen and Haynes

(2002), who estimate the price and quantity effects of antidumping actions.

Tariffsunder the GATT/WTO

For member countries of the WTO the use of tariffs or quotasis allowed under some
circumstances. For example, Article X1X of the GATT (see Table 6.1), called the “escape
clause,” alows for the temporary use of protection when domestic industries are experiencing
unusual import competition. In order for the articles of GATT to have legal standingin its

member countries, they must be reflected in a set of trade laws within each country. Inthe
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United States, Article XI1X was incorporated into Title I1, Section 201 of the Trade Act of 1974,

which states in part that:

Titlell, RELIEF FROM INJURY CAUSED BY IMPORT COMPETITION
Section 201. INVESTIGATION BY INTERNATIONAL TRADE COMMISSION
(8 (1) A petition for eligibility for import relief for the purpose of facilitating orderly
adjustment to import competition may be filed with the International Trade Commission
... by an entity, including a trade association, firm, certified or recognized union, or a
group of workers, which is representative of the industry...
(b) (1) ... upon the filing of a petition under subsection (a) (1), the Commission shall
promptly make an investigation to determine whether an article is being imported into the
United States in such increased quantities as to be a substantial cause of seriousinjury, or
threat thereof, to the domestic industry producing an article like or directly competitive
with the imported article...

(4) For the purposes of this section, the term “substantial cause’” means a cause which
isimportant and not |less than any other cause.
Source: U.S. Public Law 93-618, Jan. 3, 1975

It can be seen that in order to qualify for tariffs protection under Section 201, several
criterion need to be met, the most important of which is that imports must be a“substantial cause
of seriousinjury, or threat thereof, to the domestic industry,” where a“ substantial cause” must be
“not less than any other cause.” Thislegal language is very important in practice: it means that
atariff will be granted only if rising imports are the most important cause of injury to the
domestic industry. This criterion is difficult enough to establish that escape clause protection is
used infrequently. Thisisshownin Table 7.1, taken from Hansen and Prusa (1995). Over the

years 1980-1988, there were only 19 escape clause case files in the United States, of which
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12 obtained a negative recommendation from the U.S. Internationa Trade Commission (ITC).
The remaining seven affirmative cases went to the President for afina ruling, and he gave a
positive recommendation for import protection in only five cases, or less than one per year. We
will investigate two of these U.S. cases in this chapter, one of which (heavyweight motorcycles)
received import protection under Section 201, and the other of which (compact trucks) was
denied under Section 201 but was able to get tariff protection by other means.

As an dlternative to the escape clause, firms can file for import protection under the anti-
dumping provision of the WTO, which is Article VI (see Table 6.1). This provision has been
incorporated into Title VII of U.S. trade laws, where Section 303 deals with “countervailing
duties’ and Section 731 deals with “antidumping duties.” Countervailing duties are applied to
offset foreign subsidies that lower the price of the foreign export good in the home market.
Antidumping deals with cases where it is believed that aforeign firm is selling goods in the
home (i.e. importing) market at either alower price than in its own market, or if thereisno
foreign price to observe, then at less than its average costs of production. The casesfiled in the
United States under each of these provisions are also shown in Table 7.1, and it can be seen that
the number of these vastly exceeds escape clause cases.

Over 1980-1988, there were more than 400 antidumping casesfilesin the U.S., and of
these, about 150 were rejected and another 150 had duties levied. In order to have duties applies,
acase must first go to the Department of Commerce (DOC), which rules on whether imports
have occurred as “less than fair value,” i.e. below the price or average costs in its own market.
These rulings were positive in 94% of cases during this period (Hansen and Prusa, 1995, p. 300).
The case is then brought before the ITC, which must rule on whether imports have caused

“materia injury” to the domestic industry (defined as “harm that is not inconsequential,
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immaterial, or unimportant”). This criterion is much easier to meet than the “substantial cause of
serious injury” provision of Section 201, and as aresult, the ITC more frequently rulesin favor
of antidumping duties. Furthermore, the application of duties does not require the additional
approval of the President. These legal factors explain the much greater use of antidumping than
the escape clause in the United States, and it is a'so becoming more commonly used in other
countries, as described by Prusa (2001).

Thereisasurprising third category of antidumping cases shown in Table 7.1: of the
roughly 400 casesin the U.S. over this period, about 100 or one-quarter of these were withdrawn
prior to aruling by the ITC. What are we to make of these cases? Prusa (1991, 1992) describes
how U.S. antidumping law actually permits the U.S. firms to withdraw its case, and then acting
through an intermediary at the DOC, agree with the foreign firm on the level of prices and
market shares! Thistype of communication between two American firmswould beillegal under
U.S. anti-trust law, of course, but is exempted from prosecution in anti-dumping cases under the
so-called Noerr-Pennington doctrine. Aswe would expect, these withdrawn casesresultin a
significant increase in market prices, with losses for consumers, as will be discussed at the end of

the chapter.

Social Welfare

In the previous chapter we were careful to allow for heterogeneous consumers, and
considered systems of lump-sum transfers or commodity taxes and subsidies such that everyone
could be better off (Pareto gains from trade). It will now be convenient to adopt asimpler
measure of overall social welfare, without worrying about whether every individual is better off
or not. To construct this we need to have amethod to “add up” the utilities of consumers. This

will be achieved by assuming that every individua has aquasi-linear utility function, given by
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CB +un (ch) , Where CB is the consumption of a numeraire good, and ch IS the consumption
vector of all other goods for consumer h=1,...,H, with Uh increasing and strictly concave. Each

consumer maximizes utility subject to the budget constraint cg + p'ch <M

Letc"= dh(p) denote the optimal vector of consumption for each individual, with

remaining income spent on the numeraire good, CB =" - p'dh (p) . Then we can define socid

welfare as the sum of individual utilities,

H
wp,D=> 1" -pd"(p)+Uud"(p)] , (7.1)
h=1

h

where total incomeis | = ZEzll . Notice that the sum over individuals of the last two terms on

theright of (7.1) gives consumer surplus. By the envelope theorem, the derivative of (7.1) isthe
negative of total consumption, 0W/0p = 2;'21— d" (p) = —d(p). Thus, we can usethe social

welfare function just like an indirect utility function for the economy as awhole.

Let usfurther ssimplify the analysis by supposing that there is only a single import good
subject to atariff. Holding the prices of all other goods fixed, we will therefore treat p as a
scalar, denoting the price of that good in the importing country. Itsworld priceis denoted by the
scalar p*, and the difference between these is the specific import tariff t, sop = p* +t. We
suppose that the numeraire good is also traded, at afixed world price of unity. Labor is assumed
to be the only factor of production, and each unit of the numeraire good requires one unit of
labor. It follows that wages in the economy are al so unity, so that total income equals the fixed
labor supply of L. These assumptions allow the economy to mimic a partial-equilibrium setting,

where wages are fixed and trade is balanced through flows of the numeraire good.
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Output of the good in question is denoted by the scalar y, which may be produced by
competitive or imperfectly competitive firms. We suppose that the industry costs of producing

the good are denoted by C(y), with marginal costs C'(y).} Imports are denoted by the scalar m =
d(p) —y, where d'(p) <0 from the assumption that Uh isstrictly concave for al h. We assume

that revenue raised from the tariff, tm, is redistributed back to consumers, who are also each
entitled to profits from the import-competing industry, which are py — C(y). It followsthat social

welfareiswritten as,
WI[p,L +tm+py - C(y)] =W(t). (7.2)

This genera expression for social welfare holds under perfect or imperfect competition.
In the former case, it is common to refer to profits [py — C(y)] as producer surplus, i.e. the return
to fixed factors of production in the industry. In the latter case, we denote profits of the domestic
industry by t= py — C(y), and will need to specify how these depend on actions of foreign firms.
We will be considering three cases: (i) perfect competition in the home and foreign industries;
(i) foreign monopoly, with no domestic import-competing firms; (iii) duopoly, with one home
firm and one foreign firm engaged in either Cournot or Bertrand competition. A fourth case of
monopolistic competition is discussed by Helpman (1990), and is not covered here. We begin
with perfect competition, where we distinguish a small importing country, meaning that the
world price p* isfixed even as the tariff varies, and alarge country, whose tariff affects the

foreign price p*.

1 Under perfect competition C(y) denotes industry costs, and under monopoly it denotes the firm's costs. Under
oligopoly with a homogeneous product, we should replace C(y) with NC(y), where N is the number of firms and
C(y) isthe costs of each. Similarly, we replace salespy in (7.2) by Npy. With free entry and zero profits, we can
simply omit the profit term in (7.2) and this amended welfare function still applies. The welfare function with a
differentiated import and domestic product will be described later in the chapter.
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In each case, we areinterested in how social welfarein (7.2) varies with the tariff. To
determine this, let usfirst derive a genera expression for the changein welfare. Treating the

price p and output y as depending on the tariff, we can totally differentiate (7.2) to obtain:

dw dp dm dp . dy
—=—d(p)—+m+|t—+y |[—+[p—-C —=
p (P) il ( dp yj p [P-C(y)l po
dp dm dp ova Ay
= -— |+t——+[p-C'(Y)] = 7.3
m( dtj i ot PO (7.3)

:td_m%_m£+
dp dt dt

dy
-C(y)]—.
[P-C(y)] o
The second line of (7.3) follows by noting that y — d(p) = m and combining terms, while the third
line follows because p = p* +t, so that [1-(dp/dt)] = —dp*/dt.
We will be discussing each of the terms on the last line of (7.3) throughout this chapter,
but note here the similarity between these terms and those derived in the previous chapter. The

first term on the last line of (7.3) can be interpreted as the efficiency cost of the tariff, much like

the term t*" (ml - mo) in chapter 6; the second term is the effect of the tariff on the foreign price
p*, or the terms of trade effect, like (p*0 - p*l)' m° in chapter 6; and the third term reflects the

change in industry output times the price-cost margin, like (p—p)'(y —y?®) in chapter 6. This
third term reflects the fact that with imperfect competition there is a gap between the price or
consumer valuation of a product, and the marginal coststo firms. This distortion due to
monopolistic pricing creates an efficiency loss, and any increase in domestic output will

therefore offset that 1oss and serve to raise welfare.
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Perfect Competition, Small Country

Holding p* fixed, we already argued in the previous chapter that “free trade is better than
restricted trade for asmall country.” In other words, the optimal tariff is zero. We now provide
amore direct demonstration of this result, and also show how the welfare loss due to atariff can

be measured. Under perfect competition profits are maximized when p =C'(y), so thefinal

termin (7.3) iszero. When world prices are fixed and domestic prices given by p = p* +t, then

dp*/dt = 0 and dp/dt = 1. Using these various relations in (7.3), we readily obtain:

SSete (7.4)

Evaluating this expression at a zero tariff, we have:

dw

—_— =0. 74
& (7.4)

This proves that social welfare has a critical point at a zero tariff, but we still need to
determine whether thisis amaximum or not. Differentiating (7.4) and evaluating at t = 0,

d?w

dt?

_dm

=—<0, 7.5
i (75)

t=0

where this sign is obtained becausedm/dp =d'(p) — (1/C"), with d'(p) <0 from concavity of the

utility functionsand C"> 0 from the second-order condition for profit maximization. This
proves that the critical point at t = 0 isaloca maximum, and in fact, it is also aglobal maximum

since with dm/dp <0 thent =0 isthe only tariff at which (7.4) equals zero. Therefore, the

optimal tariff for a small country is zero.
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Itisrelatively easy to obtain an expression for the lossin welfare from applying a tariff.

To do so, let ustake a second-order Taylor series approximation of welfare, around the free trade

point,
2
w(t) =w(0)+ IV +%t2d—\£\/ . (7.6)
dt t=0 dt t=0
Evaluating thisusing (7.4’) and (7.5), we see that,
d’w 1,20dm _ 1
W) -wO)=2t2=21 = 112== =apam<o0.

Thefinal expressionin (7.7) is negative since the tariff reduces imports, so the welfare
loss equals one-half times the increase in price times the change in imports. Thislossis

illustrated in Figure 7.1. In panel (a) we show the domestic demand curve D and supply curve S,

together with the constant world price p*. Under free trade, domestic demand is at ¢y and supply

at yo, So imports are mg = cg —Yo. Thisisshown in panel (b), which graphs the import demand
curve M =D —S. We can think of the fixed world price p* as establishing a horizontal export
supply curve X, which intersects M at the equilibrium imports mp.

With the import tariff of t, the export supply curve shiftsup to X +tin panel (b), leading

to the equilibrium domestic price of p = p* +t. Thus, the domestic price increases by the full
amount of the tariff. In panel (a), thisleads to reduced demand of ¢, and increased supply of y;.
The changein welfarein Figure 7.1(a) can be decomposed as. —(a+b+c+d) consumer surplus
loss + (a) producer surplus gain + (c) tariff revenue = «(b+d), which is aways negative. Area
(b+d) isthe deadweight loss of the tariff, and also shown as the triangle under the import demand

curvein panel (b). The area(d) isinterpreted as the consumer surplus loss for those units no



7-12 Feenstra, Advanced International Trade

P a)/c \Q c

Yo Y1 Ci Go Cy m mg m

(a) Domestic market (b) Import market

Figure7.1: Small Country

X
P+t
a b C b+
pg / e \ e
Vs \Dp M
Yo Y1 C1 Co Cy mq Mo m
(a) Domestic market (b) Import market

Figure7.2: Large Country



7-13 Feenstra, Advanced International Trade

longer purchased (i.e. cg—C1), while the area (b) isinterpreted as the increase in marginal costs

(along the supply curve) for the extra units produced (i.e. y1—Yo).

So we see that the deadweight loss of the tariff can be measured by atriangle under the
import demand curve. Since both the height and the base of the triangle depend on the tariff, the
area of thetriangle itself is of the second-order of smallsfor asmall tariff, i.e. the deadwei ght
lossin (7.7) depends on the square of the tariff. Notice that we can re-write (7.7) to measure the
deadweight loss as a fraction of import expenditure:

wo-wo_ytf(snp) -
pm 2{p) \dp m

For example, with a 10% tariff and an import demand elasticity of 2, the deadweight loss
relative to import expenditure will be 1%. Asistypical for triangle calculations, we see that the
deadweight lossis quite small for moderate tariffs. Thisfact has led many researchersto
conclude that aformulalike (7.7') does not capture the inefficiencies present in import
substitution regimes. We will be investigating some reasons why the deadweight loss of trade
restrictions may well be greater than (7.7'). This can occur if foreign firms anticipate the tariffs,
as with antidumping duties (discussed later in this chapter), or if quotas are used instead of tariffs
(discussed in the next chapter), or due to the effect of tariffs on decreasing the variety of import
products available. This latter effect has been emphasized by Feenstra (1992) and Romer (1994).
Both authors provide simple formulas to compute welfare losses due to a reduction in import
varieties, and these are much greater than (7.7’). In addition, Feenstra (1988b) and Klenow and
Rodrigruez-Clare (1997) provide estimates of the welfare gain due to new import varieties,

which can be substantial.
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Perfect Competition, Large country

For alarge country, we suppose that the world price of imports depends on the tariff
chosen, which iswritten as p* (t). Generally, we define the terms of trade as the price of a
country’ s exports divided by the price of itsimports, so that afall in theimport price p* isan
improvement in the terms of trade. We will argue atariff leads to such an improvement in the
terms of trade under perfect competition, as we assume in this section. In the next section we
will examine the sign of this derivative under foreign monopoly.

The domestic price of the import good isp = p* +t, so now dp*/dt # 0 and dp/dt # 1. We

still have p =C'(y) under perfect competition, so (7.3) becomes,

dW :td_m%—mdi

=1 . (7.8)
dt  dpdt  dt

Thefirst term isinterpreted as the margina deadweight loss from the tariff; and the second term
isthe terms of trade effect of the tariff, i.e. the reduction in the price of p* times the amount of
imports. The sign of dp*/dt can be determined from Figure 7.2. In pandl (&), we show the
domestic demand curve D and supply curve S, which lead to the import demand curve M=D-Sin

panel (b). Also shown isthe foreign supply curve X, which we assumeis upward sloping. The
initial equilibrium foreign and domestic priceis pg = po. Thetariff shift up the export supply
curveto X + t, which intersects import demand at the new domestic pricep = p* +t. Itisclear

from the diagram that the increase in the domestic price from pg to p* + t isless than the amount

of the tariff t, which implies that the new foreign price p* islessthanitsinitial value pf). Thisis

aterms of trade gain for the importing country.
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Using the result that dp*/dt < 0, we obtain from (7.8),

*
UL S Y (7.9)
dt o dt

so that asmall tariff will necessarily raise welfare. The changein welfarein Figure7.2is:

—(at+b+c+d) consumer surplusloss + (&) producer surplus gain + (c+e) tariff revenue =
e—(b+d). The area e equalsthe drop in the price p* times the import quantity m; = ¢y — v,

which is a precise measure of the terms of trade gain. The deadweight loss triangle (b+d) is still

measured by (7.7), and depends on the square of the tariff, so it is of the second-order of smalls.
This does not apply to the terms of trade gain e, however, which depends on t rather than 2. For

these reasons, the net welfare gain e — (b+d) is positive for tariffs sufficiently small, whileit is
negative for large tariffs.

The optimal tariff t* is computed where (7.8) equals zero:
aw _, _ t"_(dp*m) /fdmdp) (7.10)
dt p* dt p* dp dt
To interpret this expression, we simplify it in two different ways:

(1) Since domestic imports equal foreign exports,then m=x = ——=—.

Substituting thisinto (7.10) we obtain,

)
p* dt p* dt dp* X
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where the second term is obtained because ((;)t( dgt j = ;—X , which is the slope of the foreign
p*

export supply curve. Thus, (7.11) states that the optimal percentage tariff, t*/p*, equals the
inverse of the elasticity of foreign export supply.

Thisisagood formulafor comparing the case of a small country, where the elasticity of
foreign export supply isinfinite and so the optimal tariff is zero, to the large country where the
elasticity of foreign export supply is finite and positive, and so is the optimal tariff. Beyond this,
however, the formulais not very helpful because thereis little that we know empirically about
the elasticity of foreign export supply: how “large” does an importing country have to be before
it isreasonable to treat the elasticity of foreign export supply asless than infinite? Thereisno

good answer to this question. We therefore turn to a second interpretation of the optimal tariff.

(2) An alternative way of writing (7.10) isto just rearrange terms, obtaining:

* -1 *
tr_(dmp (dp dpj_ (7.12)
p dp m dt / dt

Now the optimal tariff equals the inverse of the elasticity of import demand supply, times the
ratio of the change in the relative foreign and domestic price of imports. Since the import
demand elasticity is negative, and presuming that dp/dt > 0 (which we will confirm below), then
the optimal tariff is positive provided that dp*/dt < O.

Think about the foreign price p* as being chosen strategically by exporting firms. When
these firms are faced with atariff, how will they adjust the net of tariff price p* that they receive?
Will they absorb part of the tariff, meaning that dp*/dt < 0 and dp/dt < 1, in an attempt to
moderate the increase in the import price p = p* +t? This may well be a profit-maximizing

strategy. Generaly, we will refer to the magnitude of the derivative dp/dt as the “ pass-through”
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of thetariff: if domestic pricesrise by less than the tariff, so that dp/dt < 1, this means that
foreign exporters have absorbed part of the tariff, dp*/dt < 0, which isaterms of trade gain. The
smaller the pass-through of the tariff, the larger the optimal tariff from (7.12). The nice feature
of thisformulaisthat it puts the emphasis on the pricing decisions made by foreign exporters,

which is entirely appropriate. We analyze this decision of foreign firms next.

Foreign Monopoly

We turn now to the case of asingle foreign exporter, selling into the home market. The
ideathat this firm does not have any competitors in the home market is not very redlistic: tariffs
are designed to protect domestic firms, and if there are none, we would not expect atariff! So
the assumption of aforeign monopolist should be thought of as asimplification. Our analysis of
this case follows Brander and Spencer (1984a,b).

Let x denote the sales of the exporting firm into the home market, which equals home
consumption, so x = d(p). We will invert this expression and work with the inverse demand
curve, p = p(x), with p'<0. The price received by the foreign exporter is p* = p(x) —t, so that
foreign profits are:

T (x) = X[p(x) —t] =C*(x), (7.13)

where C*(x) are foreign costs. Maximizing this over the choice of x, the first order condition is,

(X) = p(x) +xp'(x) = [C*'(x) +1] = 0. (7.14)

Theterm p(x) +xp'(X) isjust marginal revenue, while C*'(x) +t ismargina costs inclusive of
the tariff, and these are equalized to maximize profits.

Totally differentiating (7.14) we obtain 1" (x)dx —dt =0, so that,
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x_ 1
dt " (x)

, (7.15)

where the sign is obtained from the second-order condition for profit maximization. It follows

that the change in the import priceis,

P _ oy =PO) g (7.16)
dt dt  1"(x)
Not surprisingly, the tariff inclusive price p = p* + trises. We are interested in whether it rises
less than the amount of the tariff, i.e. whether the pass-through of the tariff isless than complete.
Notice that with p = p* +t, then dp/dt < 1 if and only if dp*/dt < 0. Thus, “partial pass-through”
of the tariff to domestic pricesis equivalent to having the foreign firm absorb part of the tariff,
which isaterms of trade gain.
Noting that the numerator and denominator of (7.16) are both negative, then dp/dt < 1 if
and only if,

p'(x) > 1" (x) = 2p'(x) +xp" (x) - C*"(x). (7.17)

The left side of (7.17) isthe slope of the inverse demand curve, while the right side is interpreted

as the slope of the marginal revenue curve, [2p'(x) + xp"(X)], less the slope of marginal costs.

Suppose that marginal costs are constant, C*"=0. Then (7.17) will hold if and only if,
p'(x) +xp"(x)< 0, (7.17)

which guarantees that marginal revenue is steeper than demand. This condition will hold for

linear or concave demand curves, or for any demand curve that is not “too convex.”
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To illustrate these results, in Figure 7.3 we show the initial equilibrium with the domestic

and foreign price of pg. With the increase in the marginal costs due to the tariff t, the import
pricerisesto p;. Provided that the marginal revenueis steeper than demand, we see thisincrease

in priceislessthant, so that the foreign price received by the exportersfalls, p; —t < pg. Inthat
case, dp*/dt < 0 and then the optimal tariff from (7.8) is positive. The change in welfareis
shown in Figure 7.3 by —(c+d) consumer surplus loss + (c+e) revenue gain = (e-d), whichis
positiveif the tariff is sufficiently small.

If marginal revenueis flatter than demand, however, then dp*/dt > 0 and the optimal
policy isan import subsidy. We regard thisas arelatively unusual case, but it is certainly
possible. For example, if the elasticity of demand is constant, then since marginal revenueis
mr(x) = p(x)[1-(1/n)], so we havethat —mr'(x) = —p'(xX)[1-(1/n)] <-p'(x) , and it follows
that marginal revenue is flatter than demand.

We next check whether an ad valorem tariff T leads to similar results. The net of tariff
price received by the foreign exportersis now p* = p(x)/(1+1), so that profits are:

T* (X) =M—C*(x). (7.18)
(1+1)
Maximizing this over the choice of x, thefirst order condition is p+xp'=(1+1)C*', which can

be written as,

p(x)(l—%] =(1+1)C*'(x), (7.19)

using the éasticity n(x) = (dx/dp)(p/x) =p/xp'(x).

It is straightforward to show that dx/dt < 0 and dp/dt > 0, as with the specific tariff. To
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determine the change in the foreign price p*, rewrite (7.19) as,

«_ PX) _( N : ,
P _(1”)_(”_1]0* (X) . (7.19)

Consider the case where the exporter’s marginal costs C*'(x) are constant. Then differentiating

(7.19'), we obtain,

dp* n' nn' dx -, n'(x) dx -,
_ _ X = Ko 7.20
r L-l (n-l)z}dT (-1 o (720

Using the fact that dx/dt < O, we see that dp*/dt < 0 when n'(x) <0, meaning that the

elasticity of demand increases as consumption of the importable falls. In that case the tariff
leadsto afall in the price-cost margin set by the foreign exporter, so that p* falls, whichisa

terms of trade gains for the importer. Thus, we summarize our results with:

Theorem (Brander and Spencer, 1984a,b)

When the home country imports from a foreign monopolist with constant marginal costs, then:
(@) asmall specific tariff raises home welfare if marginal revenue is steeper than demand;

(b) asmall ad valorem tariff raises home welfare if the elasticity of demand increases as

consumption of the importable fals. In both cases, the optimal tariff is positive.

Notice that the condition the n'(x) < 0 in part (b) isidentical to the assumption on the elasticity
of demand used by Krugman (1979), as discussed at the beginning of chapter 5. This case
appliesfor linear or concave demand curves, and more generally, any curve that is “less convex”

than a constant-elasticity demand curve.
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Cournot Duopoly

Let us now introduce a domestic firm that is competing with the foreign firm in the
domestic market. We will have to specify the strategic variables chosen by the firms, and will
assume Cournot competition in quantities in this section, and Bertrand competition in pricesin
the next. To avoid covering too many cases, we will focus on specific tariff with Cournot
competition, and the ad valorem tariff with Bertrand competition. To preview our resultsin this
section, we confirm the finding of Helpman and Krugman (1989, section 6.1) that a positive
tariff isvery likely to be the optimal policy under Cournot duopoly.

We let x denote the sales of the foreign exporter in the domestic market, and y denote the
sales of the home firm, so total consumptionisz =x +y. Asbefore, we invert the demand curve
z = d(p) to obtain inverse demand p = p(z), with p'<0. Profits of the foreign and home firms
are then,

T = X[p(z) —t] - C* (X), (7.219)

= yp(2) - C(y), (7.21b)

Maximizing these over the choice of x and y, respectively, the first order conditions are:

T, = p(2) +xp'(2) ~[C*'(x) +1] = 0. (7.222)

T, =p(z) +yp'(z2) -C'(y) =0. (7.22b)

The second-order conditions are nj(x =2p'+xp'-C*"< 0 and m,, =2p'+yp"-C"<0. In

*

addition, we assume that the stability condition Tt T, - T,y Ty, >0 holds.

Using (7.22a), we can solve for foreign exports x as afunction of domestic salesy,

written as the reaction curve x =r*(y, t). From (7.22b), we can aso solve for domestic output y



7-23 Feenstra, Advanced International Trade

asafunction of foreign sales x, written as areaction curvey = r(x). These reaction curves are
graphed as R*R* and RR in Figure 7.4, and their intersection determines the Cournot
equilibrium denoted by point C. Thetypical property of these reaction curvesisthat they are
both downward sloping. For stability, the home reaction curve RR needs to cut the foreign
reaction curve R*R* from above, asillustrated.? Notice that the iso-profit curves of Tthave
higher profits in the downwards direction (i.e. for reduced x), and similarly the iso-profit curve
1 have higher foreign profitsin the leftward direction (for reduced y), asillustrated.

With the tariff, the foreign firm will reduce the amount it wishes to export (from (7.22b),
dx/dt =1/, <0), and its reaction curve shiftsdown to R’ R’, as shown in Figure 7.5. The

equilibrium therefore shifts from point C to point D, involving reduced sales of export sales x but
increased domestic salesy, together with increased home profits. To determine the effect on the
domestic prices we need to calculate the impact on total salesz =x +y, and thenon p(z). To

determine this, it is convenient to sum the first-order conditions, obtaining,

2p(2) +zp'(2) = C'(y) +[C'(x) +1]. (7.23)

Suppose that domestic and foreign marginal costs are both constant. Then we can totally

differentiate (7.23) to obtain:
gz 1 (7.248)
dt  [3p'(2) +zp"(2)]

and,
__ P (7.24b)

dt  [3p'(2)+2p"(2)]

2 |n problem 7.2, you are asked to derive these properties of the reaction curves.



7-24 Feenstra, Advanced International Trade

y
Figure7.4
X
R
R*
R’ C
D
R R’ R* Yy

Figure7.5



7-25 Feenstra, Advanced International Trade

From (7.244) we see that imports fall dueto the tariff if 3p'(z) +zp'(z) <0. Inthat casethe

numerator and denominator of (7.24b) are both negative, so that dp/dt < 1 if,

P (2) >3p(2)+2z0"(2) = 2p'(2) +zp'(2) <0. (7.25)

The condition on the right of (7.25) states that marginal revenue for the market as a
whole, whichis p(z) +zp'(z) , Slopesdown. Thisisasignificantly weaker condition than
(7.17’), which involved a comparison of the slopes of marginal revenue and demand; now, we
only need to check the slope of marginal revenue, and most demand curves will satisfy (7.25).
Thisincludes the constant elasticity curve, for which mr'(z) = p'(z2)[1-(1/n)] < 0. When (7.25)
issatisfied, then dz/dt < 0in (7.24) and dp/dt < 1in (7.24a), so there is abeneficial terms of trade
impact (dp*/dt < 0) for the importing country.

Checking social welfare, we again use the general change in social welfarein (7.3),

rewritten here using foreign exports (x) rather than home imports (m):

dﬂ = td_x— X dp*
dt dt dt

+Hp-coN, (7.3)

where the final term reflects the change in domestic output from equilibrium point C to point D.
Thefirst term on the right of (7.3) vanishes for small tariffs, and the second term is positive
when (7.25) holds, so that a positive tariff improves the terms of trade. For the third term, in the
typical case where both reaction curves are downward sloping, with the home curve cutting the
foreign curve from above as shown in Figure 7.5, then we will have dy/dt > O: the tariff will lead
to an increase in domestic output, which brings an additional terms of trade gain. In this case,

the optimal tariff is unambiguously positive.
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However, the typical pattern of the reaction curves shown in Figure 7.5 need not hold,
and it is possible that the home curve slope upwards instead, in which case dy/dt < 0, so the tariff
reduces home output. Thiswill tend to offset the terms of trade gains due to the tariff. With
constant marginal costs, it can be shown that this case is avoided, so that dy/dt > 0, provided that
p'(z) +yp'(z) <0.2 This condition states that “ perceived” marginal revenue for the foreign firm,
p(z) +yp'(2) , is steeper than the demand curve p(z), and is somewhat weaker than (7.17’).
Combined with our finding that dp/dt < 1 when (7.25) holds, so that dp*/dt < 0, we therefore
have two distinct reasons why atariff will raise social welfare: the terms of trade effect; and the
efficiency effect, whereby the tariff moves the home firm to a higher level of output at point D
and offsets the distortion between price and marginal cost.

The ideathat imperfect competition might justify the “strategic” use of trade policy was
an area of very active research during the 1980s. In the tariff case we are discussing, it is
tempting to refer to the last termin (7.3) as a“profit shifting” motive for the use of tariffs,
suggesting that a“ strategic” use of tariffsisto shift profits towards the home firm. But this
terminology must be interpreted with caution. Thereis no direct relation between the sign of the
last term in (7.3) and the change in profits for the domestic firm. In the case we are considering,
profits of the home firms always rise from point C to point D due to the tariff, but nevertheless,
the last term in (7.3) can be positive or negative.*

In addition, Horstmann and Markusen (1986) argue the “profit shifting” motive for the
tariff disappearsif thereis free entry into the domestic industry with Cournot competition. That

is, suppose we alow free entry of home firms. Then the tariff, which would cause an incipient

% You are asked to prove thisin problem 7.3.
4 Seeproblem 7.3.
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rise in profits, leads to the entry of domestic firms until profits are returned to zero. Domestic
welfare iswritten in this case as, W[p, L +tm+ N(py — C(y))], where N is the number of

domestic firms, but with profits equal to zero this becomes W(p,L + tm). Differentiating this

with respect to the tariff t, we obtain the total changein utility:

dw dp
—=-d(p)—/—+m
dt (P) dt

4 dmdp

. 7.26
dp dt (7.26)

Thisvery simple expression is the dternative to (7.3) when profits are identically zero.
For small tariffs, the final term vanishes, so the change in welfare depends on a comparison of
thefirst two terms. It isimmediate that welfare of the importing country increases for a small
tariff if and only if dp/dt < m/d(p). The interpretation of this condition is that the pass-through of
the tariff to domestic prices must be less than the import share m/d(p). Thus, having aterms of
trade gain due to the tariff (meaning that dp/dt < 1) is no longer sufficient to obtain awelfare
improvement; instead, we must have dp/dt < m/d(p). We will be reviewing estimates of the pass-
through later in the chapter, and it is not unusual to find that 50 — 75% of atariff isreflected in
the import price. Under Cournot competition and free entry, this would be welfare improving

(dueto tariff revenue raised) only in an industry where the import share exceeds this magnitude.

Bertrand Duopoly

We turn next to the case of Bertrand competition between the home and foreign firm,
where they are choosing prices as strategic variables. If the domestic and imported good are
perfect substitutes, as we assumed in the previous section, then Bertrand competition leads to
marginal cost pricing. To avoid this case, we will suppose that the domestic and import good are

imperfect substitutes, with the price of the import good denoted by p and the domestic good by g.
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Let us momentarily depart from our assumption at the beginning of this chapter that thereis an
additively separable numeraire good that absorbs all income effects, and instead model demand
for the domestic good asy = d(p,q,!), and demand for the imported good as x = d*(p,q,1), where |
is the expenditure on both of these goods. We will treat this expenditure as constant, though this
isastrong assumption and will be weakened below. Both these demand functions should be
homogeneous of degree zero in prices and expenditure |.

With an ad valorem tariff of T on imports, their domestic priceis p=p* (1+1). So profits

of the foreign and home firms are:

_pd*(P.a1) _ ~spx
n=qd(p,q,1) - C[d(p,q, )], (7.27b)

Maximizing these over the choice of p and q, respectively, treating total expenditure | asfixed,

*

the first-order conditions 11, =11, =0 can be simplified as:

p[l—n—l*j = (L 1)CHd* (p.au1)] (7.28)
q(l—ﬁj = Cld(p.a.1)], (7.28b)

where n* = —(ad* (p,q,1)/dp)(p/d*) and n =—(ad(p,q,!)/0q9)(q/d) arethe (positive)
elasticities of import and domestic demand, respectively. The second-order conditions are

Ty < 0 and Ty <0, and for stability we require that Tt Ty, = Ty Ty > 0.
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Given the domestic price g, income | and the tariff, we can use (7.28a) to solve for the
tariff-inclusive import price p, obtaining the reaction curve p = r*(q, ). In addition, given the
tariff-inclusive import price p and income I, we can use (7.28b) to solve for the domestic price g,
obtaining the reaction curve g = r(p). The intersection of these determines the Bertrand
equilibrium, at point B in Figure 7.6. Theiso-profit curves of Tthave higher profitsin the
rightward direction (i.e. for higher p), and similarly the iso-profit curve ™ have higher foreign
profitsin the upward direction (for higher ), asillustrated. To derive the properties of the
reaction curves, it is helpful to ssimplify the elasticities of demand. If the demand functions d and
d* have income elasticities of unity, then it turns out that a change in income | does not affect the
elasticities at all, nor the reaction curves. It follows that the elasticities can be written as
functions of the priceratio of pand g, or n* (p/q) and n(q/p) .’

The assumption that we used earlier to ensure that the ad valorem tariff led to afall in the
import price p*, or aterms of trade gain, was that the elasticity of demand was decreasing in
guantity. Since we are now thinking of the elasticities as function of relative prices, the
analogous assumption would be n*'(p/q) >0 and n'(q/p) >0; that is, elasticities increase as the
relative price of that good rises. Treating foreign and domestic marginal costs as constant in
(7.29), this assumption will ensure that both reaction curves p = r*(qg, T) and g = r(p) slope
upwards, as shown in Figure 7.6. Asthe relative price of the competing good rises, the elasticity

falls, and each firm will charge a higher price for their own good. Furthermore, thereisa

dampened response of each price to that of the competing good, so that 3—2% = ré (g, T)% <1,

® See problem 7.4 to prove these properties of the elasticities.
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and 99P _ ()2 <1
dp q q

Suppose that the ad valorem tariff T increases. From the second-order conditions for
profit maximization, we will have an increase in the tariff-inclusive import price p, from (7.304).
In Figure 7.7, the foreign reaction curve shifts rightward to R'R". Thisleadsto an induced
increase in the domestic price g, and afurther increase in the import price p, until the new
equilibrium isreached at point D. We are interested in whether the percentage increaseinpis
less than the amount of the tariff, that is, (dp/dt)(1+1)/p < 1, which will ensure that dp*/dt <0 so
that thereis aterms of trade gain.” It turns out that the assumptions we have aready made, that
n*'(p/q)>0 and n'(q/p) >0, are enough to guarantee this outcome. These conditions are
analogous to what we used above to ensure that the ad valorem tariff on a foreign monopolist led
to afal intheimport price p*, or aterms of trade gain. Thus, whether thereisasingle foreign
firm, or aduopoly in the import market, the key condition to ensure aterms of trade gain is that
the elasticity of demand isincreasing in price or decreasing in quantity. This condition holds for
any demand curve that is “less convex” than a constant-elasticity demand curve.

To demonstrate the effect of the tariff on p*, write the import price net of the tariff as

p* = p/(1+1). From (7.284) this equals,

p*(l—iJ =C*'. (7.29)

Totally differentiate this holding marginal cost constant, to obtain:

® In problem 7.5 you are asked to demonstrate these properties of the reaction curves.
" Notice that with p=p* (1+T), then dp/dt = p* + (1+1)dp*/dt, so (dp/dt)(1+1)/p = 1 + (dp*/dt)(1+1)/p*. Therefore,
if (dp/dt)(1+1)/p < 1then dp*/dt <O.
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dor() 1) [ jdwie) o dot_ [ 0t ldwle) g
dt n* n* dt dt n*(n*-1) | drt

Since we have assumed that n*'> 0, we see that dp*/dt < 0 provided that d(p/g)/dt > O, that is,

provided that the tariff leads to a higher increase in the price of the importable than the domestic
good. But this condition is easily confirmed from Figure 7.7. With arightward shift of the
foreign reaction curve, and a dampened response of the domestic price g, the new equilibrium
given by point D will lie below aray from the origin going through the initial equilibrium given
by point B. In other words, the relative price of the importable (p/q) must rise, and it follows
from (7.30) that the net-of-tariff foreign price falls, which isaterms of trade gain for the
importer.

To calculate the change in socia welfare under Bertrand duopoly, we re-write the social

welfare function as W[p,q,L + 1p* x +qy — C(y)], including both the import price p = p* (1+T1)

and domestic price g. Totally differentiating this, and using similar steps asin (7.3), we find that

the welfare change due to the change in the ad valorem tariff is:

dw dx _ dp* , dy
—=1p*——-Xx——+[q-C'(y)] . 7.31
P X Al (7.31)

The first term on the right of (7.31) vanishes for small tariffs, and the second term is positive
when n*'(p/q) >0 and n'(q/p) >0, sothereisaterms of trade gain. Thethird termin (7.31)
depends on the change in equilibrium output from point B to point D, and is of ambiguous sign
in genera: theincrease in pricesfrom point B to point D reduces demand, while the fall in (p/q)

shifts demand towards the domestic good, so the effect on domestic output depends on the
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relative strength of these effects. It turns out that if the increase in domestic priceis not too

large, then an increase is domestic output occurs. The condition to ensure thisis that the

elasticity of the home reaction curve does not exceed g—qg = rp(p)g < (HT_lJ 2 Inthat case,
p

domestic output increases due to the tariff, which generates awelfare gain additional to the terms
of trade gain.

The finding that domestic output may rise due to the tariff depends on our maintained
assumption that total expenditure | on the import and domestic productsis constant. Thiswould
apply, for example, with a Cobb-Douglas utility function between an aggregate of the products
(d, d*) and all other goods in the economy, but would not be true otherwise. Generaly, total
expenditure on the import and domestic products can rise or fall dueto the tariff, and the latter
case could lead to afall in domestic output and awelfareloss.® So the “profit shifting” motive
for import protection is not that robust, as we also found under Cournot competition. Instead, the
terms of trade motive for tariffs becomes the best indicator of gain or loss for the importing
country. Under our assumptions that the elasticity of demand isincreasing in price or decreasing
in quantity, thereis aterms of trade gain for the importer, and the optimal tariff is positive for
that reason. Conversely, with constant elasticities of demand the optimal tariff is zero. Finally,
in the somewhat unusual case where the elasticity of demand is decreasing in price or increasing

in quantity, then an import subsidy is optimal.

8 Seeproblem 7.6.

° The change in domestic output due to tariffs isinvestigated in a monopolistic competition model by Helpman
(1990), using a utility function that allows for expenditure on the differentiated good to change. He confirms that
output of the domestic good can rise or fall due to the tariff. The latter possibility was first suggested by Markusen
(1990), who referred to the phenomena as a “de-rationalizing tariff.” This might hold, for example, if the imported
goods are intermediate inputs, and the tariff leads to reduced sales of the industry using the inputs. This was found
to hold in asimulation model of the Mexican automobile industry by Lopez de Silanes, et a (1994).
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Tariffson Japanese Truck and Motor cycles

We have found that with imperfect competition, aterms of trade argument for atariff is
likely but not guaranteed. The “strategic” response of foreign firmsin adjusting their price p*
then becomes an interesting empirical question. Feenstra (1989) provides some empirical
evidence on thisfor two U.S. tariffsinitially applied during the early 1980s. a 25% tariff on
imports of compact trucks, coming from Japan; and atemporary, declining tariff beginning at
45% on imports of heavyweight motorcycles from Japan. The history of how these tariffs came
to be applied isitself an important lesson in trade policy.

In 1979, Paul Volcker was appointed as Chairman of the Board of Governors of the
Federal Reserve Bank in the United States. Inflation exceeded 10%, and showed signs of getting
worse, so Volcker was committed to bring this down. A period of tight monetary policy
followed, which led to very high interest rates, a strong dollar and a deep recession beginning in
January 1980. There may well have been long-term gains resulting from this policy, since
following the recovery from the recession in late 1982, the U.S. began nearly two decades of
expansion, interrupted only by amild recession in 1990-91. But at the same time, there were
short-term costs in terms of unemployment, and one of the sectors hardest hit was automobiles.

Accordingly, in June 1980 the United Automobile Workers applied to the ITC for
protection, under Section 201 of U.S. trade laws. A similar petition was received in August 1980
from Ford Motor Company. Asdescribed at the beginning of the chapter, Section 201 protection
can be given when increased imports are a “ substantial cause of seriousinjury to the domestic
industry,” where “substantial cause” must be “not less than any other cause.” In fact, the ITC
determined that the U.S. recession was a more important cause of injury in autos than were

increased imports. Accordingly, it did not recommend that the auto industry receive protection.
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With this negative determination, several congressmen from mid-western states
continued to pursue import limits by other means. For cars imported for Japan, this protection
took the form of a“voluntary” restraint on the quantity of imports, as described in the next
chapter. For trucks imported from Japan, however, another form of protection was available.
During the 1970s, Japan had exported an increasing number of compact trucksto the U.S., most
as cab/chassis with some final assembly needed. These were classified as “ parts of trucks,”
which carried atariff rate of 4%, whereas “complete or unfinished trucks’ carried atariff rate of
25%. That unusually high tariff was aresult of the “Chicken War” between the U.S. and West
Germany in 1962. At that time, Germany joined the European Economic Community (EEC),
and was required to adjust its external tariffs to match those of the other EEC countries. This
resulted in an increase in its tariff on poultry, which was imported from the United States. In
retaliation, the U.S. increased its tariffs on “ complete or unfinished trucks’” and other products,
so the 25% tariff on trucks became a permanent item of the U.S. tariff code. With prodding from
the Congress, in 1980 the U.S. Customs Service announced that effective August 21 import
lightweight cab/chassis would be reclassified as complete trucks. This raised the tariff rates on
nearly all Japanese trucks from 4% to 25%, which remainsin effect today.*

A second increase in tariffs occurred during the 1980s on heavyweight motorcycles (i.e.
over 700 cc displacement), produced by Harley-Davidson. That company also applied to the
ITC for Section 201 protection, in 1983. It was being impacted not so much by the U.S.
recession, as from along period of lagging productivity combined with intense competition from
Japanese producers. Two of these (Honda and Kawasaki) had plantsin the U.S. and also

imported, whereas two others (Suzuki and Y amaha) produced and exported from Japan. In the

10 Japanese producers sued in U.S. court to have the reclassification reversed, but lost that case.



7-36 Feenstra, Advanced International Trade

early 1980s, these firms were engaged in global price war that spilled over into the U.S. market.
As aresult, inventories of imported heavyweight cycles rose dramatically in the United States:
the ITC estimated that inventories as of September 1982 exceeded actual U.S. consumption
during January — September of that year (USITC, 1983, p. 13).

From our description of Section 201 at the beginning of the chapter, recall that protection
can be recommended if increased imports are a*“ substantial cause of seriousinjury, or threat
thereof, to the domestic industry.” The very high level of inventories held by Japanese
producers was judged by the ITC to be athreat to the domestic industry, and protection was
indeed granted. This protection took the form of afive-year declining tariff schedule: 45%
effective April 16, 1983, and then declining annually to 35%, 20%, 15% and 10%, and schedul ed
to end in April 1988." In fact, Harley-Davidson petitioned the ITC to end the tariff early, after
the 15% rate expired in 1987, by which time it had cut costs and introduced new and very
popular products, so profitability had been restored.

U.S. imports of compact trucks and heavyweight cycles from Japan provide idedl
industry cases to study the pass-though of the tariffsto U.S. prices. We are especially interested
in whether Japanese producers absorbed part of the tariff, which would be aterms of trade gain
for the United States, or whether they fully passed it through to U.S. prices. There are few
studies of the pass-through of tariffs, but many studies of the pass-through of exchangerates, i.e.
the response of import prices to change in the value of the exporter’s currency. Most studies at

either the aggregate or disaggregate level suggest that the pass-through of exchange ratesisless

1 Actually, the protection took the form of a “tariff-rate quota,” which means that the declining tariffs rates were
applied to imports of heavyweight motorcycles from each source country when imports exceeded a quota limit for
the exporting country. The U.S. was also importing heavyweight cycles from BMW in Germany, but that country
was granted a quota large enough that none of the imports were subject to the tariff. In contrast, Japan was allocated
aquota (ranging from 6,000 to 10,000 units per year) that was less than itsimports, so that declining tariffs applied
to al importsin excess of this amount.
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than complete, and averages about 0.6 (Goldberg and Knetter, 1997, p. 1250), though this
depends on the industry being studied.™® We will argue below that the pass-through of tariffs and
exchange rates ought to be “symmetric” in agiven industry, and will test this hypothesis for
trucks and motorcycles. In addition, we will include U.S. import of Japanese cars before the
VER in our sample, though for that product we will only estimate the pass-through of the

exchange rate.

Estimating the Terms of Trade Effect

To obtained an estimating equation, let us begin with the first-order condition of atypical
foreign exporter, in (7.28a), where we treat foreign marginal costs C*’ as constant, and re-write
thisas c*, in theforeign currency. We need to convert this to the domestic currency using an

expected exchange rate e, so we re-write (7.28a) as:
1
p(l—Fj =(1+1)ec*. (7.32)

Using the assumption that the income elasticity of demand is unity, we express the elasticity of
import demand, n*(p/q), as afunction of the import/domestic price ratio. More generally,
n*(p,q,!) will depend on consumer income, too, but is homogeneous of degree zero in (p,g,1).%2
So treating the domestic price, income, tariff rate, exchange rate and foreign marginal cost as
parameters, (7.32) is one equation in one unknown — the import price p. We can therefore solve

for the import prices as a function of the parameters,

2 The disaggregate results of Knetter (1989, 1993) show that exchange rate pass-through varies quite substantially
across products and source countries, with U.S. exporters absorbing the least of any exchange rate change. In recent
work, Campa and Goldberg (2002) investigate the pass-through of exchange rates in broad import sectors of the
OECD countries, and find average long run elasticities ranging from 0.61 — 0.89 across sectors.

3 Seeproblem 7.4.
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p=¢(1+T1)ec,q,l]. (7.33)

With n*(p,q,1) homogeneous of degree zero in (p,q,l), it isreadily verified that
¢[(1+1)ec*,q,1] ishomogeneous of degree onein its arguments. Thisisour first testable

hypothesis, which checks the overall specification of the pricing equation. Second, notice that
we have written the tariff, exchange rate and marginal costs as multiplied together in the

argumentsof ¢[(1+ 1)ec*,q,l], because that is how they appear in the first-order condition

(7.32). Thisisanother testable hypothesis. To implement both these tests, let us specify (7.33)

as alog-linear function of its arguments, which are indexed by timet:

L . M
Inp; =a; + 2B In(ctst_i)+[3ln(1+Tt)+ 2 YjIngj; +oInl +&;. (7.34)
i=0 j=1

The first term on the right of (7.34), ay, isasimple quadratic function of time, which will
allow import price to change in a smooth fashion for reasons not specified elsewhere in the

eguation. To obtain the second term, we specify that the expected exchange rate g is aweighted

average of lagged spot rates, s;_;,i =0,1,...,L (in $/yen). Thisallows usto write In(c:st_i ) as
having the coefficients 3;,i =0,1,...,L, the sum of which will indicate the total pass-through of
the exchange rate to import prices. Next, we write the ad valoremtariff In(1+ 1,) ashaving the

coefficient 3, which is the pass-through of the tariff. The hypothesis of symmetric pass-through

of thetariff and exchange rate is therefore tested as:

B =B (7.359)
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The next terms appearing on the right of (7.34) are the price of domestic or rival import
products, j=1,...,M. For Japanese imports, this would include the average price of U.S. products,
aswell as German imported cars or motorcycles. Findly, total consumer expenditure on the
broad category of transportation equipment isincluded as a measure of “income.” Notice that if

theincome el asticity of demand is unity, then the foreign elasticity n* (p/q) does not depend on I,
and neither will the optimal price p; in (7.34), so d=0. In any case, the hypothesis that the whole

eguation is homogeneous of degree one can be tested by:

L M
i=0 =

The results of estimating (7.34) using quarterly datafor U.S. imports are shown in Table
7.2. Thefirst row indicates the sample period of quarterly data used for each product. There are
two distinct samples used for heavyweight motorcycles. The first sample consists of interview
data reported by the United States ITC (1983, Table 8 and 1983-84). The advantage of this data
isthat it gives the unit-value of imports for consumption, inclusive of duty, for the major
Japanese importers (Honda, Suzuki and Yamaha). However, the disadvantage is that the data
end in 1984:4 and include a small amount of German heavyweight motorcycles within the
reported unit-value. A second source was collected at the border by the U.S. Dept of Commerce
giving the unit-value of imports shipments, distinguishing Japanese and German heavyweight

cycles up to 1987:1.4

We experiment with both data sources, and also the pooled sample.
In the first regression of Table 7.2 for Japanese imported cars, the coefficients on the
exchange rate terms sum to 0.71, which is the estimate of the pass-through elasticity. For

Japanese imported trucks, the sum of coefficients on the exchange ratesis 0.63, while the

1% Import shipments include motorcycles going into inventory. These data were adjusted to include the tariff.
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Table 7.2: Regressionsfor Japanese | mported Products
Dependent Variable—Import Price

Cycles Cycles Cycles
Cars Trucks (consumption) (shipments) (pooled)
Period: 74.1-81.1 77.1-87.1 78.1-84.4 78.1-87.1 78.1-87.1

Crst 0.44° 0.28* 0.29 0.80 0.45
(0.12) (0.06) (0.26) (0.72) (0.22)
i1 0.32* 0.14* 0.17* -0.042 0.10
(0.04) (0.03) (0.10) (0.28) (0.09)

Cist2 0.17* 0.06 0.12 -0.34 -0.031
(0.08) (0.050) (0.15) (0.57) (0.16)

i3 -0.01 0.05 0.12 -0.083 0.042

(0.05) (0.03) (0.08) (0.23) (0.087)
iS4 -0.21* 0.10 0.19 0.72 0.32
(0.10) (0.08) (0.23) (0.82) (0.22)
Exchange rate 0.71* 0.63* 0.89* 1.05* 0.89*
(0.10) (0.08) (0.36) (0.56) (0.22)
Tariff - 0.57* 0.95* 1.39* 1.13*

- (0.14) (0.22) (0.30) (0.16)
U.S. price 1.00 0.03 0.68 1.14 0.57
(0.93) (0.40) (0.60) (2.17) (0.59)
German price 0.08 - 0.06 0.12 0.06
(0.09) - (0.12) (0.23) (0.12)
Income -0.03 -0.03 -0.23 -0.23 0.02
(0.12 (0.06) (1.69) (0.65) (0.02)

N, KP 29,9 41,9 28, 13 37,13 65, 13

R2 0.988 0.989 0.907 0.769 0.833

Durbin-Watson 2.43 1.75 2.73 1.69 -

Notes:

*Significant at the 95% level with conventiond t-test. Standard errors are in parentheses.

2 sum of coefficients for In(C:St_i ),i=0,1,...,4, where C: is an aggregate of foreign factor prices, and
S;-; isthe spot exchange rate ($/yen).

b N isthe number of observation and K the number of independent variables. Coefficients for time trends
and quarterly dummies are not reported.
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coefficient on the tariff is0.57. The hypothesis (7.35a) that these are equal is easily accepted, as
is hypothesis (7.35b) that the pricing equation is homogeneous of degree one. When both of
these restrictions are imposed then the pass-through elasticity (for the exchange rate or the tariff)
becomes 0.58. Thus, thereis strong evidence that the increase in the truck tariff was only
partially reflected in U.S. prices. of the 21% increase, about 0.58[21 = 12% was passed through
to U.S. prices, whereas the other 9% was absorbed by Japanese producers, leading to aterms of
trade gain for the United States.

For Japanese imports of heavyweight motorcycles, however, the story is quite different.
Regardless of which sampleis used (consumption, shipments, or pooled), we find that the pass-
through of the exchange rate or the tariff are both insignificantly different from unity! So while
the hypothesis (7.35a) of “symmetric” pass-through is still confirmed, asis (7.35b), itisno
longer the case that the United States experienced aterms of trade gain in this product. Rather,
the full amount of the tariff in each year was passed through to U.S. prices.

What explains the differing results for compact trucks and heavyweight motorcycles? In
the case of trucks, we note that prior to the increase of the tariff in August 1980, nearly all
compact trucks sold in the U.S. were produced by Japanese firms, some of which were marketed
through American auto companies. But after the tariff wasimposed, U.S. producers introduced
their own compact truck models, with very similar characteristics to the Japanese imports (see
Feenstra, 1988). The Japanese producers (Isuzu and Mitsubishi) that had formerly been selling
to American firms began to market compact trucks independently. In this environment of
relatively intense competition, we can expect that Japanese firms would be reluctant to pass-

through the full amount of the tariff and risk losing more market share in the United States.
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In heavyweight motorcycles, by contrast, recall that there was already a global price war,
so that prices were likely closeto marginal cost. Thisleaves little room for Japanese producers
to absorb part of the tariff. Thisisreinforced by the fact that the tariff was temporary, and that
U.S. inventories were high: there would be little reason to sell to the U.S. at areduced pricein
one year, if instead sales could be made out of inventory and some exports delayed to alater year
when the tariff was lower.® By thislogic, it is not surprising that the pass-through of the tariff in
motorcycles was compl ete.

How should we assess the efficacy of the tariff in these two products? The tariff on
trucks led to aterms of trade gain, and if this exceeds the deadweight loss, then it would generate
awelfare gain for the United States. Thisis not the case for the tariff on motorcycles, however,
where there is a deadweight loss but no offsetting terms of trade gain. By our conventional
welfare criterion, then, the tariff on trucks looks better than the tariff on heavyweight cycles. But
this criterion ignores the fact that the tariff on motorcycles was temporary, whereas that on
trucksis still in place today. Furthermore, it iswell documented (see Reid, 1990) that Harley-
Davidson was on the brink of bankruptcy in 1982-83, and was able to secure a bank loan only
after receiving protection, so the tariff may well have contributed to its continued survival. Its
near-bankrupt status was due to problems of poor management and lagging productivity, while
itsrevival after 1983 was due to the introduction of improved products and production
techniques. It cannot be argued that this broad change in company practices was caused by the

tariff, but it appears that the temporary tariff bought it some breathing room.*® In view of the

> 1t was till the case that exports from Japan of heavyweight motorcycles (over 700 cc) were positive in every
year of the tariff. In addition, Japanese firms began to sell a 699 cc motorcycle in the United States, which was a
way to evade the tariff. Seethe discussionin Irwin (2002, pp. 135-137).

¥ Thisisthe view expressed by the chief economist at the ITC at the time: “if the case of heavyweight motorcycles
isto be considered the only successful escape-clause, it is because it caused little harm and it helped Harley-
Davidson get a bank loan so it could diversify” [Suomela (1993, p. 135) as cited by Irwin (2002, pp. 136-37)].
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improved products later offered by Harley-Davidson (which were emulated by its Japanese
rivals), the temporary tariff may well have contributed to long-run welfare gains for consumers.
In contrast, the compact trucks introduced by American firms after the tariff were quite similar to

the existing Japanese models, and brought little additional welfare gain (Feenstra, 1988b).

Infant Industry Protection

Our discussion of the motorcycle tariff in the U.S. suggests a case where protection may
have allowed the domestic industry to avoid bankruptcy. Without arguing that this was
definitely the case, let us use this as a possible example of “infant industry” protection.
Theoretically, infant industry protection is said to occur when atariff in one period leadsto a
sufficient increase in output, and therefore a reduction in future costs, that the firm survives,
whereas otherwise it would not. Thisisavery old idea, dating back to Hamilton (1791), List
(1856) and Mill (1909)."” An essential assumption of the infant industry argument is that the
firm needs to earn positive profits each period to avoid bankruptcy. That is, there must be some
reason that the capital market does not allow the industry to cover current losses by borrowing
against future profits. A model of infant industry protection is developed by Dasgupta and
Stiglitz (1988), and more recent treatment isin Melitz (2002). A historical exampleto the U.S.
sted rail industry is provided by Head (1994).

An infant industry is an example of declining marginal costs, i.e. when the future
marginal costs are a decreasing function of current output. We have pretty much ignored this
case throughout the chapter, and have treated the marginal costs as either constant or increasing

in output. When marginal costs are declining, however, then there may be additional scope for

" Cited by Baldwin (1969), who provides a number of reasons why the “infant industry” argument is not valid.
See also the survey of Corden (1984, pp. 91-92).
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“strategic” trade policies. Krugman (1984) uses amodel of declining marginal costs to argue
that import promotion might act as export promotion: that protecting an import industry today
might turn it into an export industry tomorrow. Thisintriguing ideaisinvestigated for the
production of random access memory chips by Baldwin and Krugman (1988a), and further

empirical work would be desirable.

Dumping

If there is a case to be made for infant industry protection, whereby an increasein the
import price allows afirm to survive, then the reverse should also be true: adecrease in the
import prices might lead afirm to shut down. Thiswould be an example of “predatory
dumping,” whereby aforeign exporter would lower its pricesin anticipation of driving rivalsin
the domestic country out of business. A model of predatory dumping is developed by Hartigan
(1996), and like the infant industry argument, it relies on a capital market imperfection that
prevents the home firm from surviving a period of negative profits.

To the extent that predatory dumping occurs at al, it is presumably rare. In contrast,
allegations of dumping are a widespread phenomena and growing ever more common.
Furthermore, charges of dumping are often made against trading partners in the same industry,
e.g. the U.S. will charge European countries and Japan with dumping stedl in the U.S., and
likewise those other countries will charge the U.S. with dumping steel there! This does not
sound like “predatory dumping” at all, but must have some other rationale.

In his classic list of reasons for dumping, Jacob Viner referred to “long-run” or
“continuous’ dumping, to “maintain full production from existing facilities without cutting
prices” (Viner, 1966, p. 23, as cited by Staiger and Wolak, 1992, p. 266). This can occur in

markets with oligopolistic competition and excess capacity. Ethier (1982) presents a model
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emphasizing demand uncertainty and excess capacity, leading to dumping. But subsequent
literature has focused on a simpler framework without uncertainty, where dumping is a natural
occurrence under imperfect competition as oligopolists enter each other’s markets. Thisis
demonstrated in the next section, using the “reciprocal dumping” model of Brander (1981) and

Brander and Krugman (1983).

Reciprocal Dumping
To model the oligopolistic competition between foreign and domestic firms, we return

again to the Cournot model used earlier in the chapter, but now allow for a number of firmsN in

the home country and N* abroad. The home firms sell y; in the home market and export y? ,

i=1,....N, while the foreign firms sell x; in the home country and x? in their own local market,

j=1,...,N*. The equilibrium price in the home market will be denoted by p(z), where

N*
j:lxj .

z= ZiN:lyi + Z;\:lxj , and the foreign priceis p* (z*), where z* = ZlNzly, +>
Let us also assume that there are “iceberg” transportation costs involved in delivering the
product from one country to the other, asin chapter 5: the amount T > 1 of the product must be
shipped in order for one unit to arrive, so that (T-1) “melts’ along the way. The home price
p(z) denotes the c.i.f. (cost, insurance, freight) price, while the f.o.b. (free on board) price
received by the foreign exporter per unit shipped isp/T. This can be compared to p*, whichis
the price received by the foreign firmsin its own market. Notice that when computing prices to
assess allegations of dumping, the U.S. DOC works with these f.0.b. prices, i.e. it deducts

transportation costs from import prices before assessing whether dumping has occurred. So it

would conclude that dumping has occurred at homeif p/T <p*. Similarly, thef.o.b. price
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received by the home firm per unit exported is p*/T, and it could be charged with dumping in the
foreign market if p*/T <p.

From this setup, it is apparent that if we had an equilibrium where the c.i.f. priceswere
egual across the countries, p = p*, then “reciprocal dumping” must be occurring, i.e. p/T < p*
and p*/T < p. Thiswas the outcome obtained by Brander and Krugman (1983) in a symmetric
model, where the home and foreign markets were equal in size and had identical marginal costs.
More generally, we are interested in whether reciprocal dumping will occur more in markets that
are not necessarily the same size. Let us suppose that the home and foreign firms have identical
marginal costs, but that the demand curves p(z) and p*(z*) are not the same. Then when will we
observe reciprocal dumping?

To answer this, denote the marginal cost of producing in either country by c. The fixed
costs of production are a. A firm located in country i and selling to country j will face “iceberg”
transport costs, so the marginal cost of delivering one unit abroad iscT. The home firms solve

the profit maximization problem:

max T=[p(z)- cly; +[p* (z*)- cTly; -a, (7.36)
YiiYi

with the first-order conditions,

n, =p(2)+y;p'(z2)-c=0 , (7.37a)
M. =p*(ZF)+yp'(2) - cT =0. (7.37h)
Divide these conditions by p'(z)z and p*'(z*)z*, respectively, and impose the symmetry

condition that every home firm is selling the same amount in each of the home and foreign

markets, soy; =y and y? =y*. Then thefirst-order conditions are written as:
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c, p*(l— %) =cT, (7.38)

where n=z/p'(2)p and n* =z*/p*'(z*)p* arethe home and foreign demand elasticities.

In asimilar manner, we can derive the first-order conditions for the foreign firms,

where each of these firmsis selling x* in its own market and x in the home market.

By adding up the market shares of all firms selling in each country, we must obtain:

N(y/z) + N*(x/z) = 1,

(7.40)
N(y*/z*) + N*(x*/z*) = 1.
Notice that we can write this simple system in matrix notation as:
lz * |z
ey 1IN, (7.40)
(x/z) (x*/z*)
which can be inverted to solve for the number of firmsin each country:
*
n=2(2-%)
*/ 23 —_ */ * zZ z
(N, Ny = @D ) = lym Iz (7.41)
D | —(x/2) (y/2) .
N*:itx_y_j
Dlz z*)

where D is the determinant of the 2x2 matrix of market shares shown in (7.40'). From thefirst-

order conditions (7.38) and (7.39) it is clear that (y/z) > (x/z) and (x*/z*) > (y*/z*), so that local
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salesin each county exceed imports (due to the assumption of equal marginal costs but positive
transport costs). This ensuresthat D > 0.

Notice that the solutions for N and N* from (7.41) are not guaranteed to be positive,
though this occurs if each firm sells more in itslocal market than in its export market, (y/z) >
(y*/z*) and (x*/z*) > (x/z). To determine when thiswill be the case, et us make the ssmplifying
assumption that the elasticity of demand is equal in the two markets, n=n*. Thenwe can
substitute the market shares from the first-order conditions (7.38) and (7.39) into (7.41), and use

n=n* to obtain:

N:ﬂ(£—£j>0 if and only if p/T <p*, (7.424)

Dip p*

N*:E(C—T*—Ej>0 if and only if p*/T <p. (7.42b)
D{p* p

Thus, we have obtained the following result:

Theorem (Weinstein, 1992; Feenstra, Markusen and Rose, 1998)
When the elasticities of demand and marginal costs of production are equal across countries, and
firmsin both countries are selling in both markets, then reciprocal dumping necessarily occurs:

p/T < p* and p*/T < p.

Remarkably, reciprocal dumping is guaranteed whenever the firms are selling in both
markets! Our hypothesis that the elasticities of demand are equal across countriesisa
simplifying assumption: Weinstein (1992) establishes the theorem without this assumption (but
using the weak condition (7.17"), that the market’s marginal revenue curve is steeper than the

demand curve). Weinstein also discusses what happens as the number of firmsin one country
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grows. AsN* grows, the equilibrium price p* in the foreign market falls. For a sufficiently high
number of foreign firms, theinequality p/T < p* becomes an equality, and at this point the
number of domestic firms from (7.42a) is zero: import competition has eliminated the domestic
industry. However, note from (7.42b) that we still have p*/T < p, so that the foreign firms are
dumping into the domestic market. Thus, even when the number of firm in one country has

grown large enough to eliminate competition in the other, unilateral dumping still occurs.

Welfare Effect of Trade

Thismodel of reciprocal dumping is an alternative explanation for “intra-industry” trade,
which we studied in chapter 5 under a monopolistic competition model. In that case, we argued
that trade would bring extra gains, due to the increased variety of products and also economies of
scale. But inthe Cournot model we are studying, the firms are selling a homogeneous product so
that there are no gains due to product variety, but instead |osses due to wasted transportation
costsin “cross hauling.” On the other hand, trade brings a reduction in the exercise of monopoly
power, due to the competition introduced from foreign firms. So this raises the question of
which effect dominates: the social loss due to wasted transportation, or the social gain dueto
reduced monopoly power?

Brander and Krugman (1983) argue that with a fixed number of firms, moving from

autarky to free trade has an ambiguous effect on global welfare. Thisisillustrated in Figure 7.8.
for asingle home and foreign firm. Autarky occurs at the monopoly price pg. Provided that this

price is above the marginal costs for the foreign firm of exporting, cT, then with free trade the
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foreign firm will indeed sell to the home market.'® Suppose that imports are (z1 —y1), and these

reduce the home priceto p;. Thisbringsarisein globa welfare of the area shown (the top

triangle of this areais consumer surplus in the importing country, and the remainder is profits of
the foreign exporter), but alossin global welfare due to added transport costs shown by the
rectangle. A similar diagram would apply in the foreign country. The relative sizes of these
areas are ambiguous, so we do not know whether trade raises or lowers globa welfare.

However, with free entry of firmsin both countries, Brander and Krugman argue that
global welfare necessary improves due to free trade. The welfare function with multiple firmsis

W(p,L +tm+ Nm), where Ttis the profits of each home firm, but with profits equal to zero this

becomes W(p, L +tm). Furthermore, comparing autarky and free trade we have zero tariff
revenue in each case, so welfareisjust W(p, L). Thus, welfare will rise going from autarky to
freetradeif and only if the import pricefalls. Brander and Krugman argue that thisisindeed
the case: with import competition, prices unambiguously fall, so welfare in both countries
improves. Thefall in pricesisalso reflected in afall in average costs (since price equals average
costs from zero profits), which implies the output of each firm increases going from autarky to
freetrade. So similar to the monopolistic competition model of chapter 5, we have that trade
brings gains due to the exercise of economies of scale. But unlike the monopolistic competition
model, these gains come despite the fact that trade isintrinsically wasteful due to the

homogeneous product and transportation Costs.

18 As noted by Brander and Krugman (1983), the condition to observe trade with asingle firm in each country is

that the monopoly price, pg = ¢ n/(n-1) exceeds marginal cost of cT. Thisiswrittenasn/(n-1) > T, or
aternatively, n < T/(T-1). So transport costs cannot be too high relative to the elasticity.
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Impact of Anti-Dumping Duties

Suppose that instead of comparing globa welfare under free trade and autarky, we
instead consider the effect of an anti-dumping duty imposed by one country. When the number
of firmsisfixed at, say, one in each country, this corresponds to the case of Cournot duopoly
anayzed earlier in the chapter. We found there that asmall duty was likely to improve the terms
of trade for the importing country, and may also contribute to an efficiency gain through
increasing the output of the home firm. For both reasons, asmall tariff was welfare improving
for the importer. Should we think of anti-dumping duties in the same way?

The answer isno. Rather than leading to an improvement in the terms of trade, the
application of anti-dumping law can often lead to a worsening of the terms of trade and awelfare
loss for the importing country. To understand this, we need to review the administration of these
lawsin the United States. As discussed by Staiger and Wolak (1994), antidumping actions go
through severa distinct phases: an initial investigation by the DOC, which determines whether
or not the imported product is being sold at “less than fair value;” followed by an initial
investigation by the ITC to determine whether or not the domestic industry is “materially
injured;” followed by afinal determination of both agencies; followed by the application of
dutiesif both findings are affirmative and the case is not withdrawn; and then also an annual
administrative review in cases where duties are imposed (Blonigen and Haynes, 2002). Let us

consider how each of these stages affects prices.

Initial I nvestigation
In the first stage of an investigation, which we call period 1, the DOC compares the

prices of imported products with their prices (or costs) abroad. This calculation involves

comparing the f.o.b. price received by the foreign exporter, which we denote by p1/T, with their
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own home price of p*. If p1/T < p* then thereispricing at “lessthan fair value.” In nearly 95%
of cases brought before the DOC, it concludes that this occurs and recommends duties in period
2 of (1+12) = p*/ (po/T) > 1.

Notice that the duty applied in period 2 depends on the price charged by the exporter in
period 1. Inthis sense, we must treat the anti-dumping duty as endogenous, and the exporter will
have an incentive to raise its period 1 price so as to lower the period 2 duty.'® Furthermore, this
increase in price occurs even before the duty has been imposed, so that the importing country
does not collect any tariff revenues. Thisincrease in the import price amounts to a pure terms of
trade loss for the importer. Because there is no tariff revenue collected, and still allowing for
free entry of home firms, the welfare criterion is modified from W(p, L +tm) to W(p, L). Thus,
any increase in the import price leads to awelfare loss.

There is evidence that this investigation stage of dumping actions does indeed lead to an
impact on imports, though thisis often measured by the effect on quantities rather than prices.
Using asample of al antidumping casesin the United States from 1980-85, Staiger and Wolak
(1992) find that the initiation of an investigation has a substantial impact on imports, reducing
them by about one-half as much as that would have occurred under duties. Theimplicationis

that import prices must increase, leading to aloss for the importer.

Withdrawal of Cases
While the DOC finds evidence of “pricing at less than fair value” in most cases, the ITC
rulesin favor of “material injury” in only about one-half of the cases it considers. Thus, of some

400 casesin the U.S. during 1980-88, about 150 were rejected by the ITC and another 150 had

9" See problems 7.7 and 7.8 to demonstrate this in amodel with Bertrand competition.
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dutieslevied. Asshownin Table 7.1, the remaining 100 cases or one-quarter of the total were
withdrawn prior to aruling by the ITC. Asdescribed by Prusa (1991, 1992), in these cases the
U.S. firms can negotiate with the foreign firm on the level of prices and market shares. Prusa
finds that withdrawals have about the same impact on reducing import quantity as do actual
duties, which is also found by Staiger and Wolak (1992). Again, the implication is that import

prices would rise, with adirect welfare loss for the importing country.

Continuing I nvestigations

Consider now the case where an anti-dumping duty has been imposed, and denote the

period 2 import price (inclusive of duty) by p2. Suppose that there is an administrative review to
re-calculate the amount of duty imposed in period 3. In calculating dumping margins during the
administrative review, the DOC removes the tariff from the import price py, and also removes
any transport costs, obtaining po/[ T(1+15)] asthef.o.b. price for the foreign exporter. Thisis
compared to the exporters home price of p* to determine whether the foreign firm is continuing
inits practice of “pricing at lessthan fair value.” Whenever po/[T(1+1)] < p* , then duties of
(I+13)=p*/[p2/ T(1+12)] > 1 areimposed in period 3.

Notice that these duties can be re-written as (1+13)= (1+12)[p*/(p2/T)], so thereis abuilt

in “continuation” of the anti-dumping duties: even if the foreign firm chooses p* = po/T, so
there would have been no initial evidence of dumping, then it will still be faced with atariff of
(1+13) = (1+12) in period 3. In other words, to avoid a charge of continued dumping during the

administrative review, the foreign firm would not only need to increase its period 2 price above

what was charged in period 1, it would need to further increase the period 2 price by the full
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amount of the period 2 duty. In the above notation, a charge of dumping is avoided in period 2 if

and only if,

p/[T(A+12)] > p* = p2>p* T(1+12) > p1(1+12), (7.43)

where the last inequality is obtained because dumping occurred in period 1, p1/T < p*.
Using the last inequalitiesin (7.43), we see that to avoid continuing anti-dumping duties
the import price must rise between period by the amount po/p1 > (1+T12), so there is more than

complete pass-through of the period 2 duty. This hypothesis receives strong support from
Blonigen and Haynes (2002). They estimate that the pass-through of the initial anti-dumping
duties can be as high as 160% for the cases that are subject to an administrative review. This
occurs because, as explained above, the DOC removes existing tariffs from import prices when
computing the dumping margin. So in order to avoid duties after an administrative review, the
tariff-inclusive price must rise by more than the amount of duties.

From awelfare point of view, thisresult very likely violates the criterion for welfare
improvement. With the pass-through of duties exceeding unity, then dp*/dt > 0 so thereisa
terms of tradeloss. Then the only way that welfare could riseisif thereisalarge increase in
domestic output with the associated efficiency gain (i.e. if thefinal termin (7.3) is positive).
However, this source of gain vanishes if there isfree entry into the domestic industry so that
profits are zero. In that case, the criterion for welfare gain is (7.26) rather than (7.3), and welfare
canrise only if dp/dt < m/d(p), meaning that the pass-through of the duty is less than the import
share. Thisisclearly violated when the pass-through is greater than unity. Thus, in all three
stages we have considered — initial investigation, withdrawal of cases, and continuing

investigations — the presumption is that anti-dumping duties will lead to awelfare loss for the
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importer. This occurs because the duties being imposed are treated by the exporter as

endogenous, and create an incentive to raise prices so as to avoid the duties.

Conclusions

Since this chapter has covered alarge number of different models, asummary is
appropriate. Consider tariffsthat are exogenously imposed, such as under the escape clause
provision of the GATT/WTO. In generd, thiswill have three welfare effects on the importing
country: (a) adeadweight loss; (b) aterms of trade effect; (c) areduction in the monopoly
distortion if the output of home firms increase (without leading to inefficient entry). The
deadweight loss always harms the importer, but is of the second-order of smalls for asmall tariff.
The change in the output of home firms, sometimes referred to as a*“ profit shifting” effect, is of
ambiguous sign and cannot be relied upon to generate gains for the importer. Accordingly, the
best indicator of the welfare impact of small tariffsisthe terms of trade effect.

It is sometimes argued that countries must be very large in their sales or purchases of a
product on world markets for their tariff to have an impact on the terms of trade. Even the
United States, it is argued, should be treated as “small” in nearly all markets.® | disagree with
this assessment. Under imperfect competition, it is quite plausible that foreign exporter will
absorb part of the tariff so the import price does not rise by its full amount; our detailed analysis
of the Cournot and Bertrand cases has identified the exact conditions under which this occurs.
This depends on exporters treating their foreign markets as segmented (i.e. charging different
prices to each), and holds regardless of the size of the importing country. The abundant evidence

on partial pass-through of exchange rates (surveyed in Goldberg and Knetter, 1997) suggests that

% See |rwin (2002, p. 63).
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the same is true for tariffs, though the exact magnitude of pass-through will depend on the
industry being considered. For the comparison of the U.S. tariffs on truck and motorcycles we
found quite different pass-through behavior, with the tariff on trucks generating aterms of trade
gain but not the tariff on motorcycles.

Even if we accept that in many industries there will be aterms of trade and welfare gain
dueto asmall tariff, this hardly justifies their use: the terms of trade gain comes entirely at the
expense of foreign exports, so thisis a“beggar thy neighbor” policy. The use of tariffs can
therefore invite retaliation from trading partners. A very recent example of this has occurred in
the steel industry in the U.S., which received Section 201 protection in March 2002.%* Declining
tariffs ranging from 8% to 30% were applied for three years to arange of steel products and
variousimporters.?? Shortly after these tariffs were imposed the European Union, Japan, and
Korea announced plansto file protests with the WTO, and retaliate with tariffs of their own
applied against U.S. products. Such retaliation means that the use of tariffs becomes a negative
sum game, i.e. they can end up harming both trading partners.

What can prevent a country from attempting to move the terms of trade in its favor? One
view of the GATT isthat it was designed with exactly thisgoa in mind. Bagwell and Staiger
(1999, 2002) argue that the provisions of GATT such as “reciprocity” (i.e. tariff reductions
should be reciprocal across countries) are effective in preventing countries from using tariffsto
improve their terms of trade. We will discuss this further in chapter 9. By asimilar logic, | think

that the escape clause provision of the GATT should be viewed as away to promote free trade

2 Thiswasthe first instance of a Section 201 action that was initiated by the President (and followed from a
campaign promise made by George W. Bush while campaigning in steel producing states).

2 Some of the tariffs took the form of “tariff-rate quotas,” which means that the tariffs are applied only for imports
from each source country in excess of some amount. These quotas can be varied preferentially across source
countries without violated the MFN principle of the GATT. Canada, Mexico, Israel and Jordan are entirely exempt
from the tariffs because of their free trade agreements with the United States.
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while allowing for exceptions in specific circumstances. The linkage was made explicit in the
recent Section 201 protection to the steel industry in the U.S., where the Bush administration
hoped to secure additional votes for “fast track” authority.”® So Article X1X of the GATT and
Section 201 of U.S. trade law need to be assessed in a broader political-economy context of
securing industry support for free trade. Given that these provisions are used rarely, and only
temporarily, they can be viewed as rather effective.

The sameis not true of the anti-dumping provisionsof GATT. Aswe have argued, the
GATT definition of dumping will apply in many markets subject to imperfect competition, and
there has been an increasingly widespread use of the dumping provisions. The anti-dumping
duties that are imposed must be treated as endogenous: they depend on the prices chosen by the
exporter prior to, and during, the dumping action. This creates an incentive for exporter to raise
their prices before dumping duties are imposed, and to raise them even further before an
administrative review of the dumping case. These actions correspond to aterms of trade loss for
the importer, as indicated by the empirical evidence of Blonigen and Haynes (2002). Thiscan
also bereflected in an increase in the price of import-competing products, of course, so the anti-
dumping duties act so as to promote more collusive behavior. Gallaway, et a (1999) estimate
the combined welfare cost of anti-dumping and countervailing duty legislation in the U.S. to be
some $4 billion in 1993. In the next chapter, we will aso find that import quotas can lead to
more collusive behavior among firms, so that along with anti-dumping legislation, these must be

judged as very costly policies.

2 «past track” authority refers to the ability of the executive branch to present to the U.S. Congress a proposal for

an expansion of free trade, for an “up or down” vote without allowing amendments. This authority is used, for
example, when negotiating free trade areas, which the Bush administration intends to pursue in the Americas. Fast
track authority was renewed by the U.S. House of Representativesin July 2002, by a narrow vote in favor.
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Problems

7.1 Derive the optimal specific tariff from (7.12) in the case where thereis asingle foreign firm,

and the demand curve d(p) islinear.

7.2 Derive conditions under which the Cournot reaction curves in Figure 7.4 are both downward

sloping.

7.3 By totally differentiating the equilibrium condition (7.22), show that:
@ dy/dt > 0 provided that p'(x +y) +yp"'(x +y) <O;

(b) Thetotal change in home profits Ttdue to the tariff is positive.

7.4 In this problem we derive the properties of the elasticities used with Bertrand competition.

(&) First review problem 1.2 of chapter 1, and show that if afunction y = f(v) is homogeneous
of degree a, meaning that for all A > 0, f(Av) = A°f(v), then its first derivative is homogeneous of
degree a-1.

(b) Thus, if demand d(p,q,!) is homogeneous of degree zero in (p,q,1), then dg(p,a.l) is

homogeneous of degree minus one. Use thisto show that n(p,a,!) = qdg(p,a.1)/d(p,a.!) is
homogeneous of degree zero in (p,q,l).

(c) Now assume that the income elasticity is unity, so that demand is written as d(p,g,1) =
@(p,q)l. Show that the elasticity n does not depend on I. Therefore, show that the elasticity n

can be written as afunction of g/p.
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7.5 Using the results from problem 7.4, assume that n*'(p/q) >0 and n'(q/p) >0.

(8) Then by differentiating the first-order conditions (7.28), show that the reaction curves p =
r*(g,1) and q=r(p) both slope upwards, as shown in Figure 7.6, with elasticities |ess than
unity.

(b) Also compute the elasticity of the foreign reaction curve p = r*(q, t) with respect to T.

(c) Usetheresultsin (a) and (b) to solve for the total change in g and p dueto the tariff.

7.6 (&) Output of the homefirmisy =d(q,p,l). Usethefact that d(qg,p,!) is homogeneous of
degree zero in (g,p,!) to show that dqq + dpp + djl = 0. Then use the assumption that the income
elasticity of demand is unity to show that dop/d = (n-1).

(b) Using (@), compute the total change in home output y = d(q,p,!) as p increases aong the home

reaction curve. Show that output increasesif 0 < qn'/ pn < (n —1)2.

7.7 Under Bertrand competition, show that foreign profits fal due to the tariff when

n*'(p/q)>0 and n'(q/p)>0.

7.8 Consider the problem of an exporting firm facing the threat of an anti-dumping duty. Given
the period 1 import price chosen by the exporting firm, the duty imposed in period 2 equals
(1+12) = p*/p1 whenever p1 < p*. Thistariff isimposed with probability 8, and conversely, with
probability (1-8) there will be no duty. Denote the value of period 2 profits when the duty is
imposed by n*z (t5) , where from problem 7.7 we have that n;'(rz) <0. Let n; (0) denotethe

maximized value of period 2 profits for the foreign firm in the case of zero duty. Then the

period 1 problem can be stated as.
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max T (pr,01) +JOTL(T,) +(L-O),(0)] st (AL+T,)=p*/py. (7.44)
1

We suppose that the home firm chooses 1, under Bertrand competition. Derive the first-order

conditions for the home and foreign firms, and show that the threatened duty |leads to an increase

in the foreign price p1.
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Empirical Exercise

In this exercise, you are asked to reproduce some of the empirical results from Feenstra (1989).
To complete the exercise, the files “ cars.csv, trucks.csv, cycon.csv, cyship.csv, cypool.csv”
should be stored in the directory: c:\Empirical_Exercise\Chapter_7\. Each of these can be used
in STATA programs “ cars.do, trucks.do, cycon.do, cyship.do, cypool.do”

to create a dataset with the variables described in “ Documentation_Chp7.doc.” Use these “do”

programs to answer the following:

7.1 Replicate Table 7.2, i.e., run the specifications of (7.34) without imposing the tests of
symmetry or homogeneity. Duplicate all of the coefficients that are reported in this table, except

the Durbin-Watson statistics.

7.2 Thenreplicate Feenstra s Table 7.2 by imposing the tests of homogeneity and symmetry,
shown in (7.35a) and (7.35b). Instead of conducting the Wald test, as done in Feenstra (1989),
instead conduct the analogous F-test. Do you accept or reject the hypotheses of symmetry and

homogeneity?
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Chapter 8: Import Quotas and Export Subsidies

In addition to import tariffs, quotas and subsidies are widely used forms of trade policy.
Quotas and subsidies can in principle be applied to either imports or exports, but we will focus
here on import quotas and export subsidies. How do these policy instruments differ from tariffs,
and does this depend on the type of competition in the market? These are the questions we shall
investigate in this chapter.

We begin with the result of Bhagwati (1965) on the “equivalence” of tariffs and quotas.
This means that under perfect competition, applying a quota that limits the number of units
imported will have essentially the same effects as applying a certain level of tariff: for each
guota, thereisan “equivalent” tariff. This equivalence result no longer holds under imperfect
competition, however. Bhagwati (1965) considered a monopolistic home importer subject to a
guota, and that analysis was later extended to duopoly with a home firm and foreign firm subject
to an import quota (Harris, 1985, Krishna, 1989). Aswe shall see, aquota and tariff that have
comparable effects on the level of imports can then have quite different effects on the import
price, and therefore on welfare in the importing country.

Another reason for tariffs and quotas to differ occurs when foreign firms can choose the
quality of the good that they export. In that case, alimitation on the number of units exported (as
under a quota) will have quite a different impact from atariff on the value of exports (as with an
ad valorem tariff). The importance of this case became apparent with the quota applied to
Japanese auto exports to the United States during the 1980s. The evidence strongly supports the
hypothesis that Japanese firms changed the characteristics of the cars they sold, shifting towards
higher quality and higher-priced models. We shall describe atheoretical model of quality choice

and the empirical evidence for autos (Feenstra, 1988a).
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The finding that trade policies have differing effects depending on the market structure
carries over to the case of export subsidies. In the conventional two-sector model, thereis no
reason to use export subsidies: they will lead to a deadwei ght loss (analogous to atariff) for a
small country, and have an additional terms of trade |loss (the opposite of atariff) for alarge
country. This seemsto contradict the fact that many countries have used export subsidies to
support their industries at some time. To explain this, we need to go beyond the two-sector
model with perfect competition. Adding more goods turns out to make a difference, and thereis
apotentia role for targeted export subsidies in models with many goods (Feenstra, 1986, Itoh
and Kiyono, 1987).

Dropping perfect competition, and instead allowing for duopoly between a home and
foreign firm exporting to a third market, also makes adifference. The question then is whether
the home government can give its own firm a “strategic” advantage by subsidizing it. We shall
require that the subsidy also bein the national interest, which means that profits for the exporter
need to rise by more than the amount of the subsidy itself. Initial analysis of this problem
(Brander and Spencer, 1985) suggested that such an advantage would indeed occur, at least
under Cournot-Nash competition. Later work, however (Eaton and Grossman, 1986), showed
that this advantage would be reversed under Bertrand competition. The conclusion is that export
subsidies are in the national interest only under some forms of market competition, but not
generaly. We conclude the chapter by investigating the effects of subsidies to the production of
commercia aircraft, produced by Boeing in Americaand Airbusin Europe. Irwin and Pavcnik
(2001) have recently investigated the effects of subsidies on prices and profitsin thisindustry, as

we shall discuss.
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Equivalence of Tariffsand Quotas
The analysis of quotas under perfect competition proceeds much like our graphical
treatment of tariffs, in the previous chapter. In panel (@) of Figure 8.1 we show the domestic

demand D and supply curve S, together with the constant world price p*. Under free trade,
domestic demand is at cg and supply at yo, SO imports are mg = cg—Yo. Theimport demand
curve M =D — Sisshown in panel (b), together with the horizontal export supply curve X at the
world price p*. These intersect at the equilibrium imports mg.

Now suppose that an import quota of X isimposed, meaning that the quantity imported
cannot exceed thisamount. This effectively established a vertical export supply curve denoted
by X in panel (b), which now intersects import demand at m; with the price of py. In panel (a),
the price of p; leadsto increased supply of y; and reduced demand of d1. Notice that there
would be an equivalent effect on price, consumption and production if instead the government
had imposed atariff of t = p;—pg. In thissense, for every quotathereis an equivalent tariff.

The welfare change from having the quotain Figure 8.1 is. |(at+b+c+d) consumer surplus
loss +(a) producer surplus gain. However, the area (c), which would be collected as revenue

under atariff, now needs to be considered more carefully. Thisareais the difference between

the domestic price p1 and the world price p*. Therefore, whoever is actually importing the good

stands to collect the pure profits or “rents’ equal to (p1 — p*)my, whichisarea(c). Therearefour

possible ways that these quota rents can be allocated.
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First, the quota licenses can be given to home firms, who are then able to import at the
world price p* and sell domestically at p1, earning the difference between these asrents. An

example of thisisthe dairy industry in the United States, where U.S. producers of cheese al'so
receive licenses to import from abroad.> With home firms earning the rents c, the net lossin
domestic welfare due to the quotais —(a+b+c+d) consumer surplus loss +(a+c) producer surplus
gain = —(b+d), which isthe same loss as we found for atariff.

However, a second possibility isthat while the quota licenses are given to home firms,
these firms engage in some kind of inefficient activitiesin order to obtain the licenses. For
example, if licenses for some imported input are allocate in proportion to the previous year's
production of afinal good, then firmswill produce more final goods than they can sell (and
probably of lower quality) just to obtain the import licenses. Krueger (1974) called thiskind of
activity “rent seeking,” and it can include lobbying and other resource-using activities. It has
been suggested that the waste of resources devoted to rent seeking activities could be as large as
the value of rents themselves, so that the area (c) would be wasted rather than accrue to domestic
firms. Inthat case, the welfare loss due to the quota would be —(at+b+c+d) consumer surplus loss
+(a) producer surplus gain = —(b+d+c), which is greater than for the tariff.?

Third, the quota licenses can be auctioned by the government of the importing country.
This has occurred in New Zealand, for example.® In awell-organized auction, we might expect
that the revenue collected would equal the value of the rents, so that area (¢) accrues to the home

government. In that case, the net loss in domestic welfare due to the quotais —{atb+c+d)

1 Asdescribed in Hornig, et al (1990), there is some sharing of the quotas rents between importers and exporters.
2 Bhagwati and Srinivasan (1980) have suggested, however, that there might also be “profit-seeking” activities for
tariff revenue, in which case we ought to take this into account for atariff, too.

3 SeeBergsten, et al (1987).
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consumer surplus loss +(a) producer surplus gain +(c) auction revenue = —(b+d), which isagain
the same |oss as we found for atariff.

Finally, the government of the importing country can give authority for implementing the
guota to the government of the exporting country. Because the exporting country allocates the
guota among its own producers, thisis sometimes called a“voluntary” export restraint (VER), or
“voluntary” restraint agreements (VRA). This arrangement has occurred for quotas that the
United States has used in automobiles, stedl, textiles, and other industries. In automobile imports
for Japan after 1981, for example, the Ministry of International Trade and Industry (MITI) told
each auto manufacturer in Japan how much it could export to the U.S. We have discussed the
background to this case in the previous chapter, and will analyzeit in detail later in this chapter.
At this point, we note that the quota rents are then earned by foreign producers, so thelossin
domestic welfare equals: —(at+b+c+d) consumer surplus loss +(a) producer surplus gain =
—(b+d+c), which is larger than for atariff.*

In Figure 8.2 we extend the analysis of the quotato alarge country. In that case the
guota rents might be measured as (c) or (c+e), and these accrue to the foreign producers under a
VER. The deadweight loss for the importing country is still measured by area (b+d), and it can
be argued that the area (f) represents an analogous deadweight loss for the foreign country . In
Table 8.1 we present some estimates of the home and foreign deadweight loss, along with the
rents, for mgjor U.S. quotas around 1985. In all cases except diary, these rents were earned by
foreign exporters. We will be discussing the case of automobiles later in the chapter, and

estimates of the quota rents earned by foreigners range from $2 to 8 billion. Textiles and apparel

* This raises the question of why a country would use a VER since it gives the rents to foreigners. One answer is
that this hel psto prevent retaliation by the foreign countries. In addition, Feenstra and Lewis (1991b) argue that
transferring the rents to foreigners serves as an “incentive compatibility” device, so that the importing country will
only use the VER if the domestic industry is genuinely harmed.
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Table8.1: Annual Cost of U.S. Import Protection
(billion dollars, years around 1985)

U.S. Deadweight Loss Quota rents Foreign Deadweight
(area b +d) (c or cte) Loss (areaf)
Automobiles 02-1.2 22-7.9 0-3
Dairy 14 0.25 0.02
Steel 0.1-0.3 0.7-20 0.1
Sugar 0.1 04-13 0.2
Textiles and Apparel 49-59 40-6.1 4-155
Average Tariffs 12-34 0 n.a.
Total* 79-123 73-17.3 43-18.38

Source: Feenstra (1992), with detailed sources cited there.

Notes:

* |In dairy the quotarents are earned by U.S. importers, and so are not included in the total.
n.a. —not available
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also have very large quotarents and U.S. deadweight losses (about $5 billion each), under the
global system of quotas known as the Multi-Fiber Arrangement (MFA). The foreign deadweight
losses due the MFA are even larger, with estimates ranging from $4 to $16 hillion. The upper
end of these estimates is obtained from models that include very costly rent-seeking activities by
foreign producers in developing countries.

Summing the costs shown in Table 8.1, the total deadweight loss due to these quotasisin
the range of $8 to $12 billion annually in the mid-1980s, while the quota rents transferred to
foreigners are another $7 to $17 billion annually. Some of these costs for the U.S. are no longer
relevant today: the quotain automobiles ceased to be binding after 1987, as discussed later in
the chapter, and under the Uruguay Round of the WTO it was agreed that the MFA would be
dismantled. But that action is being delayed until 2005, and even for automobiles, thereis
aways the possibility of new trade actions.”> The quotas in the steel industry whose costs are
summarized in Table 8.1 have been recently replaced by tariffs, instead (as described at the end
of chapter 7). In addition, the “average tariffs’ included in the last row of Table 8.1 reflect only
conventional tariffs, and does not include the additional cost dueto U.S. anti-dumping duties
(estimated as some $4 billion annually, also discussed at the end of chapter 7). In summary, the
guotas and tariffs/duties used by the U.S. continue to impose a significant cost on itself and on

foreign trading partners.

Non-Equivalence due to Imperfect Competition
We have shown above the equivalence of tariffs and quotas, in the sense that when each
instrument is chosen to have the same import level, then it also has the same impact on prices.

When thereis imperfect competition in the domestic market, however, this result quickly breaks

® See Levinsohn (1997), who discusses a 1995 trade dispute in autos between the U.S. and Japan.
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down. Thereason isthat the quota creates a “sheltered” market for the domestic firm, which will

lead to higher prices and lower sales than under atariff with same level of imports. For the case

of adomestic monopoly, as analyzed by Bhagwati (1965), thisis demonstrated in Figure 8.3.
With the fixed world price of p*, the demand curve facing the domestic monopolist is

essentially horizontal at that price, so marginal revenueis also horizontal and the profit-
maximizing quantity is yo, where marginal revenue equals marginal cost. Note that thisisthe

same quantity that a competitive firm or industry would produce if it had the same marginal costs
as the monopolist. Inthis sense, free tradein asmall country eliminates the market power of the
monopolist, i.e. eliminatesits ability to restrict supply and raise price. Thisisapotential extra
source of gains from trade.

Supposeinitially that atariff of tisapplied to imports. In that case, the domestic
monopolist can charge as much as p* + t, but no more, so its demand curve is now horizontal at

that price. This meansthat its marginal revenue curveis also horizonta at p* + t, so the profit-

maximizing quantity is where that price equals marginal cost, whichisys in Figure 8.3.
Consumption at that priceiscy, Soimportsarem; = ¢y — Y.

Now suppose that instead of the tariff, a quota of my isapplied. This means that for any
price above p*, the fixed amount my will be imported, so the demand curve facing the

monopolist isthe initial demand curve D less the amount m1, which weillustrate by D — M.
Unlike the situation under the tariff, the monopolist retains the ability to influence the domestic

price: it can choose the optimal price and quantity along D —M4. So we graph the marginal

revenue curve below D — M1, which is denoted by MR, and find the profit-maximizing price and
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guantity where this intersects marginal cost, at p> and y». It will definitely be the case that p, >

p*+t, so that the quota with the same level of imports as the tariff has led to a higher domestic
price. Therefore, the tariff and quota are no longer equivalent: the quota enables the monopolist
to exercise market power, and has a higher welfare cost for this reason.

It is aso the case that the quota might even lead to afall in domestic output as compared

tofreetrade. Thisisillustrated in Figure 8.3 by y» <yg. Thisisnot a necessary result, and we

could instead have drawn the MR curve so that y, > yq. Itisrather surprising that yo < yg iseven

possible, because it suggests that workers in the industry would fail to be protected by the quota:
that is, employment could fall due to the reduction in output under the quota. We see, then, that
this policy instrument has quite undesirable results as compared to a tariff.

These results of Bhagwati (1965) give us good insight into the effect of atariff versusa
guota under imperfect competition, but the assumption that the domestic monopoly does not
interact at al with foreign firmsis not satisfactory. Presumably, the domestic firm would be
competing with foreign firms, under Cournot or Bertrand competition. In thefirst case,
Cournot-Nash competition, the import quota has rather predictable effects. restricting the
foreign firms to sell less than its free trade amount will shift sales towards the domestic firm,
under the normal shape of reaction curves.® In order to obtain more dramatic results, we instead
consider an import quota (restricting quantity) in a game where the two firms are initially
engaged in Bertrand competition (taking each other’s prices as given). This case has been
analyzed by Harris (1985) and Krishna (1989), and we follow the exposition of Harris.

Asin the previous chapter, we assume that the imported and domestic products are

® Seeproblem8.1.
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Figure 8.3: Domestic M onopoly

(8) Free Trade (b) VER

Figure 8.4: Bertrand Duopoly



8-12 Feenstra, Advanced International Trade

imperfect substitutes, and denote their prices by p and g, respectively. The amount exported by
the foreign firm is x, and sold by the domestic firm isy. Under the assumption that the elasticity
of demand for each product isincreasing in the relative price of that product, the reaction curves
p=r*(qg, T) and q = r(p) both slope upwards, with profitsincreasing in the directions shown in
Figure 8.4(a). Astherelative price of the competing good rises, the elasticity falls, and each firm

will charge a higher price for their own good. Furthermore, there is a dampened response of

each price to that of the competing good, so that gz ?) =1y (q T)q <1, and 32 Z =r (p) <1’

In addition, under weak additional conditions the demand for each good will increase along its
own reaction curve, as aso illustrated in Figure 8.4(a).2

The Bertrand equilibrium under free trade occurs at point B. Suppose then that the
foreign firm faces a“voluntary” export restraint (VER) on sales to the domestic market, of the
amount X(p,q) < X. To make the argument as clear as possible, suppose further that the quota
limit X isset at the free trade level of exports, obtained at point B. Then what will be the
response of the domestic and foreign firms to this export restraint? To answer this, let us graph
the prices at which the constraint x(p,q) < X holds, asdone in Figure 8.4(b). This constraint
holds by choice of X at the Bertrand equilibrium. 1f we moved up the foreign reaction curve
R*R*, then export sales x increase, so the constraint is violated. Accordingly, the constraint will
hold at lower values of p, asillustrated by the line BX in Figure 8.4(b).

The fact that the foreign firm isrestricted to sell x(p,q) < X iscommon knowledge
among all firms. In thissituation, it is no longer appropriate to suppose that the firms engagein

Bertrand competition, treating the prices of the other firm asfixed. In particular, the domestic

" See problem 7.5 of chapter 7.
8 See problem 7.6 of chapter 7
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firm will realize that if it raises its price and shifts export sales towards the foreign firm, thereby

leading to x(p,q) > X, then the foreign firms will have no choice but to increase its own price to

restore x(p,q) = X. Thereaction curve of the foreign firm is therefore R* BX (shown in bold).
We can expect the domestic firms to take advantage of the export restraint and increase its
prices, knowing that the foreign firm will have to respond. Essentially, the VER givesthe
domestic firm a“first mover advantage” in selecting its price, so it can act like a Stackelberg
leader relative to the reaction curve of the foreign firm.

By this reasoning, the optimal action by the domestic firm will be to increase its price
until an iso-profit curve is tangent to the constraint BX , as shown at point Sin Figure 8.4(b).

This movement clearly increases the profits of the home firm, from 1 to Tis. Furthermore, the

discrete increase in prices from point B to point S is much different from what we would expect
from atariff: since imports are equal at points B and S, a zero tariff would have the same impact
on imports as the export restraint, but obviously no impact at all on prices. So asin the anaysis
of Bhagwati (1965), the quota has a much greater impact on import and domestic prices than
would atariff at the same level of imports.

What is new in the duopoly model isto realize that the foreign firm also benefits from the

export restraint. Thisis clear from Figure 8.4(b) when exports are limited to the free trade level:
profits of the foreign firm increase from Tig to Tig. Harris (1985) refers to this as a reason why

export restraints are “voluntary,” and Krishna (1989) refers to the export restraint as a
“facilitating practice,” i.e. it facilitates a more collusive outcome between the firms. Notice that

if we consider aquota at less than the free trade level of exports, however, then the profits of the
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foreign firm do not necessarily go up.® In any case, the losers from the export restraint are home
consumers who are paying a higher price for the domestic good and imports, without the benefits
of tariff revenue. This begs the question of why a government would ever use aVER rather than
atariff. One answer isthat the VER may prevent retaliation from the foreign government, since

its own firms may be gaining from the trade restriction.

Nonequivalence dueto Quality Choice

We turn now to a second reason for tariffs and quotas to differ, and that is due to the
choice of product quality for the exporting firms. We think of quality as a characteristic of a
product, which brings higher utility for consumers but also has higher costs for the firm. If an
exporting firm is constrained in the quantity that it exports, how will this affect its choice of
quality or product characteristics? Our argument in this section is that, under certain conditions,
it will be optimal for the firm to increase product quality in response to the quota, whereas it
would not do so with an ad valorem tariff.

To develop this argument, we will suppose that there arei=1,...,N varieties of a

differentiated product, each of which have characteristics given by the vector z;. Asinour

treatment of monopolistic competition in chapter 5, we will suppose that the demand for these

product varieties arises from an aggregate utility function, now given by:

U[f (z)cp,f (zn)on] S (8.1)

where ¢; denotes the consumption of each variety, i=1,...,N, and the function f(z;) converts the

vector of characteristicsinto ascalar “quality,” which then multiplies consumption. Severd

® Seeproblem8.2.
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features of the aggregate utility function in (8.1) deserve comment.

First, if we recognize that the product varieties are actually bought by different
individuals, isit still legitimate to use an aggregate utility function like (8.1)? This question has
been answered in the affirmative by McFadden (1978, 1983) and Anderson, de Palmaand Thisse
(1992). McFadden provides avery general aggregation theorem that applies to behavior of
individuals making choices over adiscrete number of products, where they each purchase one
unit of their optimal variety. Anderson, de Palma and Thisse show that there is an equivalence
between three models of product differentiation: the “address’ or characteristics approach; the
“random utility” approach; and the “love of variety” or representative consumer approach. We
discuss M cFadden’ s aggregation theorem and extensions in Appendix B, which allow us to use
an aggregate utility function like (8.1).

Specific functional forms can aso be obtained. One case that we shall consider isthe

CES aggregate utility function:

U= %[f (z)e; 1™, (8.2)
i=1

again defined over the consumption ¢; of each good timesits quality f(z;). Thefact that the CES

utility function can arise from a discrete choice problem by individuals is demonstrated by
Anderson, de Palma and Thisse (1989; 1992, pp. 85-90), provided that individuals consume
continuous amounts of the differentiated good. A more conventional assumption isthat they
must consume zero or one unit, and in that case, the aggregate demands obtained are the “logit”
formulation. We shall use those alternative demand functions at the end of the chapter.

Given that an aggregate utility function exists, however, it is still very special to suppose

that the product characteristics and consumption enter in the separable form shownin (8.1), i.e.
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in the form f(z;)c;, which we can interpret as “quality times quantity.” Thisfunctional form

implies that every unit consumed of good i is evaluated at the same quality. Thisform of the

utility function was used by Swan (1970), but criticized as being too specia by Spence (1975).

Spence uses the more general formulation ¢(z;, ¢;), under which the marginal utility of
characteristics per unit consumed, @,(z;, ¢;)/c;, can vary with the level of consumption ¢;. If we
interpret demand as coming from different individuas, then @,(z;, ¢;)/c; depending on ¢; means

that consumers have differing valuations of characteristics. We will use the special form f(z)c;

for convenience, but as we shall repeatedly emphasize, the results that we obtain on quality

upgrading will not necessarily carry over to more general functional forms.

Free Trade Equilibrium

We begin by analyzing the problem for consumers and firms in the absence of any quota

restriction. Consumers are presented with aset of i=1,...,N varieties, with fixed characteristics z;
and prices p;, and then choose the optimal quantity of each variety. It will be convenient to work
with the “quality adjusted” prices, which are defined by q; = pi/f(z). That is, the higher is overall
product quality f(z;), the lower are the quality-adjusted prices gi. The aggregate consumer
maximizes utility in (8.1), subject to the budget constraint Zi'ilpici <|. The Lagrangian for
thisproblemiis,

L = UIf (zg)cy.f (zn)en] + A1 = 21 pici)

= U(dy.n i) + A= 20 i), (8:3)
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where the second line of (8.3) follows by defining d; = f(z)¢; as the effective “quality-adjusted”
demand, and also using the quality-adjusted prices g; = pi/f(z;). Thisre-writing of the
Lagrangian makesit clear that instead of choosing ¢; given prices p; and characteristics zj, we
can instead think of the aggregate consumer as choosing d; given quality-adjusted prices g,
i=1,...,N. Let usdenote the solution to problem (8.3) by di(q, I), where q is the vector of quality-
adjusted prices.

Varieties of the differentiated product can be sold by domestic and foreign firms, which
we do not distinguish in the notation. Producing one unit of product i with characteristics z;
requires unit-costs of g;j(z;), where we are treating factor prices as constant and suppress themin
this cost function.’® For simplicity, we are assuming constant returns to scale, so that the costs
g(z;) do not depend on the level of output. Firms simultaneously choose prices p; and
characteristics z;, for thei=1,...,N varieties. Suppose that a given firm produces the first
i=1,...,M product varieties. Consumption of each of theseis ¢; = di(q, 1)/f(z). The profit-
maximization problem for thisfirm is then:

max S oy = M sol o Gi(Z) |
02, Z;L[pi gi(@e = E{q. f(Zi)}d.(q,l). (8.4)

Again, we have changed the variables from nominal prices p; to quality-adjusted prices g; when

10" We index the function gj(zj) by i to reflect that firms might have access to different technologies. Thiswill lead
them to products with different characteristics in equilibrium.
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moving from the |eft to the right of (8.4). This transformation relies on our assumption that

prices and characteristics are chosen simultaneously, as well as our special functional forms.

It isimmediate that to maximize profitsin (8.4), the firms must minimize g;(z;)/f(z),
which isinterpreted as the costs per unit of quality for good i. Taking logs and minimizing this
over the choice of characteristics z; |leads to the first-order conditions,

1 ot . 1 oy
f(z) 0z; g;(z;) 0z ’

i=1,...,M. (8.5)

Thus, we obtain equality between the relative marginal utility from each characteristic, on the
left of (8.5), and itsrelative marginal cost, on theright. Notice that this condition holds despite
the fact that the firm will be choosing its prices in a monopolistically competitive fashion,

provided the prices and characteristics are chosen simultaneously.™

Maximizing (8.5) over the choice of prices pj, we obtain the first-order conditions,

M gi(z;) |od; .
d: (g, s L) Y o =1,....M. 8.6
i (g )+JZ:1{QJ f(zj)}aqi i (8.6)

This expression is slightly more complicated than usual because the firm is selling multiple
productsj=1,...,M, and therefore must take into account the effect of a change in price g; on al

these products. To simplify this, let us consider the case of a CES utility function in (8.2). Then

1t iswell known that a condition like (8.5) holdsin a competitive market (as described in the classic article by
Rosen, 1974) and Swan (1970) first showed that it holds under monopoly as well, using the specia functional forms
we have assumed. When prices and characteristics are not chosen simultaneously, then we do not obtain the
equality shown in (8.5); see Feenstra (1995), for example.
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it can be confirmed that the demand derivatives are symmetric, 9di/dqj = 8d;/dq;."* Using thisin

(8.6) and dividing by effective demand d;, we can re-expressit as.

M (z: .
1+ 3 - 8@ joind o 87)
m Py JoIng

L et us denote the ratio of price to marginal cost for each product by ; = pj/gj(z) > 1. We

can see that the expression in bracketsin (8.7) equals (i —1)/ui = [pi — 9i(zi)]/pi > O, which isthe

difference between price and marginal cost measured relativeto price. Thisisthe Lerner index
of monopoly power for a single-product firm, and with price chosen optimally will equal the
inverse of its elasticity of demand. To see how this Lerner pricing rule is modified with multi-

product firms, let us conjecture a solution where the price-cost ratios are constant across all

product sold by the firm in question, | = . Thenitisimmediate that the solution to (8.7) is:

-1
u_—l - _ Malndi 3.8
( H j {jz:lalnqu ' 688)

Expression (8.8) saysthat the Lerner index for the firm equals the inverse of the sum of

demand elasticities. In order for this solution to be valid, we need to have that the sum of
elasticities on the right of (8.8) are independent of good i. That is, an equi-proportional increase
in all prices charged by afirm needsto lead to the same percentage drop in demand for any
product sold by that firm. It turns out that this condition is satisfied for CES demands, in which

case the sum of elasticities are,

12 See problem 8.3 to derive this and also expression (8.9) below.
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—(%a'”di ]=o+(1—o)(§%j, ©9)

j:lalnqj j=1 |

where 0 > 1 isthe easticity of substitution between products. The expression on the right of
(8.9) isthe sum of sales over all products sold by the firm, measured relative to total expenditure
| on the differentiated product. In other words, the expression on the right is the total market
share of the firm. Asthe market share grows, the sum of elasticities fals, and the markup of the
firmwill risein (8.8).

Using the solution for p from (8.8) and (8.9), the optimal prices of the firm are:

Pi =Hg;(zZ;), i=1,...,M. (8.10)

Thus, in this CES case the firm charges the same markups over all productsthat it sells. Thisis
certainly special and would not carry over to other functional forms. Bresnahan (1981) was the
first to estimate a discrete choice model for autos that allowed for differing markups over

product sold, and found that higher-priced models tended to have higher percentage markups.
Similarly, Berry, Levinsohn and Pakes (1995, 1999), Feenstra and Levinsohn (1995) and
Goldberg (1995) use functional forms more general than CES that allow markups to differ across
products. These papers go beyond the scope of this chapter, though the theory behind them is

discussed in Appendix B, and we shall comment on their empirical findings below.

Voluntary Export Restraint

Suppose now that the exports of aforeign firm is restricted to not exceed the amount
Zi'\ilci = Zi'\ildi /f(z;) <X , where X isthe quotaamount. Under the VER on Japanese autos,

for example, the amounts X were allocated to each Japanese firm by the Ministry of
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International Trade and Industry (MITI). We do not introduce a subscript to denote the foreign

firms, but analyze the profit maximization problem for any such firm. The Lagrangianis:

L=y qi_gi(Zi)}di(qiJ)"')\(Y—%di(q’l))]

awzoigl o f(z) = iz,
(8.12)
_omax B[ gi@)+A] 7
ai.z; igi_ql f(z)) }d,(q,l)ﬂ\x ,

where the second line follows by simply combining terms. Thus, to maximize profits, it is now

the case that the foreign firms will choose characteristics z; to minimize [g;(z;) + A]/f(z;).

Taking logs, the first order condition for this minimization problem is:

1 of _ 1 Gg,
f(z)0z [9i(z;)+\l oz

, i=1,...,M. (8.12)

Thus, in contrast to the first-order condition in (8.5), we no longer obtain an equality
between relative marginal utility and marginal costs of characteristics. This equality is broken

by the binding quota constraint, and higher value of A will be associated with higher levels of
characteristics chosen by the firm. To seethis, totally differentiate (8.12) with respect to z; and A

to obtain:

dz; 1 a2In(g; +A) 92Inf | g,
S or3

A [gi(z)+A?| 9z 022 | 0z,

The matrix of second derivatives shown in brackets on the right of (8.13) is positive definite

from the second-order conditions for minimizing [g; (z;) + A]/f(z;) . While this does not
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establish the sign of the vector dz;/dA, notice that we can pre-multiply (8.13) by the row vector

0f/0z’, which from (8.12) is proportional to the vector 0gi/0z;. Then we will obtain a positive

definite matrix that is pre- and post-multiplied by vectors that are proportional, and is therefore
positive:

df (z;) _ of' dz,
d\ oz, di

>0 , i=1,...,M. (8.14)

Thus, overall product quality isincreased for every product sold by foreign firms due to
the export restraint. Thisis our first demonstration of the ideathat quotas lead to an increasein
product quality. ** Notice that this would not occur under an ad valorem tariff, however. In that

case the profit-maximization problem (8.4) would be re-written as:

M

ME . (2.
- Z{ P _gi(Zi)}Ci = ™ Z{ A ‘g'(z')}di(q,”, (8.4)

PiZi {5 (A+7T) 4.z o A+7)  f(z)

where T isthe ad valoremtariff. Changesin the tariff would have no effect at all on the optimal
choice of characteristicsin (8.5), which continues to hold.

There is also a second sense in which product quality isincreased, and that comes from
looking at demand across product varieties sold by a firm, rather than at the characteristics
within each variety. To motivate this, let us solve for the optimal prices that come from the

Lagrangianin (8.11). Assuming again that the utility and demand functions are CES, the

13 \We stress again that this result depends on the special functional forms we have used. Krishna (1987) uses the

more general utility function ¢(zj,cj) asin Spence (1975), and finds that the change in product quality isthen
ambiguous. Similarly, Feenstra (1988a) uses marginal costs for the firm that depend on quantity, in which case the
changein product quality is again ambiguous. An aternative formulation of the quality-choice problem, using an
“address’ specification isin Das and Donnenfeld (1987, 1989). They also find that the impact of the quota on
quality is ambiguous in general (1989), but leads to quality upgrading under specific functional forms (1987).
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optimal prices are increased according to the Lagrange multiplier on the export restraint:**

Pi = Hgi(z;) +A], i=1,....M, (8.15)

where [ is once again the markup charged on al product sold by the firm, as solved from (8.8)
and (8.9). With A and p both common across all products sold by afirm, we see that the effect
of the VER isto introduce adollar price increase of PA to the price of every product sold. In
other words, the VER acts in the same way as a specific price increase, and not like a
proportional price increase across products.™

Now consider two products sold by the firm, i=1,2, with marginal costs higher for
product 1, 91(z1) > 92(z2). In the absence of the VER, prices will be p1 = pug1(z1) > p2 = Hg2(z2),

and it is natural to refer to the more expensive product 1 as having higher quality. Suppose that

the quotais applied, and so that prices rise by the same dollar amount asin (8.15). Holding
characteristics fixed, the new priceswill be p1" = W'[g1(z1) + A], and p2’ = W'[go(z2) + A], where
we alow for the fact that due to the VER the markup p can changeto 1’. Notice that the ratio of
prices becomes (p1/ p2’) = [91(z1) + Al/[92(z2) + Al < 91(21)/92(22) = pa/p2, Where the inequality
is obtained because g1(z1) > g2(z2). In other words, the same dollar increase in both prices will

lead to a smaller percentage increase in the higher-priced product.

Assuming that there are just two goods and the utility function is homothetic, then the

ratios of demands d1/d,> depends only on the price ratio g1/gp, and is decreasing in this relative

price. With characteristics constant, the fall in p1/p, will reduce g1/gp, which will shift demand

% 1n problem 8.4 you are asked to derive (8.15).
> Thisresult is also obtained by Krishna (1990), for amonopolist selling a continuum of products.
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towards the higher-priced product so that d1/dy increases. This shift towards the higher-quality

product corresponds to an increase in average quality. Furthermore, notice that the changein
average quality would not occur with an ad valorem tariff, since that would have no impact on
the relative price.

The above description of quality upgrading due to shiftsin demand is called the
“Washington apples’ effect, after the example given by Alchian and Allen (1964, pp. 74-75).
They noted that while the state of Washington grows apples of many varieties, it appeared that
the best apples were shipped the furthest distance, to east coast markets. Thisis explained by
treating the transport costs as the same for each apple. Transport therefore acts like a specific
price increase, which lowers the relative price of the higher-quality applesin more distance
markets. Accordingly, we expect to see the best apples shipped to the east coast, which raises
the average quality in those markets.

In summary, there are two reasons to expect import quality to rise with a quota on the
number of units sold: due to the increase in characteristics chosen by the exporting firms; and

due to the shift in demand towards the higher-quality products. These two effects can certainly

work together. Inthe model above, the demands di(q;, 1) for quality-adjusted consumption
f(z))ci, are determined by the quality-adjusted prices g = pi/f(zj)). So let us see how these prices
are affected by the quota, even as characteristics change.

Using (8.15), the quality-adjusted prices are written as ¢j = p[gi(z;)+A]/fi(z). From our
discussion following (8.8), we know that [g;(z;)+A]/fi(z;) is minimized over the choice of

characteristics zj. Then by the envelope theorem, when differentiating this expression we can
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treat the characteristics as fixed. Accordingly, we can compute the change in quality-adjusted

prices due to the quota as:

ding; _dlnp+ 1 _dlnu+£

A dA [giz)+A]l A p

(8.16)

Thefirst term on the right of (8.16) is the change in markup due to the VER, which is common
across products, while the second term is smallest for the highest-priced products. Therefore, we
will observe the smallest relative increase in quality-adjusted price for those products with the
highest prices. This can be expected to shift demand towards the highest-priced products, just as

in the “Washington apples’ effect.

Measuring Quality-Upgrading due to Quotas

We turn now to an application of the above theory to “voluntary export restraint” (VER)
imposed on Japanese autos by the United State. Recall that with unemployment in the
automobile industry growing in the 1979-80 and profits falling, Ford Motor Company and the
UAW applied to the U.S. ITC for section 201 protection. This application was denied on the
grounds that the U.S. recession appeared to be a greater cause of unemployment and falling
profits than were rising imports from Japan.

Faced with this negative outcome, severa congressmen from mid-western states pursued
protection for automobiles via other means. Senators Danforth and Bentsen introduced a bill to
restrict imports, which would have restricted Japanese automobiles imports into the U.S. to 1.6
million units during 1981, 1982 and 1983. Indeed, this bill was scheduled for revision in the
Senate Finance Committee on May 12, 1981. Clearly aware of this pending legisation, the

Japanese government announced on May 1 that it would “voluntarily” limit the sales of



8-26 Feenstra, Advanced International Trade

automobilesin the U.S. market. For the period April 1981 — March 1982, this limit was set at
1.83 million autos, including 1.68 million cars exported to the U.S., 82,500 utility vehicles, and
70,000 vehicles exported to Puerto Rico. Thislimit wasin place until March 1984, after which it
was raised to 2.02 and then 2.51 million vehicles annually until March 1992, as shown in Table
8.2 where we compare the actual imports with the VER limits. It isevident that the VER was
nearly exactly satisfied in early years, and remained binding until 1987. After that, however,
actual imports were below the VER so that by March 1994 it was discontinued. The reason that
imports fell below the VER after 1987 was because Japanese companies had begun assembling
carsin the United States, so imports naturally fell.

Our interest, then, isin the effects of the VER during the early years. To estimate the

change in product quality, initially consider the case where thereisno VER. Assuming that
marginal costs take the form In g;(zjt) = B'zj; + &jt, where &;; is arandom error that reflects

unmeasured characteristics, and we add the subscript t to denote years. Then the first order

condition (8.10) iswrittenin logs as.

Inpi; =ay +B'zy + &, i=1,...,M, (8.17)

where a; = In  reflects the markups. We should aso be indexing a; by firms (since the

markups differ across firms), but will omit this notation. Equation (8.17) is alog-linear
regression of prices on characteristics and is called a*hedonic regression.” Our derivation
shows that thisis avalid representation of the equilibrium under imperfect competition provided
that markups are the same across products (asin the CES case). Furthermore, using the equality
between relative marginal utility from each characteristic, on the left of (8.5), and relative

marginal cost on the right, we can interpret the coefficients 3 in (8.17) in either way.
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Table8.2: Datafor Japanese I mportsand VER limit, 1979-1994

Time period U.S. Imports from VER limit Difference
Japan (Imports - VER)
April 1979 — March 1980 1,779,497 none
April 1980 - March 1981 2,011,822 none
April 1981 - March 1982 1,833,313 1,832,500° 813
April 1981 - March 1983 1,831,198 1,832,500 -1,302
April 1983 - March 1984 1,851,694 1,832,500 19,194
April 1994 - March 1985 2,031,250 2,016,000° 15,250
April 1985 - March 1986 2,605,407 2,506,000° 99,407
April 1986 - March 1987 2,518,707 2,506,000 12,707
April 1987 - March 1988 2,377,383 2,506,000 -128,617
April 1988 - March 1989 2,115,304 2,506,000 -390,696
April 1989 - March 1990 2,015,920 2,506,000 -490,080
April 1990 - March 1991 1,911,828 2,506,000 -594,172
April 1991 - March 1992 1,728,446 2,506,000 -777,554
April 1992 - March 1993 1,637,519 1,650,000 -12,481
April 1993 - March 1994 1,549,587 1,650,000 -100,413
Sour ce:

Second column from “The U.S. Automobile Industry: Monthly Report on Selected Economic
Indicators,” U.S, International Trade Commission, May issue of each year, cited in Berry, Levinsohn and
Pakes (1999, p. 402).

Notes:

Thistable reports U.S. imports of cars and sport-utility vehicles from Japan, including imports to Puerto
Rico.

a Computed as 1.68 million carsto the U.S., 82,500 utility vehiclesto the U.S., and 70,000 vehiclesto
Puerto Rico.

b Of the 2.106 million total, 1.85 million were cars sold to the U.S.

¢ Of the 2.506 million total, 2.30 million were cars sold to the U.S.
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Under the VER, the first order condition becomes (8.15). For the same specification of

marginal costs, In gi(zit) = B'zit + &y, thisisre-written as:

Pit = exp(a +B'z;; + &)+, i=1,...,M, (8.18)

where a; = In ; are the markups and s; = At are the specific price increases due to the VER.

To convert the random error to an additive form, define:

&t = exp(a +B'zj +&;;) —exp(a; +B'z;)
(8.19)
=[exp(&;;) —Lexp(a; +B'z;;).

Then (8.18) isre-written as:

Pir = exp(a; +P'z) +s +&, i=1,...,M, (8.20)

Thus, under the VER we need to allow for specific price increases s from year to year, aswell as

the proportional price changes captured by a;.

Feenstra (1988a) estimates these hedonic regressions using a sample of U.S. imports of
Japanese cars and trucks. Only cars and utility vehicles were subject to the VER, whereas trucks
had a higher tariff imposed in August 1980, as discussed in the previous chapter. Summary
statistics for the sample over 1979-1985 are show in Table 8.3. Notice that the unit-value (i.e.
average price) of Japanese cars increased by 20% from 1980 to 1981, which was unusually high,
and afurther 10% from 1981 to 1982. We should not attribute this entire amount to the VER,
however. The nominal increase in prices can also reflect general inflation, and in addition,

increases in the quality of each product. Using the estimates for a hedonic regression, we can

define quality as (0 + B'z;;) , which will increase whenever the characteristics z;; rise.
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Observing whether this occurred for Japanese autos under the VER, as predicted by the theory, is

the goa of the empirical work, as well asto estimate the impact of the VER on prices as
measured by the specific price terms s;.

Aninitial estimate of (8.20) for 1979-85, using the base version of each Japanese car
model sold in the U.S., is shown in column (1) of Table 8.4.*° The coefficients at the top of the
table are estimates of By for each characteristic k. For example, an increase in width of one foot
is estimated to raise the price of acar by exp(0.36) = 1.43, while an increase in horsepower of
100 will increase price by exp(0.69) = 2, or double the price. In the lower part of the table we

report the estimates of ai, referred to as the proportional price increases (measured relative to

1979), and then the estimates of s, referred to as the specific price increases (measured relative
to 1980). Except for 1985, we see that the specific prices increase are positive but have high
standard errors. Thisis due to the multicollinearity between the terms o and s;, both of which
are measuring annual price increases.

To address this multicollinearity, we consider pooling data for U.S. imports of Japanese

cars and trucks. Denoting trucks with an asterisk, we re-write the hedonic regression (8.17)

as,
Inpj =of +B'zy + &,  i=1,...,M. (8.21)

Thus, we are allowing truck to have different coefficient on its characteristics than cars, and also

differing proportional price increases 0(: . Because trucks were not subject to the VER, we do

16 Assuming that the random errors &j; have equal variance, then from (8.19) we see that the variance of €jt is
proportional to exp(at + B’zit)z. Accordingly, we obtain preliminary estimates of at and 3 and then use of inverse of

exp(ot + B'Zit)z as weights when estimating (8.20). See the empirical exercises to reproduce the resultsin Table 8.3
and 8.4.
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Table8.3: Datafor Japanese Cars, Trucks, and U.S. Small Cars, 1979-1985

1979 1980 1981 1982 1983 1984 1985

Japanese Cars

Number of models 21 24 24 24 26 29 31
Unit- value ($) 4946 5175 6,211 6,834 7,069 7,518 8,038
(percent change) (4.6) (20.0) (10.00 (3.9 (6.4) (6.9)
Price index 96.6 100 119.8 1289 131.3 138.9 147.8
(percent change) (3.5 (19.8) (7.6) (1.9 (5.8) (6.4)
Unit-quality (%) 4,361 4,473 4,867 5,253 5,637 5,862 6,130
(percent change) (2.6) (8.8) (7.9) (7.3) (4.0) (4.6)
Quality index 98.7 100 108.6 115.2 121.3 126.6 130.6
(percent change) (1.3) (8.6) (8.6) (5.3) (4.4) (3.2)
Japanese Trucks*
Number of models 10 10 11 11 10 11 12
Unit- value ($) 4,804 4937 6,298 6,419 6,089 6,261 6,339
(percent change) (2.8) (27.6) (1.9 (-5.1) (2.8) (1.2)
Price index 97.02 100 127.8  130.9 121 123.1 125.2
(percent change) (3.1) (27.8) (2.9 (-7.6) 2.7) a.7)
Unit-quality ($) 4,627 4,638 4,791 4,930 4,997 5,010 5,433
(percent change) (0.2) (3.3) (2.9) (1.4) (0.3) (4)
Quality index 99.6 100 1035 1059 105.7 105.3 116.0
(percent change) (0.4) (3.5) (2.3) (-0.2) (-0.4) (10.2)
U.S. small cars
Number of Models 24 22 23 27 33 34
Unit-value ($) 4186 5067 5915 6446 6581 6781
(percent change) (21.0) (16.7) (9.0) (2.1) (3.0)
Price Index 81.9 100.0 116.8 1256 1254 127.5
(percent change) (22.1) (16.8) (7.5) (-0.2) 1.7
Unit-Quiality ($) 4195 4132 4183 4351 4497 4563
(percent change) (-1.5) (1.2) (4.0) (3.4) (1.5)
Quality Index 100.5 100.0 102.2 104.4 105.7 106.1
(percent change) (-0.5) (2.2) (2.1) (1.3) (0.4)

Notes: * Includes utility vehicles.
Source: Revised from Feenstra (1985, 1988a); empirical exercise 8.1 and 8.4.
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Table 8.4: Hedonic Regression for Japanese Carsand Trucks, 1979-1985
Dependent variable—Price

(1) (2) (3) 4)
Cars Trucks Cars Trucks
Constant 6.33* 7.71* 5.83* 6.63*
(0.58) (0.50) (0.86) (0.77)
Weight (tons) 0.03 0.41* 0.05 0.48*
(0.12) (0.08) (0.11) (0.12)
Width (feet) 0.36* 0.01 0.39* 0.21
(0.11) (0.10) (0.14) (0.14)
Height (feet) -0.06 0.01 -0.06* -0.03
(0.06) (0.05) (0.06) (0.07)
Horsepower (100) 0.69* 0.20 0.81* 0.24
(0.09) (0.10) (0.10) (0.15)
Transmission 0.14* 0.03 0.18* 0.05
(5-speed or auto) (0.02) (0.03) (0.04) (0.04)
Power steering 0.06* 0.09 0.07* 0.06
(0.03) (0.04) (0.03) (0.06)
Air conditioning 0.15* 0.16*
(0.03) (0.04)
Four-wheel drive 0.22* 0.30*
(0.03) (0.06)
Proportional:
Year 1980 0.01 0.004 0.01 0.01
(0.03) (0.033) (0.03) (0.03)
Year 1981 0.05 0.21* 0.07 0.23*
(0.11) (0.03) (0.04) (0.04)
Year 1982 0.09 0.23* 0.07 0.23*
(0.11) (0.03) (0.04) (0.04)
Year 1983 0.02 0.17* -0.001 0.16*
(0.11) (0.04) (0.05) (0.05)
Year 1984 0.09 0.19* 0.02 0.18*
(0.10) (0.04) (0.05) (0.05)
Year 1985 0.22* 0.18* 0.10 0.11
(0.10) (0.04) (0.06) (0.06)
Specific:
Year 1981 410 367
(619) (239)
Year 1982 378 600*
(650) (254)
Year 1983 770 887*
(601) (243)
Year 1984 624 1,104*
(618) (251)
Year 1985 -123 856
(719) (366)
Observations 179 75 254
R? 0.990 0.996 0.992

*Significant at 95 percent level. Standard errors are in parentheses.
Source: Revised from Feenstra (1988a); empirical exercise 8.2 and 8.3.
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not include any specific price increasesin this regression. Estimates of (8.21) using the data on
trucks are shown in regression (2) of Table 8.4.%"

We now consider testing the hypothesis that the year-to-year price changes in Japanese
cars and truck exportsto the U.S. would be the same, after correcting for the trade policiesin
each product. Carswere subject to the VER after April 1981, whereas trucks imported from
Japan were subject to an increase in the tariff from 4% to 25% after August 1980, as discussed in
the previous chapter. Feenstra (1988a) argues that the 21% increase in the wholesale price of
trucks as they cross the border would be reflected by at most a 16% increase in the retail price.*®

Accordingly, we consider testing the hypothesis that the proportional year increase for trucks,

0(: , 150.16 greater than the proportional year increase for cars, ay, for 1981 and later years:

o) =a, +0.16 for t=1981,82,...,85. (8.22)

Feenstra (1988a) finds that this hypothesisis accepted in all years except 1985, and so it is
imposed on the subsequent estimation except for that year.

In columns (3) and (4) of Table 8.4, we re-estimate the regressions for cars and trucks,
while imposing the cross-equation restraint (8.22) for t=1981,...,84. Notice that this reduces
the standard errors on the specific price increases for cars substantially. By 1984-85, the impact
of the VER isto increase the price of cars by about $1,000 on average. Thisis an estimate of the
pure price increase due to the quota, after correcting for changes in the characteristics of

Japanese cars. Multiplying this by the average 1984-85 imports of some 2.2 million, we obtain

7" Utility vehicles are given the same hedonic coefficients B* as trucks, but use the year coefficients st and ay of
cars, since utility vehicles were subject to the VER.

8 This can be thought of as a pass-through of 0.75 from the 21% increase in tariff to a 16% increase in retail price.
Thisis somewhat higher than the pass-through of 0.58 for the truck tariff estimated in Feenstra (1989), and
discussed in the previous chapter.
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an estimate of the quota rents of $2.2 hillion annually in 1984-85.

This estimate equals lower end of the quota rents for autos shown in Table 8.1. Where do
the higher estimates come from? It turns out that along with the increase in Japanese car prices,
European producers selling in the U.S. also raised their prices substantially — by nearly one-third,
as estimated by Dinopoulos and Kreinin (1988). They calculate aU.S. welfare loss due to this
increase in European prices of some $3.4 billion in 1984, which exceeds the loss due to quota
rents transferred to Japan. This nicely illustrates the result argued by Harris (1985) and Krishna
(1989), that aVER will act as a*“facilitating practice” and leads to more collusive behavior in the
market whereit isimposed. For American small cars we also show a substantial increasein
prices at the bottom of Table 8.3: by 21% from 1979-80 and 17% from 1980-81. Some of this
increase occurred before the VER, but it appears that this quota allowed American producers to
maintain and continue large prices increases.

What about the change in product quality for Japanese imports? In fact, therewasa
considerable upgrading of model characteristics at just the time that the VER was imposed. In

Table 8.3, we show the “unit-quality,” which is computed as (o +[3'z;;) and then averaged

across all models. Thisincreases by 8.8% from 1980 to 1981, and another 7.9% over 1981-82
and 7.3% over 1982-83. Thedollar increase in quality over 1980-85 is $1,650, which reflects
higher values of the characteristics applied to each model. This vastly exceeds the quality
change for trucks or U.S. small cars as shown in Table 8.3. These observations strongly support
the theoretical prediction that Japanese producers raised characteristics to increase the quality of
cars due to the VER, but this did not occur under the ad valorem tariff in trucks.

Aside from characteristics, recall that there is a second way that average quality can

increase following the VER, and that is from shifting demand towards the highest-quality
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products because their effective prices have the lowest percentage increase in prices. Evidence
supporting this “Washington apples’ effect can also be seen from Table 8.3. In addition to the
unit-value and unit-quality, we show there a price and quality index. The difference between the
unit-value and price index is that the former uses the quantity sold of each car in that year asa
weight in forming the average, whereas the price index uses fixed weights from year to year
when forming theindex.™ In other words, a shift in demand towards more-expensive models
will increase the unit-value, but will have no effect on the priceindex. It follows that the ratio of
the unit-value to the price index can be used as a measure of “product mix,” i.e. anincreasein
the unit-value exceeding the price index indicates that demand has shifted towards more-
expensive models.

Returning to Table 8.3, we see that the unit-value indeed increased by more than the price
index: the cumulative risein the unit-valueis (8,038 — 5,175)/5,175 = 55.3% over 1980-85,
whereas the price index increased by 47.8%. Similarly, the cumulative rise in the unit-quality is
(8.5,862 — 4,473)/4,473 = 37% over 1980-85, whereas the quality index increased by 30.6%. By
either measure, there is a noticeabl e shift in demand towards the higher-priced and higher-quality
cars, as predicted by the “Washington apples’ effect. In addition, the change in the quality-
adjusted prices (measured by Alnp;; —AB'z;;) aregraphed in Figure 8.5, for 1980-1985. It can
be seen that many of the highest priced models had below-average increases in the their quality-
adjusted price, as predicted by (8.16).

We note that the non-uniform change in pricesillustrated in Figure 8.5 can be expected to

have a deadweight loss (as compared to a uniform percentage changein prices). A formulafor

" The price and quality indexes shown in Table 8.3 are constructed as the Fisher Ideal index. The formula for this
index isdiscussed in Appendix A, and you are asked to calculate thisindex in empirical exercise 8.1 and 8.4.
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measured the deadweight is developed in Boorstein and Feenstra (1991), who studied quality
upgrading due to the “Washington applies’ effect for the quota on U.S. steel imports during
1969-74.%° That formulawas extended to incorporate rising characteristics due to the autos VER
by Feenstra (1993), who finds that the deadweight lossis high: between one-quarter and one-
third of the value of quality upgrading in each year, or about $500 by 1985. Thislossisin
addition to the foregone rents of about $1,000 per imported Japanese car in 1984-85, which
indicates that the deadweight loss of quality change adds a substantial component to the welfare
cost of the VER.*

Our estimate of the quota rents over 1980-85 can be compared to other studies. Ries
(1993) studies the change in stock prices of Japanese auto producers and parts suppliers during
the weeks in 1981 when this policy was being formulated. He finds strong evidence of positive
returns to the stocks of Japanese auto producers during this period, though only after it became
clear that MITI would administer the quotas to each producer (so that they would capture the
rents). In contrast, only the largest parts suppliers obtain abnormal stock during this period.
Further supportive evidence is obtained by Goldberg (1995), who finds that the VER was
binding in 1983-84 and 1986-87, with the highest rentsin the earlier years.

The only study to question this conclusion is Berry, Levinsohn and Pakes (1999)
(hereafter BLP), who argue that the VER was not binding in the early years, and became binding
in 1986. They obtain the highest estimates for the price effect of the quota (like s; in our
notation) in the years 1987-90. Thisis apuzzling finding, since from Table 8.2 we know that

Japanese imports fell short of the VER limit during March 1987 — April 1988 and in later years.

2 Goolsbee (2001) applies this formulato measure the deadweight loss due to non-uniform capital taxation.

2 The deadweight loss due to quality change under quotasin U.S. dairy imports is estimated by Anderson (1985,
1988). Anderson and Neary (1996) develop general methods for measuring the deadweight loss of non-uniform
tariff or quota structures.
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For the remainder of this section, we discuss possible explanations for the differing findings of
Feenstra (1988a) and BLP.

We begin by extending our sample from 1979-1985, as used in the regressions of Table
8.4, 10 1979-1990. The new estimates of the car and truck regressions (8.20) and (8.21) are
shownin Table 8.5. In column (1) and (2) we report the car and truck regressions without any
cross-equation constraints, while in columns (3) and (4) we make use the constraint in (8.22) for
t=1981,...,84.% Asbefore, making use of this cross-equation constraint is effective in reducing
the standard errors of the specific price increases.

Including the additional five years of dataturns out to have a substantial impact on some
of the hedonic coefficients. for example, the coefficient on width in the car regression is much
higher than in Table 8.4, while the coefficient on horsepower is smaller. With this change in the
hedonic coefficients, the specific price effect of the VER in the early years is reduced somewhat:
in 1984, we estimate a price increase due to the VER of $812 in column (3) of Table 8.5, as
compared with $1,104 in column (3) of Table 8.4. Thispriceimpact in small in 1985 in both
tables, but the effect of the VER grows after that and peaks in 1987, where we estimates quota
rents of $1,164 per vehicle in column (3) of Table 8.5. So by extending the sample, we find that
the VER is still binding in 1987. After that year, however, our estimates give highly imprecise
estimates of the price impact of the VER, ranging from positive in column (1) to negativein
column (3), but in all cases insignificantly different from zero. Consistent with the fact that
Japanese exports to the United States fell short of the VER limit, we do not identify any

significant impact of this trade restriction on prices after 1987.

2 Asinnote 17, utility vehicles are given the same hedonic coefficients B* as trucks, but using the year
coefficients s and ot of cars, since utility vehicles were subject to the VER
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Table 8.5: Hedonic Regression for Japanese Carsand Trucks, 1979-1990
Dependent variable—Price

(1) 2 (3) (4)
Cars Trucks Cars Trucks
Constant 4.05* 6.96* 4.61* 6.58*
(1.25) (1.25) (0.77) (0.42)
Weight (tons) 0.48* 0.49* 0.37* 0.48*
(0.20) (0.09) (0.14) (0.09)
Width (feet) 0.82* 0.07 0.73* 0.16*
(0.22) (0.06) (0.13) (0.08)
Height (feet) -0.27* -0.03 -0.22* -0.07
(0.10) (0.05) (0.07) (0.06)
Horsepower (100) 0.42* 0.36* 0.42* 0.35*
(0.09) (0.08) (0.07) (0.09)
Transmission 0.16* 0.09 0.14* 0.09*
(5-speed or auto) (0.05) (0.02) (0.04) (0.02)
Power steering 0.16* 0.01 0.15* -0.002
(0.05) (0.06) (0.03) (0.05)
Air conditioning 0.15* 0.15*
(0.05) (0.04)
Four-wheel drive 0.22* 0.30*
(0.03) (0.06)
Year Dummies: Cars Cars Trucks Cars Cars Trucks
Proportional Specific Proportional  Proportional Specific ~ Proportional
Year 1980 -0.04 -0.01 -0.03 -0.03
(0.07) (0.02) (0.03) (0.03)
Year 1981 0.06 256 0.31* 0.16* -137 0.32*
(0.13) (472) (0.06) (0.05) (283) (0.05)
Year 1982 0.09 360 0.31* 0.17 43 0.33*
(0.13) (512) (0.06) (0.05) (305) (0.05)
Year 1983 0.05 510 0.19* 0.06 523* 0.22*
(0.13) (482) (0.04) (0.05) (252) (0.05)
Year 1984 0.09 695 0.20* 0.07 812* 0.23*
(0.12) 477) (0.05) (0.05) (254) (0.05)
Year 1985 0.23* 60 0.05* 0.22* 59 0.06*
(0.07) (93) (0.02) (0.05) (67) (0.02)
Year 1986 0.28* 672 0.21* 0.26* 726 0.24*
(0.13) (602) (0.05) (0.09) (515) (0.06)
Year 1987 0.36* 1317* 0.19* 0.34* 1164* 0.22*
(0.13) (583) (0.05) (0.09) (502) (0.06)
Year 1988 0.41* 859 0.05 0.43* 502 0.10
(0.14) (1067) (0.15) (0.10) (886) (0.12)
Year 1989 0.40* 852 0.11 0.47* -253 0.29*
(0.15) (1134) (0.16) (0.10) (1021) (0.12)
Year 1990 0.32* 850 0.21 0.42* -550 0.43*
(0.14) (1123) (0.17) (0.10) (1012) (0.13)
Observations 404 404
R’ 0.995 0.993

*Significant at 95 percent level. Standard errors are in parentheses.
Source: Updated from Feenstra (1988a); empirical exercise 8.5.
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In contrast, BLP continue to find a significant price impact of the VER through 1990, but
no significant effect before 1986. | believe that the reason for this has to do with the way that
BLP model the supply side of the market. They model marginal costs for Japanese producers as
determined by time trends and wages, with the exchange rate entering insignificantly. This
formulation predicts that a steady increase in prices would have occurred over 1980-85 even
without the VER, so the VER does not appear to be binding in their estimates. But this predicted
increase in pricesis contradicted by the actual movement in truck prices, which rose due to the
tariff in 1980-81 but were quite stable or fell in some years after this (see Table 8.3). Thefree
trade change in car prices that we have used are the same as for trucks, but correcting for the
tariff asin (8.22). Therefore, we are using alower increase in free trade car prices than BLP,
which accounts for difference in our findings through 1985.

Like BLP, we find that the VER isbinding in 1986 and 1987, but after this time we begin
to estimate arather large proportional increase in car prices, so the specific price effect of the
VER becomes smaller and insignificant. In contrast, the free trade increase in prices allowed by
BLPisstill dominated by the time trends and wages entering marginal costs, and it turns out that
these are not enough to explain the actual increase in Japanese prices. hence, they estimate that

the VER is binding after 1987, even though actual exports fell short of the VER limit.

Export Subsidies

We turn now to our second major topic for the chapter, which is the application of export
subsidies. These are used by developing and industrial countries alike to support their industries.
Thereislittle doubt that these subsidies are welcomed by the firms receiving them, and this
might explain their usein a political economy model, as we examine in the next chapter. Butin

this chapter we are concerned with social welfare, which means that the revenue cost of the
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subsidies must be counted against any increase in profits of the receiving industries: only if the
revenue cost is less than the net change in producer plus consumer surplus are the subsidiesin
the national interest. Aswe shall see, this cannot occur in atwo-good model with perfect

competition, and after presenting these results we will consider other frameworks.

Perfect Competition
We consider first the case of asmall country, in Figure 8.6. In panel (a) we show the

domestic demand D and supply S curves, together with the constant world price p*. Under free
trade, domestic demand is at cp and supply at Yo, SO exports are Xo = Yo — Co. Thisisshownin

panel (b), which graphs the domestic export supply curve X = S—D. We can think of the fixed

world price p* as establishing a horizontal import demand curve from the rest of the world,
which intersects X at the equilibrium exports Xxo.

Now suppose that firms in the home industry are given a subsidy of s dollars per unit
exported. With this subsidy, the home industry would be able to earn p* + son al quantities that
are exported. Accordingly, firmsin thisindustry would be unwilling to sell at home for anything

less than that amount, and the domestic price must also riseto p* +s. At this price, domestic
demand fallsto c; and supply riseto y1, so exportsrise to the amount X, =y1 —c1. This
corresponds to arightward shift of the domestic export supply curve in panel (b), because at the
same international price of p*, exports have increased from xq to x;. Equivalently, the export

supply curve shifts downward, from X to X’, by the amount of the subsidy s.2

% This downward shift of the export supply curve occurs because we are measuring the international price p* on
the vertical axis of panel (b), in both Figures 8.1 and 8.2.
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The welfare effect of the subsidy can be ready calculated in panel (a) as. —(atb)
consumer surplus loss + (at+b+c) producer surplus gain — (b+c+d) subsidy cost = -(b+d), which
isaways negative. Area (b+d) isthe deadweight loss of the subsidy, and is also shown as the
triangle under the export supply curve in panel (b). Thisareais anaogousto the deadweight loss
that we found for atariff, in the last chapter. Therefore, the small country also loses due to an
export subsidy.

Consider now the case of alarge country, in Figure 8.7. In panel (b), we show again the
rightward shift of the domestic export supply curve, from X to X’. Because this country isa
large producer in world markets, it faces a downward sloping demand curve D* from the rest of
theworld. Therefore, the rightward shift of its export supply curve leadsto afall in the price of
its exports, from p* to p’. The exporting country experiences adeclinein its terms of trade,
which leadsto a further welfareloss. In Figure 8.7, the deadweight loss of the export subsidy is
still shown by the triangle (b+d), while the terms of trade loss is shown by the rectangle (e), so
the welfare loss is the sum of these. So unlike the case of an import tariff, which improved the
terms of trade gain and potentially raised welfare for alarge country under perfect competition,

we see that the export subsidy leads to an unambiguous welfare loss.

Many Goods

The demonstration above that export subsidies cannot be welfare improving implicitly
assumed two goods — the export good in question and another good used to balance trade in the
background (for example, the additively separable numeraire good introduced at the beginning of
chapter 7). If there are other goods in the economy, then their prices are being held fixed (in
terms of the numeraire). But what if there are other goods, whose international prices also

change with the export subsidy on the good in question. Isit possible for these other goods to
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have aterms of trade gain, which might overcome the terms of trade loss on the good being
subsidized? If so, then the exporting country could gain from the subsidy.

Feenstra (1986) considers a three good model where a subsidy on one export, which
lowersits price, can nevertheless improve the overall terms of trade for a country and therefore
be welfare improving. The condition to ensure thisis that the subsidized good and the other
export are sufficiently strong complements. In that case, the subsidy can lead to an increasein
demand and price for the other export good that is enough to offset the terms of trade loss on the
subsidized good. A simple example (not drawn from international trade) is the subsidy to travel,
lodging and food offered by many casinos as away to attract customers. the casino recovers
more than enough from gambling revenues to make this subsidy profitable.

The difficulty with the three-good example is that the results are very sensitive to the
cross-elasticities in demand and production, and it is difficult for researchers (let alone a
government) to have accurate information about these. So is there a case where subsidies might
be welfare improving even without relying on detailed elasticity information? It turns out that
thereis, and this due to Itoh and Kiyono (1987). These authors consider a Ricardian model with
a continuum of goods, originally due to Dornbusch, Fisher and Samuelson (1977). We have
already use the Heckscher-Ohlin model with a continuum of goods in chapter 3, and the
Ricardian version issimpler in that it uses only one factor — labor. Without presenting this
model in detail, we will summarize the results found by Itoh and Kiyono.

The assumption of the Ricardian model is that countries differ in their technologies.
Denote the continuum of goods by z [0 [0,1], and let a* (z) denote the labor needed per unit of
production abroad, while a(z) is the labor needed per unit of production at home. We order these

goods such that a* (z)/a(z) is declining in z, meaning that the home country has a comparative
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advantage in the goods of lowest index z. In equilibrium, the “borderling” good z’ will have
prices that are equal across countries, so that wa(z') = w*a* (z'), where w and w* are wages at
home and abroad. Then the home country will be producing and exporting goods in the range
[0, Z), while the foreign country will be producing and exporting goods in the range (Z/, 1].
Notice that relative wages are determined in equilibrium by w/w* = a*(z")/a(Z).

Itoh and Kiyono first consider a home export subsidy of sto all goods exported. This has

the effect of expanding the range of exports from [0, Z) to [0, z3), with z; > Z'. The new
borderline good satisfies [wa(zy) — ] = w*a*(z1), where wa(z,) is the home price for that good

and [wa(z1) — 9] isthe subsidized export price. Simplifying this equation, relative wages are:

ad —( S j:a* (21) (8.23)

w* (w*a(z;) a(zy)

As suggested by this equation, the direct effect of an export subsidy isto raise relative home
wage. Thereisaso an indirect effect through the increase in zq, which lowers a* (z1)/a(z1), but

the net outcome is still an increase in w/w* due to the subsidy s> 0.
However, with a subsidy granted to all home exports, the increase in relative wages does

not lead to awelfare gain. The reason is that the revenue cost of the subsidy istoo great: this
cost would be atax on labor, so that home labor earnsw —[s/a(z1)] in its after tax wage. The
ratio of thisto the wage of foreign workers is shown on the left side of (8.22). But since the right
side of (8.22) isdeclining in z1, then so isthe relative after-tax wage on the left. So despite the
fact that gross wages are increasing at home, the net after-tax wage falls relative to that abroad

with the expansion of z1, so the uniform export subsidy fails to raise home welfare.
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Now consider instead a targeted export subsidy s(z), which applies only to those goodsin
arange|[zo, z1], with zg < z* < z1. Home workers still receive an increase in their relative wages
w/w*, as suggested by (8.23). But now the revenue cost of the subsidy can be lowered by
suitable choice of the zg. All goods below this cutoff do not receive any export subsidy, but

since relative home wages have been increased, they will sell in international markets at a higher
relative price. Therefore, the increase in home wages corresponds to aterms of trade increase

for those goods not receiving the subsidy. Indeed, Itoh and Kiyono demonstrate that by choosing

zp and z; sufficiently close to Z', the revenue cost of the subsidy is of the second-order of smalls,
whereas the terms of trade gain (which appliesto all goodsin the range [0, zg]), is of the first-

order.?* Therefore, the exporting country is better off.

The ideathat a country might gain through targeted export subsidies is an intriguing one,
which deserves more attention. Rodrik (1995) is among the few papers that takes targeted
subsidies seriously, and he explores the ability of these policies to work in various countries.?®

That paper is recommended for further reading.

Subsidieswith Imperfect Competition
We next consider the effects of export subsidies under imperfect competition. In
particular, suppose that a single home firm and a single foreign firm sell to athird market. The

standard example hereis sales of Boeing versus Airbusto athird market (such as China). We

2 The precise form of the export subsidy needed to raise welfare is described in Itoh and Kiyono (1987). Notice
that goods below 2z’ need to be subsidized since otherwise, with the increase in w, these goods would not longer be
exported. Having such “gaps’ in the range of exported goods needs to be avoided to raise welfare.

% See also the World Bank (1993), which makes a strong distinction between export promotion programs (or
“contests’) that are run efficiently from those that are not.
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are interested in whether the home government can give its own firm a “strategic” advantage by
subsidizing it. We shall require that the subsidy aso bein the national interest, which means
that profits for the exporter need to rise by more than the amount of the subsidy itself. We
initially assume Cournot-Nash competition, as in Brander and Spencer (1985). Eaton and
Grossman (1986) contrast the results from that case to Bertrand competition, as we shall also

discuss.

Cournot Duopoly

We let x denote the sales of the home firm and x* the sales of the foreign firm to the third
market. Wewill treat x and x* as differentiated products, so the home firm earns the price
p(x,x*) and the foreign firm earns p* (x, x*). It will be sufficient for our purposes to study the
profit maximization of the home firm, asthe foreign firm’s problem is similar. Home profits
from exporting are,

1= p(X, X*)x — C(X), (8.24)

Maximizing this over the choice of x, the first order condition is:

M, = p(X,x*) +xp, —C'(x) =0, (8.25

and the second-order condition is Tt,, =2p, + Xp,, —C"<0.

Using (8.25), we also solve for home exports x as a function of foreign sales x*, written
asthe reaction curve x = r(x*). Thisreaction curve and the foreign counterpart x* = r*(x) are
graphed as RR and R*R* in Figure 8.8, and their intersection determines the Cournot
equilibrium denoted by point C. Thetypical property of these reaction curvesisthat they are

both downward sloping. For stability, the home reaction curve RR needs to cut the foreign
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reaction curve R*R* from above, asillustrated.?® Notice that the iso-profit curves of Tthave
higher profits in the downwards direction (i.e. for reduced x*), and similarly the iso-profit curve
1™ have higher foreign profitsin the leftward direction (for reduced x), asillustrated.

Now consider the impact of an export subsidy. Letting p(x, X*) denote the price paid by
the buyer and s denote the specific subsidy, then p(x, x*)+sis the subsidized price received by

the home firm. Home profits are therefore,

=[p(x,x*)+s]x —C(x) . (8.26)
Maximizing this over the choice of x, the first order condition is:
M, = p(X,x*)+s+xp, —C'(x) =0, (8.27)

where (8.27) defines a new reaction curve x =r(x*, s). To check how this reaction curve depends

on the subsidy s, totally differentiate (8.27) to obtain,

where this sign is obtained from the second-order condition for maximizing (8.26).

Thus, in Figure 8.9 the export subsidy unambiguously shifts the home reaction curve to
the right, from RR to R'R’, so the equilibrium moves from point C to point D. Under the case
we have shown with both reaction curve downward sloping, this will increase home exports x
and reduce foreign exports x*. It isreadily confirmed that this will raise home profits, which is
not surprising. Our interest is not just in the profits of the home firm, however, but in social

welfare, defined as the profits earned by the home firm in the third market minus the revenue

% |n problem 7.2, you are asked to derive these properties of the reaction curves.
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cost of the subsidy.”” Since the subsidy cost is the amount sx, welfare becomes,

W =[p(x,x*)+s]x —C(X) —sx = p(X,x*)x = C(X) . (8.28)

Notice that the expression on the right of (8.28) isidentical to the original expression for
home profitsin (8.24). That is, by taking the subsidized profitsin (8.26), and subtracting the
amount of subsidy, we get back the initial profits. This means that the original iso-profit curves
for the home firm, such asillustrated by mtin Figure 8.8, now measure social welfare. We
therefore re-label these iso-profit contours as W rather than Tt

The difference between profitsin (8.24) and social welfare in (8.28), however, is that
they are evaluated at different equilibrium quantities (x, x*). Whereasiinitial profits are
evauated at point C, the subsidy moves the equilibrium to point D. This clearly increases home
welfare (since the W contours are increasing in the downward direction). Indeed, an optimal
subsidy would be one for which the welfare contour is just tangent to the foreign reaction curve
R*R*, asillustrated in Figure 8.9 at point D. We see that under Cournot-Nash competition, the

export subsidy by the home government leads to awelfare improvement.

Bertrand Duopoly

We now contrast the results obtained above to a Bertrand duopoly, when the home and
foreign firms are each choosing prices as the strategic variable, rather than quantities. Denote
exports of the home firms to the third market by x(p, p*), where p is the price paid by the buyer.
Letting s denote the specific subsidy, then (p+s) is the subsidized price received by the home

firm. Home profits are therefore,

' Since the home and foreign firms are both operating in a third market, there is no impact on home consumers, so
we do not need to take thisinto account in social welfare.
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= (p +8)x(p, p*) - C{x(p, p*)]. (8.29)

Maximizing this over the choice of p, the first order condition is:
T, = X(p,p*) +(p+9)x, —C' (X)X, =0. (8.30)

Given the foreign price p* and the subsidy, we can use (8.30) to solve for home export
price p, obtaining the reaction curve p = r(p*, s). The analogous condition for the foreign
exporter can be used to solve for foreign reaction curve p* = r*(p). These areillustrated in

Figure 8.10, with the typical properties that they are upward sloping and have a dampened

*

response of each priceto that of the competing good, so that ;I_p% = I (p*,s)% <1, and

dp*
dp

p—ﬂ = r; (p) p—p* <1.% With a zero subsidy, the intersection of these determines the Bertrand

equilibrium, at point B in Figure 8.10. Theiso-profit curves of 1thave higher profitsin the
rightward direction (i.e. for higher p*), and similarly the iso-profit curve 1 have higher foreign
profitsin the upward direction (for higher p), asillustrated.

Now consider how the application of an export subsidy shifts the home reaction curve.

Totally differentiating (8.30), we obtain:

=-—" <0, (8.31)

where the sign of (8.31) is obtained because X < 0, and Tt,, <0 from the second-order condition

for profit maximization. Thus, (8.31) shows that the export subsidy will unambiguously lower

% |n problem 7.5 you are asked to demonstrate these properties of the reaction curves.
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the price charged by the home firm for its exports (given the foreign price). In Figure 8.11, the
equilibrium is moved from point B to apoint like D.
To see how this affects home welfare, we again subtract the cost of the subsidy from

(8.29) to obtain home welfare,

W = (p+9)x(p, p*) = CIx(p, p*)] = sx(p, p*) = px(p, p*) = CLx(p, p*)]. (8.32)

In (8.32), we once again obtain a measure of welfare that isidentical to home profitsin the
absence of the export subsidy. Thisis shown by theis-profit curve labeled Ttin Figure 8.10 and
W in Figure 8.11, and increases in the rightward direction, i.e. when the foreign price p*
increases. Itisclear from Figure 8.11 that the export subsidy, by leading to afall in prices, has
reduced home welfare. Thereason isthat any increase in home profits — measured inclusive of
the subsidy — is more than offset by the revenue cost of the subsidy, so that profits measured
without the subsidy — which equals welfare — has declined.

In order for the home country to gain from and export policy, it must instead impose an
export tax rather than asubsidy. Thiswould have the effect of moving the equilibrium into the
shaded region in Figure 8.11, and raising home welfare due to theincrease in prices. These

results are summarized with:

Theorem (Brander and Spencer, 1985, Eaton and Grossman, 1986)
(a) Under Cournot duopoly, a subsidy to exports raises home welfare;

(b) Under Bertrand duopoly, atax on exports raises home welfare.

Part (b) due to Eaton and Grossman (1986) shows that any “strategic” use of export subsidiesis

extremely sensitive to the form of competition. Since we do not expect the government to be
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able to distinguish the market conduct, it becomes impossible to implement these policiesin a
welfare-improving manner. Furthermore, even if the government knew that a market was
operating under Bertrand competition, the home firm would generally oppose this policy, and in
practice export taxes are rarely used.”

Eaton and Grossman have extended this theorem to discuss other forms of market
conduct, which we do not cover. Regardless of the form of competition, however, there are at
least four other reasons why export subsidies should not be expected to generate awelfare
improvement. First, aswe found with atariff, the possible gains for the home country can be
dissipated by free entry into the industry, so that profits are reduced to zero. Thiswas
demonstrated by Horstmann and Markusen (1986).

Second, we have assumed above that the home exporter takes the subsidy as exogenous,

i.e. the government sets the export subsidy in the first stage of the game, with the home and
foreign firm competing in the second. But Carmichael (1987) argues that in the case of
financing for export credits (such as provided by the U.S. Export-Import bank to purchasers of
U.S. produced aircraft), these subsidies should instead be viewed as endogenous: the
government essentially guarantees alow interest rate to the buyers of aircraft in the second stage
of the game, with firms optimizing over price in the first stage. In that case, McCallum shows
that even under Cournot competition the export subsidies no longer improve welfare. This
result issimilar in spirit to what we found in the previous chapter for anti-dumping duties, which
fail to be welfare improving for the importing country when the foreign exporter treats them as

endogenous.

% Aninteresting exception is the tax applied to U.S. exports of cotton in the Antebellum period, as discussed by
Irwin (2002).
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Third, even if the above concerns do not apply, the foreign country could very well
respond by applying subsidies of itsown. In that way, the two exporters end up in a*“ subsidy
war,” which lowers welfare for both of them but raises welfare for the importing country.*® Of
course, this concern also arises with tariffs, where atariff applied by one country can invite
retaliation by the foreign country and both countries can loose from this tariff war. Thiswill be
discussed in more detail in the next chapter.

Finaly, it may well be the case that exporters differ in their productivities, which are not
observable to the government. Brainard and Martimort (1997) have analyzed this in the context
of Cournot competition between home and foreign exporters. With multiple home exporters, the
home government needs to design a subsidy policy that induces them to truthfully reveal their
productivities. It turns out that only the most efficient firms receive subsidiesin this case,
whereas the |east efficient may very well be taxed.

Conversely, there are several reasons why export subsidies may be welfare improving
regardless of the form of market conduct. Subsidies are often given to R& D rather than exports.
Since R&D isafixed cost which afirm must incur, these subsidies will influence the decision of
afirm to enter the market or not. Dixit and Kyle (1985) investigate export subsidies in a model
where these may deter entry by foreigners and encourage domestic entry, and find that they
may be beneficial. Related to this, Maggi (1996) investigates subsidies to capacity rather than
exports, in amodel that is general enough to include both Bertrand and Cournot competition.
He finds that these subsidies are weakly welfare improving, i.e. they will raise or leave
unchanged welfare of the exporting country. Finally, export subsidies may be used in markets

where learning is important, so that costsfall over time. Thisisthe case in the manufacture of

% See problem 8.5.
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semiconductors, for example, and aso aircraft.** Then similar to the infant-industry argument

for atariff, subsidies may possibly be welfare improving.

Subsidiesto Commercial Aircraft

A favorite industry to study the impact of export subsidiesis aircraft. In large passenger
aircraft, there have been just three competitors. Boeing and McDonnell-Douglasin the U.S. and
Airbusin Europe. The former two companies merged on August 1, 1997, so the industry
effectively became a duopoly. Various types of subsidies have been used in both the U.S. and
Europe to support their respective firms, so thisis an ideal case to evaluate the theoretical results
described above.

The ideathat the two countries can beisa“subsidy war” appears to apply in this
industry. Recognizing this, the U.S. and the Europe Community reached an agreement in 1992,
which limited subsidies to 33% of development costs (see Tyson, 1992, and Pavcnik, 2002). In
addition, the agreement prohibits production subsidies and limits the ability of government
agencies to subsidize the interest rate on purchases of aircraft. Irwin and Pavcnik (2001) find
that as aresult of this accord, prices for commercia aircraft rose by something between 3.1%
and 8.8%. They estimate that the reduction in subsidies granted is somewhat higher than this
amount — between 7.5% and 12.5%.

There are recent claims that the terms of the 1992 agreement are being violated by a new
aircraft under development by Airbus. As described by Irwin and Pavcnik (2001), commercial
aircraft are comprised of two distinct product types: narrow-body aircraft with asingle aisle,

including the Boeing 737, 757 and Airbus A-320; and wide-body aircraft with two aisles,

3 A simulation model of subsidiesto aircraft is presented by Baldwin and Krugman (1988b), and the dynamics of
production and salesin thisindustry are estimated by Benkard (2000a,b,).
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including the Boeing 747, 777 and Airbus A-300. Airbus has now announced plans for the
production of another wide-body aircraft, the A-380, which will be even larger than the Boeing
747 and will compete directly with the 747 in long flights. The expenditures to develop the A-
380 are estimated to be $12 billion, of which the governments of France, Germany, the
Netherlands, Belgium, Spain, Finland, and the U.K. are expected to cover up to one-third. This
subsidy has led to atrade dispute between the U.S. and Europe over whether financing of the A-
380 violates the 1992 agreement, as described in Pavcnik (2002).

The goal of Irwin and Pavcnik (2001) is to estimate demand and markups for wide-body
aircraft, and then simulate the effect of A-380 entry on the market equilibrium. Airbus has stated
that it needs to produce at least 250 planes to cover the development costs, but that it expects to
sell 1,500 aircraft over the next 20 years. It hasreceived initial orders for 60 planes (as of early
2001), but these appear to have received a discount of at least 10%, and perhaps as high as 35%,
off thelist price of $235 million per plane. Boeing, on the other hand, states that market demand
for such a super jumbo will not exceed 700 aircraft over the next 20 years. We can expect the
estimation of market demand and prices, and the simulation of A-380 entry, to inform us asto
which projection (700 planes or 1,500 planes) is more accurate.

Demand for adifferentiated product depends on the quality-adjusted prices, which we

wrote earlier as g = pi/f(z;). Suppose that we instead measure quality-adjusted prices g; by the
difference between nominal prices p; and quality f(z;). In addition, we assume that quality isa
linear function of characteristics, so the quality-adjusted prices become gj = ap; — B’z —§;. In
this notation, ¢&; reflects unmeasured characteristics of product j, which we treat as arandom

variable. Then the logit specification of demand is:



8-57 Feenstra, Advanced International Trade

e i eP'zi —op; +§;

- [ZJN:le-m] B [Z;\lzleﬁ'zj‘ﬂpﬁij] ’

(8.33)

Si

where 5 denotes the market share of product i, measured by quantity demanded of product i

relative to total quantity of all productsj=1,...,N. Asshown in Appendix B, thelogit

specification in (8.33) arises quite naturally from a discrete choice model, and can aso be

viewed as the demand from a representative consumer using M cFadden’ s aggregation theorem.
To estimate the parameters of (8.33), we take logs and difference with an “outside’ good

indexed by 0, to obtain:

Ins; —Insg =P'z; —ap; +§;, (8.34)

where the quality-adjusted price qg of the “outside” good is normalized to zero. Thus, in (8.34)

we regress the difference in market shares on the prices and characteristics of product i, to
estimate the parameters (a,[3). The approach can be contrasted with the hedonic regression in
(8.17), where we are regressing prices on characteristics, while in (8.34) we are regressing
mar ket shares on characteristics and price. In both cases, we interpret 3 as the consumer
valuation of characteristics. We can think of (8.34) as an alternative procedure to the hedonic
regression, as proposed by Berry (1994).

Irwin and Pavcnik treat wide-body aircraft as differentiated into two market segments:
those for medium-range and those for long-range trips. Denoting the productsin each of these

two groups by Jg, for g = 1,2, it is shown by Berry (see Appendix B) that the quantity-share of

demand for each type of aircraft isre-written as:
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Ins; —Insg =B'z; —ap; +pIns;jg +§;, idJ (8.35)

g H
where: s isthe share of demand for wide-body aircraft i relative to all aircraft purchased

annually; sp is share of demand for narrow-body aircraft (treated as the “outside” good); and sg

is the share of wide-body aircraft i within the medium range or long-range group g = 1,2. We
expect that the parameter p is positive but less than unity, and Irwin and Pavcnik estimate p as
0.41 (standard error of 0.17) in their preferred specification.® This means that |ong-range wide-
body aircraft are closer substitutes for each other than they are for medium-range aircraft. This
means, for example, that the A-380 will compete more with the Boeing 747 than with the other
medium-range aircraft sold by Airbus.

We can aso use the demand equation (8.35) to obtain the optimal prices for multi-
product firms. Irwin and Pavcnik consider both Bertrand and Cournot competition, but we focus
here on the former case. Suppose that the total demand for aircraft (wide-body plus narrow-

body) is given by H units per year. The demand for each model isthen sH. If thefirmin

guestion sells productsi=1,...,M, then its profit maximization problemis:

M
n:X 2Ipi—gi(z)lsH (8.36)
=)

where gj(z;) denotes marginal costs. Maximizing this over the choice of prices p;, we obtain the

first-order conditions,

M 0S: _
S +Z[pj —gj(zj)]a%:O, i=1,...,M. (8.37)
j=1 Pi

% When estimating (8.35) we need to use instruments to correct for the endogeneity of both s; |g and price on the
right- side, and the estimate of 0.41 comes when using the widest set of instruments.
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To simplify this expression, the derivatives of the market shares can be calculated from (8.35),

and substituted into (8.37). In addition, we suppose that marginal costs are linear in
characteristics, so gi(z) = Yz + w, where «y isarandom error.

Irwin and Pavcnik (2001) estimate the demand parameters from (8.35), and substitute
these into (8.37) in order to compute the markups. They find that these markups are high:
current prices are about twice as high as marginal costs (under either Bertrand or Cournot
competition), and even higher in past years. Having obtained estimates of demand and markups,
they then simulate the effect of A-380 entry into the market. On the demand side, we know that
this plane will be a close substitute for other long-range, wide-body aircraft such as the Boeing
747. But on the pricing side, having multi-product firms means that Airbus will be less
concerned than Boeing about the entry of this new product stealing demand away from its
existing products. That is, Boeing will respond more aggressively than Airbusin lowering its
own prices to prevent market share from falling (since Airbus is happy to have demand shifted
towards its own new product). These predictions are borne out in the smulations. Relative to
their previous sales, the percentage decline in demand is smaller for Boeing than for Airbus,
because Boeing responds more aggressively in cutting its prices. Nevertheless, including the
new sales of A-380, the overall market share of Airbusincreases.

How many of the new A-380"swill Airbus sell? This depends, of course, on the price
charged. Irwin and Pavcnik experiment with discounts from thelist price of 0 —30%. With the
largest discount, they calculate that Airbus will sell 34 planes annually, or 680 over 20 years,
yielding $110 billion in revenues. But annual sales of the A-380 are only one-half (one-quarter)

as much when discounts of 20% (10%) are used instead, indicating that demand for the A-380 is
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highly elastic. High markups in this market are sustained because firms are selling multiple
products, but at the full list price for the A-380 its demand is extremely low —only 4 or 5 planes
annually, which would not cover development costs. Lack of detailed cost data means that we
cannot estimate the profit-maximizing price for the A-380, but it is evident that high discounts
are needed to achieve significant sales. Even with the 30% discount, however, demand falls well
below the market projection of 1,500 planes made by Airbus. Rather, sales at that discount are
closer to the 700 planes expected by Boeing, whose company representatives state that demand

at that level will not allow the project to be profitable.

Conclusions

In the previous chapter, we identified three effects of atariff on welfare: (i) a deadweight
loss; (ii) aterms of trade effect; (iii) areduction in the monopoly distortion if the output of home
firms increase (without leading to inefficient entry). While we have not derived again the
welfare criterion for an import quota, asimilar decomposition would apply. However, any
potential terms of trade gain becomes aloss if the importing country gives up the quota rents to
the exporter, asunder aVER. Inthat case, the only possible source of gain for the importing
country would be under effect (iii), if the import quotaled to a significant increase in home
output and offset a monopoly distortion. But we have found that the reverse case is more likely
to hold: with either ahome monopoly or Bertrand duopoly, the quota (say, at the free trade level
of imports) will lead to an increase in price and reduction in home quantity, so that the monopoly
distortion is worsened rather than offset.

For export subsidies under perfect competition, the welfare criterion becomes: (i) a
deadweight loss; (ii) aterms of trade effect. Whereas the terms of trade will improve dueto a

tariff for alarge country, it will instead worsen due to the export subsidy in atwo-good model.
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We have noted, however, that with more goods there is the possibility that a subsidy on some
goods will raise the terms of trade for others. The Ricardian model with a continuum of goods
provides a good illustration of this, and allowed for welfare-improving export subsidies when
they are targeted on a narrow range of goods. Determining whether this has occurred in any
actual cases would be an interesting area for further research.

Under imperfect competition, the welfare criterion is simplified by considering salesto a
third market. In that case the home firm earns profits from its export sales, and welfareis smply
the difference between these and the revenue cost of the subsidy. This provides the clearest
example of apotentia rolefor “strategic” trade policy in shifting profits towards the home firm.
Aswe have seen, however, subsidies may or may not be desirable: under Cournot competition
export subsidies raise welfare, but under Bertrand competition they do not. Sinceitisvery
difficult to know the type of competition being used by firms, it becomes impossible for the
government to implement this policy in a welfare-improving manner.

Empirically, the analysis of import quotas and export subsidies are linked because the
industries involved are often producing discrete products, with multi-product firms. This chapter
has served as an introduction to the empirical techniques that can be used on such industries,
including hedonic regressions and the estimation of demand and prices asin Berry (1994). The
reader isreferred to Appendix B for more details on discrete choice methods, which should be

useful for many trade policy issues.
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Problems

8.1 Suppose that the home and foreign firms are engaged in Cournot competition in the home

market. lllustrate the free trade equilibrium, and answer:

a) Supposethat a VER is negotiated with the foreign firm, so that it agreesto not sell more than
its free-trade quantity. What is the effect on the equilibrium?

b) Supposethat the VER is negotiated at below the free trade quantity. Show the effect on the

equilibrium.

8.2 Suppose that the home firms and foreign firm areinitially engaged in Bertrand competition
in the home market, as discussed in the text. Suppose that the VER is negotiated at below the

free trade quantity. Show the effect on the equilibrium and on profits.

8.3 Building on problem 5.3 in chapter 5, consider the CES utility function written asin (8.2),

N 0
U=Zaici, 9=(0—1)/0 ,
i=1

where g = f(zi)e isatransformation of the quality of each product, and can be treated as a
parameter, i=1,...,N.
(& Maximize this subject to the budget constraint, ZiNzl p;C; <1, to obtain an expression
for the demands ¢; as a function of prices and income.
(b) Usethese expressionsto show that dc; /dp; =0c;/dp;, 1 # j.
(c) Also show that equation (8.9) holds, which we re-write as:

(A aing; |_ R U]
[Zalnij—cﬂl 0)(2 I J

=1 =1
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8.4 Consider the problem of maximizing profits subject to the VER constraint in (8.11). Using

the same steps asin (8.6) to (8.9), show that the solution for pricesis asin equation (8.15).

8.5 Consider a Cournot duopoly exporting to a third market, and suppose that both countries
apply export subsidies. Illustrate where this “subsidy war” can end up, i.e. illustrate the Nash

equilibrium in subsidies for both governments.
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Empirical Exercise

This exercise isto reproduce regression results Feenstra (1988a). To complete the exercise, the
files“car_7990.dta, truck_7990.dta’ should be stored in: c:\Empirical _Exercise\Chapter_8\.

Then do:

8.1 Run the programs “pindex_c.do, pindex_t.do, unit_value.do” to reproduce the price indexes
and unit-values for cars and trucksin Table 8.3. What formulais used for the price indexes, and

how do these differ from the unit-values?

8.2 Runthe program “car_reg.do” to reproduce the column (1) in Table 8.4, and the program
“truck_reg.do” to reproduce column (2). What weights are being used in the regression, and

how does this affect the results?

8.3 Pooling car and truck data, run “system 7985.do” to reproduce columns (3) and (4) in Table
8.4 with the constraints specified in equation (8.22). How are these constraints built into the

program for the nonlinear regression?

8.4 Run the programs “unit_quality.do, gindex_c.do, gindex_t.do” to reproduce the quality
indexes and unit-qualities for cars and trucks in Table 8.3. What formulais used for the quality

of each model and the quality indexes, and how do these differ from the unit-qualities?

8.5 Pooling car and truck data, run “system _nocom.do” and “system wcon.do” to reproduce

columns (1) — (4) in Table 8.5, with constraints specified in equation (8.22).
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Chapter 9 — Political Economy of Trade Policy

In the previous two chapters we have covered the basic analysis of trade policies,
including models of imperfect competition. The ideathat non-competitive markets give rise to
opportunities for governments to gain from trade policies has been an important line of research.
It has ultimately been concluded, however, that such opportunities for “strategic” use of trade
policy are very limited. This raises the obvious question of why trade policies are used so often?
One answer isthat such policies are politically motivated: tariffs are granted in response to
demands by special interest groups, such asindustries and unions. The research issueisto
understand how such demands are mediated through the political process. In this chapter we
outline research on the political economy of protection, including the median voter model of
Mayer (1984) and the “protection for sale” model of Grossman and Helpman (1994).

The “protection for sale” model has been extended in a number of directions. Mitra
(1999) has shown how to introduce endogenous lobbies into that framework, as we shall discuss.
Grossman and Helpman (1995a) further use this framework to analyze atariff war between two
countries, and the potential benefits from international agreements. Along the same lines,
Bagwell and Staiger (1999, 2002) examine the economic rationale for the trade rules embodied
in the General Agreement on Trade and Tariffs (GATT) and the World Trade Organization
(WTO). Theserulesinclude GATT’s principle of “reciprocity,” whereby each country agreesto
reduce its trade barriersin return for areciprocal reduction by another. Bagwell and Staiger’s
framework is general enough to include both the median voter model and the “protection for
sale” model, and we use it to show the outcome of atrade war, along with the benefits from

reciprocal tariff reductionsusing GATT rules.
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Another importance principle of GATT isthe “most favored nation” (MFN) provision,
which states that all member countries of GATT should be granted the same tariffs. This
provision is violated when countries join into regional trade agreements, granting zero tariffsto
countries within but not outside the agreement. Our third topic is to examine the incentives for
countriesto join regional trade agreements versus multilateral agreements. A key question here,
raised by Bhagwati (1993), is whether joining aregiona trade agreement helps or hinders the
ultimate goal of multilateral freetrade. Modelsindicating that regiona agreements may hinder
multilateral free trade include Krishna (1998) and McLaren (2002), and views on the other side
include Baldwin (1995) and Ethier (1998). We will examine this issue using the median voter
model, asin Levy (1997). Inthe basic version of this model aregiona agreement cannot hinder
amultilateral agreement, but in an extended version of the model this can occur.

We conclude the chapter with an application of political economy to a non-democratic
setting: the People’s Republic of China. In this case the special interest groups do not take the
form of well-funded lobbying groups asin the U.S., but rather, include the large state-owned
industries and the smaller but growing private industries, aswell asforeign firms. The
distribution of these firmsis very uneven across provinces. China s recent entry into the WTO
came only after regional concernsin Chinaabout the impact of import competition were
overruled. We argue that the regional variation towards openness (as evidenced by the inflow of
foreign firms), combined with the variation in location of state-owned firms, can be used to
identify the political weights given to the various interest groups. We present the results of
Branstetter and Feenstra (2002), which show how the Grossman-Helpman framework can be

applied in this setting.
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Median Voter Model

Used in many applications, the median voter model presumes that policies are established
by mgjority vote. Provided that preferences are “single peaked” over the policy being voted
upon (i.e. each person has a unigue maximum), then it follows that the policy adopted will
maximize the utility of the median voter. In the application to trade policy we assume that the
policy isan import tariff or subsidy. The optimal tariff for the median voter will depend on the
production structure in the economy, and for simplicity in this section we assume the two-by-two
Heckscher-Ohlin (HO) model (Mayer, 1984, also considers other structures). Then we will show
that if the median voter owns alower capital/labor ratio than overall for the economy, and
imports are labor-intensive, the economy will have a positive import tariff.

Asin chapter 7, we will suppose that each individual has a quasi-linear utility function

given by cB + U(ch) , Where CB is consumption of a numeraire export good, and ch isthe

consumption of the import good for consumer h=1,...,L. (WeuseL rather than H to denote the
number of consumers, since L also equals the number of workers). Consumers all have the same

increasing and strictly concave utility function U, so they have the same optimal consumption
ch =d(p), d'(p) < 0, with remaining income spent on the numeraire good, cg =" - p'd(p).
Then individua utility is,

V(p,I") =1" - p'd(p) + U[d(p)] . (9.2)

Both the export and import goods are produced using labor and capital. The total
endowments of labor and capital are L and K, respectively. The fixed world price of the import
is denoted by p*, and this good has a specific tariff of t, so the domestic priceisp = p* +t. We

let y(p) denote the supply of the import-competing good, with y’(p) > 0. Imports are then m(p) =
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d(p)L — y(p), and tariff revenue collected is T = tm(p), which is redistributed with a poll subsidy.

We will suppose that individual h has one unit of labor and K" units of capital, h=1,...,L, so that

individual incomeis, Ih =w+ rKh + (T/L). We canre-expressthisas,

N :%(WL+I’KhL+T):%(WL+phI’K+T), (9.2

where ph =Kkh /(K /L) isthe capital/labor ratio for theindividual in question relative to the
overall capital/labor ratio in the economy. Total GDP in the economy is G = yo(p) + py(p) =

wL + rK. It followsthat we can re-write individual incomein (9.2) as:
I :E[WL+rK +(p —DrK +T] :E[(p -DrK +yq(p) +py(p) +T]. (9.2)

Differentiating individual utility in (9.1) with respect to the tariff, we obtain:

dv" di”
- = —d + —
a - P
dr K 1dT
=" -0+ YD g |+ 1T ©3
h da K t
= -N——+— ,
AL

where the first line follows from Roy’ s Identity, the second line using (9.2'), and the third line
using tariff revenue of T =t[d(p)L — y(p)] = tm(p).
If the tariff is determined by majority vote, then the tariff prevailing will be that which

maximizes the utility of the median voter. Denoting the median voter by “m,” with utility
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V™ =V(p,I™), this tariff will satisfy dv™/dt =0 and d?V™ /dt®> <0. Setting (9.3) equal to

zero, thistariff is:

m__AM ﬂ K
th=01-p") M)’ (9.4)

where pm is the capital/labor ratio for the median individua h relative to the overall capital/labor

endowment for the economy. Thisratio islessthan onefor all countries (Alesinaand Rodrik,

1994), so that pm < 1. Thensince m'(p) <0, we see that the tariff tMis positive when the import

good is labor-intensive, so that dr/dp < 0, but negative when the import good is capital- intensive,
so that dr/dp > 0. In other words, import tariffs should be used in capital-abundant industrialized
countries, but import subsidies in labor-abundant developing countries.

In practice, import subsidies are rarely observed, despite this prediction from the median
voter model. There are many reasons for this, some of which we will investigate later in this
section. Setting aside this most obvious limitation of the median voter model, Dutt and Mitra
(2002) ask whether there is some other prediction that might accord better with real world

evidence. In particular, suppose that we compare countries with varying degrees of inequality,

which we measure by (1—pm), I.e. with lower values of the median voter’s capital/labor

endowment pm, corresponding to higher inequality. Then differentiating the first-order condition

m 2y;m 2y;m
OIV—:O,Weobtain d V2 dt + d’v d(1-p™) =0, so that from (9.3):
dt d(1-p™)dt

m 2y/m
it _drK/dV ©5)

da-p™) dpL/ a2
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where d?V™ /dt? < 0 from the second-order condition.

It follows that for capital-abundant countries importing the labor-intensive good, so that
dr/dp < O, the median voter model predicts that increased inequality (arisein 1—pm) will lead to
ahigher tariff. Conversely, for labor-abundant countries importing the capital-intensive good, so

that dr/dp > 0, the median voter model predicts that increased inequality (arisein 1—pm) will

lead to areduced tariff or increased subsidy (afall in tm). Stated less formally, we expect

increased inequality to be associated with more restrictive trade policiesin industrialized
countries, but more open trade policies in devel oping countries.

Dutt and Mitratest this prediction by running the regression:
TR' =0 + 0y INEQ' +a,INEQ' (K/L) +o5(K/L) +X'B+eg,, (9.6)

where TRi isan measure of trade restrictions in country i, INEQi isan index of income inequality
in that country, (K/L)i is the capital/labor ratio in country i, and Xi iIsamatrix of other control

variables. Taking the partial derivative of TRi with respect to | NEQi, we obtain,

OTR'
JINEQ'

=0y +0,(K/L). (9.6')

The prediction from the median voter is that this derivative should be negative for low levels of

the capital/labor ratio (K/L)i, but positive for higher levels of the capital/labor ratio. Thiswill
occur if ay <0and as > 0, with the turning point between the negative and positive derivatives

occurring where (9.6’) equals zero, or at the capital/labor ratio (K/L)i =—a1/02>0.
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In their estimates, Dutt and Mitra confirm these signs of a1 and a2 for several different

measures of tariffs used for TRi. The turning point (K/L)i =—a1/ay turnsout to be quite close

to the median capital/labor ratio in the sample (South Korea). For developing countries with
lower capital/labor ratios, greater inequality leads to lower tariffs. Conversely, for industrialized
countries with higher capital/labor ratios, greater inequality leadsto higher tariffs. This provides
striking support for the median voter framework in the context of the Heckscher-Ohlin model. In
addition, Dutt and Mitrafind that this relationship holds better in democracies thanin
dictatorships.

This confirmation of the median voter model seems at odds with itsfirst prediction, that
tariffs should be positive in advanced countries importing labor-intensive goods, but negativein
devel oping economies importing capital-intensive goods. As we have mentioned, import
subsidies arerarely observed. Fernandez and Rodrik (1991) provide one explanation for the
“anti-trade” bias of nearly al countries. Specifically, they argue that even if policies are
determined by majority vote, when individuals do not know whether they will be included
among the gainers or losers, there is atendency for voters to prefer the status quo. This occurs
even in amodel where everyone is perfectly informed about the aggregate gains and losses in
each industry, but cannot predict their individual returns. Therefore, thereis atendency to apply
tariffs to offset import competition and preserve the status-quo income distribution.* This can
help to reconcile the positive tariffs observed in most countries with the median voter model, and

the logic of Fernandez and Rodrik holds equally well in other models, as well.

! Theideathat trade policy is applied to preserve the status-quo income distribution has also been proposed by
Cordon (1974), and is known as the “ conservative social welfare function;” see also Deardorff (1987). In Fernandez
and Rodrik (1991), thisis the outcome of majority vote rather than a criterion imposed by the government.
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Protection for Sale

The median voter model assumes that policies are determined by majority vote. Thisis
an overly simplified description of representative democracies where the electorate votes for
legidators, who then determine the policies. In such settings the policies chosen will be jointly
influenced by votes, voice, and dollars from the campaign contribution of lobbying groups. The
second model we consider, due to Grossman and Helpman (1994), proposes an elegant solution
to the problem of how the government simultaneously considers the contributions of numerous
lobbies, aswell as consumer welfare, in determining trade policy.?

We assume that there are N goods plus the numeraire commodity. On the demand side,
consumer utility functions are CB + Zi’\z'lui (Cih ), where CB is the numeraire export good, and cih
is the consumption of good i=1,...,N. Maximizing utility subject to the budget constraint gives

the per-capita consumption d;(p;) of each good, i=1,...,N, with remaining income spent on the
numeraire good, ¢ = 1" — p'd(p) . Welet d(p) = [d1(py)....,dn(pn)] denote the vector of per-

capita consumptions, depending on prices p=(p1,...,pn). Thenindividual utility issimilar to that
in(9.2),

N
V(p,I") =1" -p'd(p) +§ ui[di (pi)] - (9.7)

Notice that the last two terms on the right of (9.7) give per-capita consumer surplus, or

2 Earlier political economy models, such as Findlay and Wellisz (1982), simply assumed a functional relationship
between lobbying contributions and tariffs. Hillman (1989) allowed for a government objective function with a
general tradeoff between the benefits to a special interest group and costs to consumers of tariff protection. The
advantage of Grossman and Helpman (1994) is that these functional relationships are endogenously determined
rather than assumed.
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N
S(p) = > u;[d; (p;)] —p'd(p), so that consumer welfare can be written as:
i=1

Vip,I") =1+ S(p) (9.7)
with 0S(p)/dp; = —d; (p;), by Roy’s Identity.
On the production side, each of the N industries has the production function y; = f;(L;,Kj),
where capital K; is specific to each sector. The numeraire commodity is produced with one unit

of labor, so wages are fixed at unity. Given the product price p;j in each sector, the return to the

specific factor in that sector is,
(P = AT (LKD) =L, (9.8)

From (9.8) we can determine the optimal outputs 1t (p;) =V; (p;) ineachindustry. The
international prices of the goods are fixed at p? , and each industry may receive a specific trade
policy of tj, i=1,...,N, wheret; > (<) O indicates atariff (subsidy) in an import industry, and a
subsidy (tariff) in an export industry. Imports of each good are then m;(p;) = di(pi)L — Yi(pi)

(which are negative for exports), and tariff revenue collected is T(p) = Zi’\ll(pi - pf m; (p;) -
We assume that this revenueis redistributed by a poll subsidy of (T/L) per person.

The specific factor in each industry i is owned by H; members of the population, so that

H= Zi'ilHi isthe total number of persons owning some capital. For simplicity, we suppose that
every individual also own one unit of labor. Thetotal populationisL, so there are an additional
(L —H) > 0 persons who own one unit of labor but no capital. The owners of specific capital in

each industry earn the return Tt (p;) from (9.8), and obtain their wages of unity plus consumer
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surplus, along with re-distributed tariff revenue. Summing these various terms, the owners of

specific capital inindustry i earn:
Wi (p) = (p;) + Hi[1+S(p)] + (H; /L)T(p), i=1,....N. (9.92)

Theremaining (L — H) persons obtain their wages plus consumer surplus, and re-distributed

tariff revenue, so their welfareis;

Wo(p) = (L —H)[1+S(p)] +[(L = H)/L]T(p). (9.90)

Summing (9.9) over all workers and industries, we obtain total welfare,

N N
W(p) = 2 Wi(p) = 2. 1 (p;) +L[1+S(p)] + T(p). (9.10)

i=0 i=1
We suppose that a subset of theindustries j ] J,are organized into |obbies, while the
complementary set j[1J,, areunorganized industries, with J, 0 J, ={1...,N}. The purpose of

each lobby is to provide contributions to the government in return for influencing the

tariff/subsidy schedule. Specificaly, they announce a campaign contribution schedule R;(p)

that they are willing to pay, depending on the vector of prices p;, = p? +1t; prevailing acrossthe
industries, i=1,...,N. The government values campaign contributions, but also weighs these

against the consumer welfare of all individuals. Giving social welfare the weight of a > 0,

Grossman and Helpman assume that the government chooses tariffs and subsidies t; to maximize,

G(p) = DZJ R; (p) +aW(p) . (9.11)
1=o
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The key question is how the lobbies in industries j[1J, determine their campaign

contributions. The answer to this comes from the work of Bernheim and Whinston (1986). They
argue that in the Nash equilibrium of the game we have described — with each lobby optimally
choosing its contribution schedule R;(p) taking as given the schedules of the other groups, and

knowing that the tariffs will be chosen to maximize (9.11) — then the lobbies can do no better

than to select a contribution schedul e of the form:

Rj(p):max{O, W;(p)-Bj}, 103,, (9.12)

where Bj isaconstant.® Bernheim and Whinston refer to this as atruthful contribution schedule,

sinceit reflects the true welfare levels Wj(p) obtained by the lobby for various tariffs. They

argue that a truthful Nash equilibrium, where each lobby uses a schedule like (9.12), isincluded
among the equilibria of the game.
Accepting this result of Bernheim and Whinston (1986), we can substitute (9.12) into

(9.11) to obtain:

G(p) = X [(A+mW;(p) =B+ > aW(p), (9.11)
03, i0J0

where the summation over j[JJ, alsoinclude the welfare W of workers with no capital. Notice

that this statement of the government’ s objective function indicates that it gives differential
weights to the welfare of organized and unorganized industries: the organized lobbies have the

weight (1+a), whereas other industries plus workers have the weight a.

% Notice that by using the truthful contribution schedules in (9.12), the welfare of each lobby net of the
contributions becomes Wj(p) — Rj(p) = min {Wj(p) , Bj}, so Bj is an upper-bound on net welfare. Grossman and
Helpman (1994, pp. 843-847) discuss how Bj might be determined, as does Mitra (1999).
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Choosing the tariffs t; to maximize (9.11’) is equivalent to choosing the domestic prices
pj, 10 J, to maximize this. Before computing the first-order condition, we can differentiate

welfare for an organized industry, unorganized industry and workers as.

ow. H. . dm.
—J=yj-dej(p>+(—’j m+(p; -py))—=|,  forj0d,  (9.129)
L J J J
apj d j
oW, . . dm.
—'=—Hidj(p)+(%j m; +(p, -p)—1. foridd,,  (9.12b)
apj dpj
ow L-H . dm.
2 =—(L-H)dj(p)+( ) m; +(p; -pp)—=|, (9.12c)
op; L dp,

where m; = dj(jpj)L — yj(p;) istheimports of good j (which is negative for exports).

Then multiply (9.124) by (1+a), and (9.12b) and (9.12¢) by a, and sum these over adl

organized and unorganized industries to obtain:

aG * dm .
— =(1+a)y; - > H;d;(p)-aLd;(p)+ (Ao +a) m; +(p; —p;)—= | j0J,, (9.13)
op; i, op;

where A, = ZJDJO (H; /L) denotesthe fraction of the population owning a specific factor in an

organized industry, and this first-order condition holds for an organized industry j. For an

industry that is not organized into alobby, theterm (1+a)y; that appearsfirst on the right

would be replaced by ayj, since the unorganized industry receives the weight a rather than (1+a)

in the government’ s objective function.
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We can make use of the definition of imports, m; = dj(pj)L —;, to simplify (9.13) as:

dG LU
d—=yj(1—ho)+(a+>\o)(pj—pj)d—, 10 Jo, (9.14)

P Pj
while for an industry without alobby, the term Yi (d1-A,) ontheright isreplaced by —yj)\o.

Setting (9.14) and the modified condition for the unorganized industry equal to zero, we solve

for the equilibrium tariffs £ :(pj —p?),j =1,...,N, as

-1
ti (8 =AY y: ) om; p. 1 for j0J
L _(J_OJ(LI_JﬂJ . where 5 :{ Ot (9.15)

o a+A, mj | 9p; m; 0 otherwise’

This simple equation linking the tariffs/subsidies to underlying determinantsis the key

prediction of the “protection for sale” model of Grossman and Helpman (1994). To interpret it,

notice that the import elasticity appearing in (9.15) is negative, while §; is an indicator variable
that equal unity for organized industriesj, and zero otherwise. Recall that A, = ij (H;/L)

equals the fraction of the population owning a specific factor in an organized industry. Then by
inspection, for 0 < Ay < 1 thetariffsin (9.15) are negative (i.e. import subsidies or export taxes)

for unorganized industries, but are positive (i.e. import tariffs or export subsidies) for industries
organized into alobby. On the other hand, if either A=0 or A=1 (no individuals or all individuals
belong to alobby), then the tariffsin (9.15) are al zero, so free trade is the political optimum.

The result that unorganized industries receive import subsidies or export taxes serves as
away to lower their domestic prices and therefore benefit consumers. The fact that these

instruments are seldom observed in reality may reflect political opposition to them, or some
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other reason. We do not take this to be arefutation of the “protection for sal€’ model, any more
than we took the fact that tariffs are used in both capital-scarce and capital-abundant countries to
be arefutation of the median voter model. Instead, to test the “protection for sale” model we

look for other correlations implied by (9.15). Notice that the magnitude of the tariffs or subsidies
depends on the ratio of production to imports (yj/m;), and also on the inverse of the import
demand elasticity. Having higher domestic production relative to imports will lead to higher
import tariffs or export subsidies for organized industries (since then §; —Ao = 1-Aq > 0), but
lower import tariffs or export subsidies for unorganized industries (where §; —Aq = —Ao < 0).

These are the key predictions that will be tested.

Goldberg and Maggi (1999) denote the import demand elasticity (measured as a positive

number) by g, and multiply (9.15) by this magnitude to obtain:

t: Yi Yj
LR s E

where B; = A /(0 +A,)], B> =1/(a +A,), and Bop is a constant term.* Notice that $1<0

indicates how the trade barriers vary with the output/import ratio in any industry, while 32>0
reflects the additional impact of having the industry organized as alobby. So achangein the

output/import ratio in an unorganized industry affects the trade barrier by 31<0, andin an

organized industry affects the trade barrier by (31+32)>0.

* Notice that a constant term in the tariff equation is not implied by the theory in (9.15), but it is generally a good
ideato includeit in empirical work. It turns out that Bg isinsignificantly different from zero in the estimates of
Goldberg and Maggi (1999).
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We multiply through by the import demand el asticity because that variable is measured

with error, which is therefore incorporated into the error term gj of (9.16). Dataon g istaken

from the compendium of import elasticitiesin Shiells et a (1986). For the trade barriers (tj/p;),

Goldberg and Maggi use non-tariff barriersin the United States. The reason for using non-tariff
barriers rather than tariffs is that the latter have been reduced by international agreements, so we
might expect their level to be lower than that predicted by (9.16). Non-tariff barriers are
measured by the “ coverage ratio” in each industry, i.e. the fraction of disaggregate productsin

each industry covered by quotas or some other restriction on trade. The independent variablesin

(9.16) are the indicator variable ¢; for whether an industry is organized or not, and the

output/import ratio. Goldberg and Maggi measure the former using athreshold of contributions
by industries to the 1981-82 congressional electionsin the U.S,, from Gawande (1995). The
output/import ratio is treated as endogenous (since changes in trade barriers affect both output
and imports), and estimation is performed using the instruments from Trefler (1993). With this

data, (9.16) is estimated over a cross-section of 107 U.S. industries.

In their results, Goldberg and Maggi find estimates of 3, and 32 of —0.0093 (0.0040) and
0.0106 (0.0053), respectively (with standard errorsin parentheses). These both have the
expected sign, with (B1+B2) = 0.0013 > 0 as predicted, though the latter estimate is not
significantly different from zero. Recallingthat B, = A, /(a +A,)], and B, =1/(a +A,), we

can use these estimates to recover a = 93 and Ao = 0.88. In alternative estimates, they obtain a =

53 and Ay = 0.83. Regardless of which we usg, it is evident that the weight a on consumer

welfare in the government’ s objective function is very high: between 50 and 100 times higher

than the weight given to political contributions.
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Gawande and Bandyopadhyay (2000) extend the Grossman-Helpman model to allow for
trade in intermediate inputs. Final-goods industries that use the intermediate input suffer from a
tariff on it, so the predicted tariffs in those final-goods industries are higher. In other words,

controls are added to the right of (9.16) to reflect the tariffs on intermediate inputs, but otherwise
the estimating equation is similar, with 31 < 0, 32> 0 and (B1+p2)>0 expected. Gawande and
Bandyopadhyay use an expanded dataset of 242 U.S. industries, and again use non-tariff barriers
as the dependent variable. In their results, they estimate 31 and 3> of —0.000309 (0.00015) and
0.000315 (0.00016), respectively. These both have the expected sign, and again we find that

(B1+B>) = 0.000006 > 0, though this coefficient is not significant. Using these estimates, we

recover the values of a = 3,175 and A, = 0.98, so Gawande and Bandyopadhyay find even a
higher weight on consumer welfare than do Goldberg and Maggi! In alternative estimates, they
obtain a = 1,750 and Ay = 0.95, which is still aremarkably high weight on consumer welfare.

There have been a number of other empirical applications of the Grossman-Hel pman
model, including McCalman (2000) who appliesit to Australia, Grether et al (2002) who apply it
to Mexico, and Mitraet al (2002) who apply it to Turkey.® Rather than describe these, we shall

explore other theoretical extensions of the “protection for sale” model.

Endogenous L obbies
In the description of Grossman and Helpman’s model above, we treated the existence of
the lobbies as exogenous. Thisisalimitation, of course, and in reality we would expect |obbies

to form when their potential returns are sufficiently high or costs of organizing are sufficiently

® See also the survey by Gawande and Krishna (2001)
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low. By alowing for the endogenous formation of lobby group, following Mitra (1999), we will

obtain some important additional insights from the “protection for sale” model.

Recall that A, =3 i, (H; /L) denotesthe fraction of the total population belonging to

organized industries. This can bere-writtenas A, = (H/ L)[ZjDJO (H; /H)], and decomposed

into two terms: (H/L) isthe fraction of the population that owns some specific factor, and

D g, (H;/H)] isthefraction of specific-factor owners who are organized. Let usimpose some

symmetry on the model, so that H; is the same across all industries j, and aso capital Kj and the

production functions f; are the same across all j=1,...,N. Then denoting the number of organized
industries by Ng <N, it isimmediate that [ZJDJO (H; /H)] = (No/N), which measures the fraction
of industries that are organized. So we can rewrite theterm Ag asAo = Ak No, Where A = (H/L) is
the fraction of the population that owns some specific factor (i.e. capital), and ng = (Ng/N) =
[ijo (H; /H)] isthefraction of industries that are organized.

Substituting Ao = Ak Ng into (9.16), the predicted trade policies are:

-1
3 —A¢n - om; p; '
:_KJ_“J[LI_JﬂJ . where 5, = {1 for j0J, ©17)

a+Ang A mj | dp; m; 0 otherwise’

4
Pj

In the Grossman-Helpman model, arisein either Ay or no will lower (tj/p;) across all industriesin

(9.17). That is, holding the import demand elasticity and output/import ratio constant, we have:
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d(tj/p;) _  (a+9)) (ﬁ](amiﬂJ:o (9.18)

dAkno)  (a+Aeng)?(m; | ap; m,

where the sign of (9.18) follows because the import demand elasticity is negative (or for exports,
this supply elaticity is positive but (y;/mj) is negative). Continuing to hold this elasticity
constant, if we also alow the output/import ratio to respond, then this would reinforce the

negative sign on (9.18): therisein either Ak or no will lower (tj/p;) asin (9.18), which lowers the
domestic prices pj = p’; +1;, and further lowers the output/import ratio (y;/m).

Now let uswork this thought experiment in reverse. A declinein Ak corresponds to
fewer people owning the stock of capital, which is amore unequal income distribution. This
would raise (tj/p;) across all industries asin (9.18) and also raise all domestic prices, meaning

that import tariffs and export subsidies rise in organized industries, while import subsidies and
export taxes are reduced in unorganized import industries. It can be argued that thishas a

greater beneficial impact to the organized industries receiving protection than for the

unorganized industries.® That would create an incentive for new groupsto enter, so if ng is
treated as endogenous then it would rise. But that would offset theinitial declinein Ak, since the

increase in no would lower (tj/pj) in (9.17). So with the number of lobbies treated as endogenous,

it isno longer clear whether a more unequal income distribution leads to more or less protection.

That isthe issue that Mitra (1999) aimsto resolve.

® Seeproblems9.1-9.3.
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To model the entry of groups, we impose a high degree of symmetry on the model. We
aready assumed K; and H; do not vary across industries, and further assume that demand and

production functions are symmetric across products, as are international prices. Then the

tariff/subsidies computed from (9.16) will be to/p, for al organized industries, and t/p, for al

unorganized industries. These policies depend on the product nghk from (9.17), reflecting on the
fraction of organized industries (which will be endogenous), and the fraction of population that

owns capital (which is exogenous). These policies fully determine the welfare Wq(noAk) to

capital-ownersin organized industries, and welfare Wy(ngAk) to capital-owners in unorganized

industries, asin (9.9a). The gross benefits to forming alobby are then:

AW(NoAk) = Wo(NoAk) — Wu(NoAk), (9.19)

while the net benefits are obtained by subtracting the cost of political contributions:
NB(noAk) = AW(NoAk) — Ro(NoAk). (9.20)

Following Mitra, some properties of these schedules can be derived. Given the symmetry

we have assumed, the gross benefits in (9.19) are simply the difference between the returns to the

fixed factorsin organized and unorganized industries. AW(ngAk) = T(Pg) — T(Py) > 0. We
argued above that as Ak declines, leading to arisein the tariff/subsidies asin (9.18), this creates a
greater beneficial on the organized than unorganized industries, so that T(pg) — T(py) increases

and gross benefitsrise.” Thus, AW'(nohk) < O.

" Seeproblems9.1-9.3.
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For net benefits, Mitrainvestigates the determinants of the truthful contribution schedules

Ro(NoAk), including solving for the lower-bounds B; to organized-industry welfarein (9.12). He

is able to show that even when the impact of the number of lobbies ng to contributions Ry(noAk)
istaken into account, it is still the case that net benefits rise if the number of 1obbying groups
fals. Thus, NB'(noAk) < 0. The declining net benefits as a function of the number of organized

industriesis shown in Figures 9.1 and 9.2.
What about the costs of forming alobby? In addition to the political contributions, there
may be some significant costs of grass-roots organizing and communication between members

so asto overcome the free-rider problem. Let us denote these costs (measured in terms of the

numeraire good) by C(ng), where we assume that C'(ng) > 0, so the cost of creating a new lobby

is non-decreasing in the number of lobbies already there. This cost scheduleisalso illustrated in

Figures9.1 and 9.2. Then we suppose that |obbies form up to the point where net benefits just

equal to the costs of creating a new lobby, which isillustrated by the lobbies ng in both figures.
Now consider the effect of afal in A, which isaworsening of the income distribution.

The impact effect from (9.17) (holding ny constant) would be an increasein (tj/jp;) and higher

domestic prices for al industries. This creates addition gains to organizing an industry, and in

Figures 9.1 and 9.2, the net benefits schedule risesto NB'. Equivalently, net benefits remain the

same if along with the decline in A there is an equi-proportional increase in ny, so that the net

benefit curves shifting rightwards by the amount —dAx /Ax = dng/ng.
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NB,C

NB’

no no’ nO
Figure9.1
NB,C
C(no)
NB’
———NB
no nol nO

Figure9.2
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In Figure 9.1, where the cost of organizing lobbiesisincreasing, the induced increasein

the number of lobbies from ng to Ny’ is clearly less than the rightward shift of the NB schedule.
Therefore, dng/ng < —dAk /A, and it follows that dng/ng + dAk /Ak < 0, so that ngA fallsin

equilibrium. Thisleadsto an increase in the trade policies (tj/p;) from (9.17), so that organized

industries receive higher import tariffs or export subsidies, and unorganized industries have
reduced import subsidies or export taxes. Overall, thereisarisein domestic prices, and in this
sense the net level of protection has increased due to the more concentrated income distribution
and increased lobbying.

In Figure 9.2, by contrast, the cost of organizing lobbiesis constant. In that case the

increase in the number of lobbies from ny to ny' isjust equal to the rightward shift of the NB

schedule, so that dng/ng = —dAk /A and ngAk is unchanged in equilibrium. Therefore the trade
policies from (9.17) are also unchanged. We see that the overall impact of income inequality on

protection is very sensitive to the structure of lobbying costs C(ng), which could reflect awide

range of legal and political featuresin a country. It would be difficult, then, to predict the effects
of changes in income distribution on protection either within or across countries. Thisfinding
makes it all the more remarkable that in the median voter model, discussed earlier, Dutt and
Mitra (2002) find a systematic (though non-monotonic) relationship between trade barriers and
inequality. Obtaining such time-series or cross-country empirical results from the “protection for
sale” model would be more difficult. That model isideally suited, however, to explaining cross-

industry trade protection, as we have already discussed.
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Two-Country M odel

In the median voter model and the “ protection for sale” model of Grossman and Helpman
(1994), the governments treats the international price p* asfixed. But what if instead the country
islarge, so that its tariffs affect the terms of trade? Obtaining aterms of trade gain creates an
additional reason to usetariffs. In atwo-country model, both countries would have this
incentive, and we could conjecture that they would both end up with tariffs higher than those we
solved for above. Bagwell and Staiger (1999, 2002) argue that this creates an important role for
international institutions such asthe GAT/WTO: to offset or eliminate the incentive to
manipul ate the terms of trade.

To formalize thisidea, we return to the median voter or the “protection for sale€” model.
For simplicity, suppose that there are only two goods:. the additively-separable numeraire good
that is exported from the home country, and a second good with demand d(p) at home and supply
y(p). Home imports are then m(p) = d(p) — y(p). Likewise, the foreign country has demand
d* (p*) for this good, and supply y* (p*), depending on its own price p*. Foreign exports are
denoted by x*(p*) = y*(p*) — d*(p*).

Home and foreign prices differ due to tariffsin both countries. Suppose that the home

country applies an ad valoremtariff, and let T equal one plus the ad valoremtariff. Then the
home pricesare p = pwr, where pW arethe world prices. The foreign country applies an ad
valorem tariff on its own imports, and let T equal one plus the foreign ad valoremtariff. Since
pW isthe world relative price of the home import and foreign export, then 1/pW istheworld
relative price of the foreign import. Applying the tariff of T meansthat the foreign price of its

import good is T*/pW, so the relative price of the foreign export is pW/T* .
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Using these prices, market clearing means that home imports equal foreign exports:
m(pWT) = X*(pW/T*) = pW(T, ™). (9.21)

This equation determines the world equilibrium price pW(T, T*), depending the tariff in each

country. Under the standard assumptions on the import demand and export supply curves, itis

readily confirmed that:

W *
dp >O>dp

——<0<—, ad )
dr* dr*

(9.22)

In other words, the home tariff lowers the world price of imports for the home country and raises
the domestic price, while the foreign tariff raises the world price of its exports and lowersits
local price of the export good.®

Let us now consider the government objective function in each country. In the median

vote mode! the objective function was welfare of the median voter V(p,1™), where from (9.2)
income of the median voter was: |™ =[(p™ —=D)r(p)K +yo(p) + py(p) + T].° Usingthead
valorem tariffs defined above, tariff revenue in thisexpressionis T = (T — 1)pW[d(p) —-vy(p)].

Because domestic pricesarep = pWT, we can substitute this into tariff revenue and income, and

obtain an expression for income that depends on the world price and domestic tariff, 1™ (p", 1).

It follows that the objective of the home government is:

G(p",1) = V[p"t,1™(p",1)] . (9.23)

8 You are asked to demonstrate (9.22) in problem 9.4.
® We now normalized the size of the population at L = 1 to simplify notation.
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Thus, the objective function of the home government can be written as a function of the world
prices, and the tariff. Bagwell and Staiger argue that this formulation of the objective function is
general enough to encompass a number of models, including the median voter model and the
“protection for sale” model of Grossman and Helpman.*°

Furthermore, it isreadily verified that the tariffs in the median voter model (equation 9.4)

or in the “protection for sale” model (equation 9.15), satisfy the first-order condition:

Gi(p", 1)=0. (9.24)
That is, these tariffs are obtained by maximizing the government’ s objective while treating the
world price pW asfixed. For the foreign country there will be an analogous objective function

G*(pW, T*), with first-order condition for the tariff:
G, (p",™)=0. (9.24b)

Bagwell and Staiger refer to the tariffs satisfying (9.24) as politically optimal.
However, the tariffs satisfying (9.24) will generally not be chosen by a government that
recognizes its ability to influence the terms of trade. Instead, the tariffs would be chosen in the

two countries to achieve:

EG[ V(1,™),11=G ﬂ+G =0 (9.253)
gr P T | S '
and in the foreign country,

d * apW *

—G*[p"(1,), ] =G, —— + G« =0. 9.25b

LGP T) T]=G, 4Gy (9.25)

10 Noticethat G in (9.11) isafunction of domestic prices p, but also depends on international prices p* which we
did not make explicit. Then G(p,p*) can be rewritten as G(tp*, p*), so that G again depends on p* and T.



0-26 Feenstra, Advanced International Trade

Notice the obvious difference between the politically optimal tariffsin (9.24), and the first-order
conditions (9.25) that incorporate the terms of trade effects. Bagwell and Staiger refer to the
tariffs satisfying (9.25) as the Nash equilibrium tariffs, since they are the best response by each
country given the tariff choice of the other.

The question then arises as to how the politically optimal tariffs (which ignore the terms
of trade effects) compare with the Nash equilibrium tariffs (which incorporate these effects). To
make this comparison, it is convenient to define the reduced form government objective

functions as,
G(1,7) = G[p" (1,7),1], (9.263)
and in the foreign country,

G*(1,7) = G*[p" (1,T%),T*]. (9.26b)

These give the objectives as functions of the tariffsin the two countries. Notice that the
Nash equilibriumin (9.25a) can be equivalently written as ér =0, which defines the best home
response T = r(1*) to the foreign tariff. Similarly, the Nash equilibrium in (9.25b) can be written
as, é:* =0, which defines the best foreign response ™ = r*(1) to the home tariff.
The Nash equilibrium is defined by the intersection of these reaction curves Tt = r(1*) and 1* =
r*(t). Assuming that thisintersection isunique, it isillustrated by point N in Figure 9.3. Since
thisis the maximum of é(T, T*) subject to agiven 1*, the iso-curve of é(t, ) will be concave
with dlope infinity at point N, and isincreasing in the leftward direction, asillustrated. Similarly,

the iso-curve of G* (t,T) hasadope of zero at point N, and isincreasing in the downward

direction, asillustrated. It isevident that thereisaregion below and to the left of point N,
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T*

Figure9.3

-l-*

Figure9.4
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whose boundaries are defined by the iso-curves of é(T, ™) and G* (t,1), where both countries
are better off than at the Nash equilibrium. Through this region, there lies the efficiency locus
EE on which the iso-curves of é(r,r*) and G* (t,T*) aretangent.

We have shown, therefore, that the Nash equilibrium does not lie on the efficiency

frontier. Thisisthefirst-half of the following result:

Theorem (Bagwell and Staiger, 1999; Grossman and Helpman, 1995a)
(@ The Nash equilibrium is not efficient;

(b) The political optimum is efficient.

Grossman and Helpman (1995a) demonstrate part (a) by explicitly calculating the

optimal tariffs for alarge country in the “protection for sale” model. Rather than equation
(9.15), which corresponds to the politically-optimal tariffs GT(pW,T) =0, they instead find that the

tariffsare asin (9.15) plus the inverse elasticity of foreign export supply. Thus, the optimal

tariffs are increased by exactly the same terms of trade effect that we discussed in chapter 7, and
that isincluded in (9.25) by theterms G, and G.. .

To demonstrate part (b) of this theorem, let us calculate the condition for tangency of the
iso-curves of G(T,7*) and G*(1,7*). Thisis G, /G =G} /G... Using the definition of these
reduced-form objective functionsin (9.26), we can re-write this tangency condition as:

G, +Gyop" /ot G,op" /ot
Gpop" 10T* G +Goop" /oT*

(9.27)

Now substitute in the condition for the politically optimal tariffs, G; = G:* =0. Then (9.27)
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simply becomes (ap" /at)/(@p™ /0t*) = (ap" /at)/(@p™ /o), which is obviously satisfied.
Therefore, the political optimum lies on the efficiency locus, asillustrated by point A in Figure
9.3. It followsthat the Nash equilibrium N isworse for both countries than the political
optimum at point A.**

This raises the question of whether it is possible to improve on the Nash equilibrium by
some simple rules agreed upon by both countries. Bagwell and Staiger (1999, 2002) argue that
this creates an important role for the GATT, and in particular, justifiesthe GATT principles of
reciprocity and nondiscrimination. Asthey describe (1999, pp. 216-217): “the principle of
reciprocity isa GATT norm under which one country agreesto reduce its level of protection in
return for areciprocal ‘concession’ from its trading partner... The principle of nondiscrimination
is a separate norm, under which a member government agrees that any tariff on a given product
appliesto the import of one trading partner applies equally to all other trading partners.” We will
examine the first of these principles.

How isreciprocity applied in practice? Bagwell and Staiger suggest the following
definition in our two-country model: thetariffs T and T are reduced so that import levelsin both

countries rise by the same amount. Since these imports occur in different goods, they must be

compared at some prices, so let us use the initial world prices pWO. Then the tariff reductions are

reciprocal if pWOAm = Am*, where m* isforeign imports of the numeraire good. But from trade

balance, the value of imports equals the value of exports abroad, so that Am* = m* Lm0z

wl

p Xx* L pwox* °  But wealso know that forei gn exports equal home imports, so that x* -mt

1 We have not quite shown this last result, because it is possible that the countries are so asymmetric in size that
the political optimum at point A lies on the efficiency locus EE, but outside the region bounded by the iso-curves of

G and G* inFigure9.1. We assume that this asymmetric case does not apply.
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and x*°=m’, Therefore, Bagwell and Staiger’ s definition of reciprocity implies:

pWOAm — pWOml _ prmO = Am* = pWlml _ prmO . (9.28)

AHome imports AForeign imports

By inspection, this equality is satisfied if and only if world prices are constant, le = pWO. So the

implication of reciprocity in the two-country model is that mutual tariff reductions should leave

the world price unchanged.

Totally differentiating the world price pW(T,T*), it is unchanged when:

W W w W
7 o O g o AT __dp /dp >0, (9.29)
drt dr* dt* dt* drt

where the positive sign follows from the inequalities in (9.22). Thelocus of tariffs along which

the world price pW(T,T*) isheld fixed at its Nash-equilibrium level isillustrated by PP in Figure

9.4. Sincethisline has a positive slope, and the iso-curves of é(T, ™) and G* (t,7) have
slopes of infinity and zero at point N, the PP locus clearly fals inside the region bounded by
thoseiso-curve. Therefore, reciprocal reductions in tariffs from the Nash equilibrium raise the
government objective function for both countries. This result provides strong justification for the
GATT principle of reciprocity.

How far should the tariff reductions proceed? Bagwell and Staiger argue that if the two
countries are symmetric in size, then the line PP will intersect the efficiency locus at precisely
the political optimum at point A. That is, tariff reduction should proceed until both countries are
applying tariffs asin the median voter or “protection for sale” model, and therefore avoiding the

mutual losses associated with exploiting the terms of trade.
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When countries are not symmetric in size, however, the situation is more complicated.
Aswe move down the iso-price locus PP from point N in Figure 9.4, the government objective
function of both countriesinitially rises. It might be the case, though, that the objective of one
country is maximized on PP before we get to the efficiency locus EE. Thisisillustratedin
Figure 9.4 by point B, where the government objective of the home country is maximized. At
point B, both governments attain higher objectives than at the Nash equilibrium N, but further
reciprocal reductions in tariffs would lower the objectives for the home country. So in this case,
the political optimum at point A is not reached.

Bagwell and Staiger, as well as Grossman and Helpman (1995a), discuss various
bargai ning mechanisms that might enable the two countries to still agree on the political
optimum at point A, or some other point on the efficiency locus. Bagwell and Staiger (1999,
2002) further discuss how many other principles of GATT — including nondiscrimination — can
be understood as being efficient. The reader isto refer to their work for further details, which

provides a quite general economic justification for GATT rules.*?

Regional Trade Agreements

Another foundation of GATT isthe MFN principle of nondiscrimination. Recall that this
principle isembodied in Article | (see Table 6.1). Thisprincipleisviolated, however, by Article
XXIV, which alows for customs unions and free trade areas in some circumstances. That raises
the question of whether allowing for such regiona trade agreements conflicts with the overall
GATT goa of multilateral tariff reductions. Bhagwati (1993) has suggested that this question

can be broken into two distinct issues. the “static impact effect” of regionalism, which isthe

12" See also McCalman (2002) and Maggi (1999) on the role of the GATT.
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impact of successive regional agreements (possibly leading towards global free trade) on world
welfare; and the “dynamic time path,” which is the issue of whether having the option of a
regional trade agreement will impact countries’ willingness to enter into a multilateral
agreement. The first issue has been touched on at the end of chapter 6, drawing on the work of
Krugman (1991a,b) and Frankel (1996). We will examine here the second issue in the context
of the median voter model, following Levy (1999)."

Levy proposes the following framework for thinking about sequential regional and
multilateral agreements. In a multi-country world where the median voter in each country
determines policy, suppose that a vote istaken initially on whether two countries should enter
into bilateral free trade. For convenience, we treat theinitial tariffs as prohibitive, so these
countries are voting on whether to move from autarky to free trade between them, while
retaining prohibitive tariffs with other countries. In the next period, avote isthen taken in each
country asto whether to join into free trade with a larger group of countries, in amultilateral
agreement. At this second stage, either country in theinitial bilateral agreement has veto power
over whether that agreement can be extended to incorporate new countries.

We shall assume that multilateral free trade brings benefits to both countries as compared
to their autarky positions. That is, the median voters in both countries would approve a
movement from autarky to multilateral free trade. The question is whether having bilateral free
trade (with the assumed veto power of each country) acts as a“ stepping stone” or a“ stumbling
block” towards multilateral free trade, to use the terminology of Bhagwati. To answer this, we

need to consider four conceivable voting paths:

3 See also Grossman and Helpman (1995b) for a treatment of regional agreementsin the “protection for sale”
model, as well as the papers cited in the introduction to this chapter.
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(1) The median voter in at least one country rejects the bilateral agreement, and then both
countries agree to the multilateral agreement;

(2) The median votersin both countries agree to the bilateral agreement and then agree to the
multilateral agreement;

(3) The median votersin both countries agree to the bilateral agreement and then both reject the
multilateral agreement;

(4) The median votersin both countries agree to the bilateral agreement, but then one country

vetoes the multilateral deal, whereas the other country would approve multilateral free trade.

Paths (1) and (2) are both possibilities, but in those cases the bilateral arrangement does
not act as a hindrance to multilateral free trade. The multilateral deal isreected in paths (3) and
(4), so we need to examine whether these paths can actually occur. Case (4) can be ruled out by
the assumption that the time spent in bilateral free trade is very short as compared to the time
spent in multilateral free trade (if approved). This means that the median voter in the country
that benefits from bilateral free trade, and then also benefits from multilateral trade, will
anticipate that the other country will block the multilateral deal. Therefore, this median voter
will refuse to approve the bilateral arrangement initially, correctly anticipating that multilateral
free trade will still be achieved (since by assumption, thisis better for both countries than
autarky). By thisargument, path (4) never occurs.

We are | eft, then, with only having to consider whether or not path (3) can occur: isit
possible that the median votersin both countries are worse off going from bilateral to
multilateral free trade, whereas they are better off going from autarky to multilateral free trade?

We will demonstrate that thisisimpossible with aHO production structure. After showing this,



0-34 Feenstra, Advanced International Trade

we discuss an extended model that incorporates monopolistic competition and product variety,
under which path (3) can occur.

To demonstrate the impossibility of path (3) in the HO model, we use asimple but
powerful graphical technique introduced by Levy. In Figure 9.5, a country’s production
possibilities frontier (PPF) isillustrated, with the autarky equilibrium at point A. Treating all
consumers as having identical homothetic tastes, there is an indifference curve tangent to the

PPF at point A, with the autarky relative price of good 1 given by the slope of the line pa. Also

shown isasmaller PPF, which corresponds to just the labor and capital endowments owned by
the median voter. Treating good 1 as |abor-intensive, and supposing that the median voter has a

capital/labor ratio that islower than the overall for the economy, this PPF is skewed towards

good 1. Thus, at the autarky priceratio pa, the median voter would have “individual production
at point B™, and consumption at point c™ with utility of U™, Itisevident that there are gains

from the opportunity to trade with others in the economy, since consumption at point c"is

above the median voter’s “individua PPF.”
Now suppose that the economy enters into trade with another country (or group of

countries). We assume that the countries are similar enough in their factor endowments for
factor price equalization to occur, and let k" denote the “world” capital/labor ratio in this

integrated equilibrium (this would be the overall capital/labor ratio of the two countries with
bilateral freetrade, or al countries with multilateral freetrade). With identical homothetic

tastes across countries, the equilibrium relative price of good 1 can be written as afunction

p(kW), with p’(kw) > 0 since good 1 is labor-intensive.
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If the economy shown in Figure 9.5 enters into trade with another country that has a

lower capital/labor endowment that its own, thiswill lower the relative price of good 1,

which then becomes the import good. A dlight fall in p, from pa in the direction of pb, will
clearly lower the welfare of the median voter. If thisimport price falls by a substantial amount,
however, then the median voter can instead gain: at the price pb < pa shown in Figure 9.5, the
median voter has the same utility level U™ so for p < pb the median voter will gain. Conversdly,

starting at the autarky equilibrium, if the economy enters into trade with another country that had

a higher capital/labor endowment than its own, then the relative price of good 1 will rise as that
good is exported, and for p > pa in Figure 9.5 the median voter again gains.
Summarizing these observations, in Figure 9.6 we graph the welfare of the median voter

in country 1 against the capital/labor endowment k" of thei ntegrated world equilibrium. The

. 