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PREFACE1 

The goal of Computer Games and Team and Individual Learning is to report progress 
on the development of theoretical frameworks for games and to report on the empirical 
results of qualitative or quantitative approaches to measuring the impact of computer 
games on the learning of adults. Learning in both individual and team settings is the 
context of the book. Both civilian sector and military applications are also presented. 

Educators and trainers began to take notice of the power and potential of computer 
games for education and training back in the 1970s and 1980s. Computer games were 
hypothesized to be potentially useful for instructional purposes and were also hypothesized 
to provide multiple benefits: (a) complex and diverse approaches to learning processes and 
outcomes; (b) interactivity; (c) ability to address cognitive as well as affective learning 
issues; and (d) perhaps most importantly, motivation for learning. 

While effectiveness of game environments can be documented in terms of intensity 
and longevity of engagement (participants voting with their quarters or time), as well 
as the commercial success of the games, there is much less solid empirical information 
about what learning outcomes are systematically achieved by the use of individual and 
multiplayer games to train adult participants in acquiring knowledge and skills. Further, 
there is almost no guidance for game designers and developers on how to design games 
that facilitate learning. This book addresses these issues. 

There are multiple ways of assessing learning. For example, one could specify the 
assessment of the training effects of a game by examining trainees’ ability to solve crite
rion problems, their application of declarative and procedural knowledge, their willingness 
to raise or lower game challenge conditionally, their self-reports, and records of their play. 
Evaluation questions to be answered about the cognitive and affective effects of games 
should concern the four levels of Kirkpatrick’s (1994) framework. The evaluation system 
should also include measures related to the attainment at different levels of expertise of the 
specific content and skill acquisition being trained. These may include skills to be learned 
along the way, as well as those of an intentional or unintentional outcome nature. There 

1 The work reported herein was supported in part by the Office of Naval Research, under Award No. N00014-04
1-0209, Award No. N00014-02-1-0179, and Award No. N00014-06-1-0711, and in part under the Educational 
Research and Development Centers Program, PR/Award Number R305A050004, as administered by the Institute 
of Education Sciences, US Department of Education. The opinions, findings, and conclusions or recommenda
tions expressed in this material are those of the author(s) and do not reflect the views of the Office of Naval 
Research, or the positions or policies of the National Center for Education Research, the Institute of Education 
Sciences, or the US Department of Education. 
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is also a skill related to personal development – the “learning to learn” or self-regulation 
outcome. To what degree do participants develop the strategic knowledge necessary to 
apply to the specific training topics? Do players develop more general predispositions and 
behaviors that support transfer of knowledge across different contexts or problem varia
tions? What is the role of formative evaluation? These issues are addressed in this book. 

Our position is that games themselves are not sufficient for learning, but there are 
elements in games that can be activated within an instructional context that may enhance 
the learning process. In other words, outcomes are affected by the instructional strategies 
employed. There is general consensus in our community that learning with interac
tive environments such as games and simulations is not effective when no effective 
instructional measure or support is added. For example, Kirschner, Sweller, and Clark 
(2006) provide a convincing argument that discovery, problem-based, experiential, and 
inquiry-based techniques do not work instructionally. Since such techniques are the sole 
instructional strategy in the vast majority of games, it would be expected that most games 
would not lead to learning in adults. 

In summary, the book deals with (a) the primacy of learning as a focus for game tech
nology, sometimes called serious games; (b) the need to integrate such game technology 
with instructional and assessment strategies; (c) the paucity of and need to support the 
development of game-based curriculum and tools; (d) the need to integrate assessment in 
game technology; (e) the need for theory-driven and evaluation studies to increase our 
knowledge and efficacy of games as tests; (f) the need for a psychometric approach to 
the use of game assessments; and (g) the need to match the skills that the game purports 
to develop to the skills, knowledge, and abilities that are needed to perform the criterion 
task. The authors are from government (both DoD and civilian sectors), industry, and 
academia. Game technology is characterized from a series of different theoretical and 
empirical viewpoints. The book is designed for professionals in the gaming, simulation, 
assessment and evaluation, educational technology, and educational psychology commu
nities. It explores the state of the art in the use of computer game technology for teaching 
and measurement of learning in adults. The unique focus of this book is on the empirical 
impact, both qualitative and quantitative, of computer games on learning with adults. 

This edited book is divided into four major parts. The first is the framework section that 
provides the reader background in a general conceptual framework for games, assessment, 
formative evaluation, and software support. This is followed by two sections on learning in 
teams and learning in individuals, in games. Finally summary and discussion of the chap
ters is given. The reader could also use the last chapter as a map through this edited book. 

This book could not have come into existence without the help and encouragement 
of many people. Our thanks to our Elsevier editor, Mr Ben Davie, for his support and 
guidance in the publication process. We thank Ms Joanne Michiuye and Ms Katharine 
Fry for their excellent assistance in preparing the manuscript. 

—Harold F. O’Neil 
Los Angeles 

—Ray S. Perez 
Arlington, Virginia 
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A CONCEPTUAL FRAMEWORK FOR THE EMPIRICAL STUDY OF 
INSTRUCTIONAL GAMES 

Robert D. Tennyson and Robert L. Jorczak 
University of Minnesota 

Abstract 

Educational researchers want to identify the characteristics of games that influence player 
motivation and learning to design effective instructional games. Simulation games offer 
the highest potential for learning and research, as such games use realistic contexts, 
carefully structured problem difficulty, and learning aids to motivate players and support 
problem solving. Game characteristics should be investigated in reference to models of 
cognition and learning, such as the Interactive Cognitive Complexity model. We propose 
a conceptual framework that includes virtual context, problem specification, interaction 
and control characteristics, learning support, and social interaction as key categories of 
independent variables for instructional game studies. 

1. Why Study Games for Educational Purposes? 

Video games are played using a keyboard or controller and present visual output on a 
video screen. Playing and mastering entertaining video games involves much learning 
including enhanced motor skills, increased declarative and procedural knowledge, and 
improved problem solving abilities. When students address similar learning goals by 
doing traditional learning activities, they rarely demonstrate the high level of effort and 
motivation observed of entertainment game players. Video games used for entertainment 
seem inherently motivating to game players. In contrast, traditional classroom activities 
and assignments often require additional motivators, such as grades, to maintain student 
interest and effort. 

The high level of player effort displayed in learning and mastering video games has led 
educators and learning researchers to hypothesize that the techniques of such games can 

Computer Games and Team and Individual Learning 
Edited by Harold F. O’Neil and Ray S. Perez 
© 2008 by Elsevier Ltd. All rights reserved. 
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be used to increase student motivation in learning traditional academic outcomes (Garris, 
Alhers, & Driskell, 2002; Gee, 2005; Habgood, Ainsworth, & Benford, 2005; Prensky, 
2001). Educators are also interested in learning via games because of the instructional 
trend toward learner-centered education wherein learners have increased involvement in 
learning activities, and are given more control over learning goals and resources (Garris 
et al., 2002; Kafai, 2001). 

Designers of learning activities hope to improve academic learning by merging the 
content of education (or training) with the format and techniques of entertainment games, 
thereby designing instructional games. To help instructional designers create games that 
are motivating and enable players to achieve desired learning outcomes, researchers 
must identify the characteristics of entertainment games that influence player motiva
tion and promote learning. In addition, researchers are interested in how instructional 
games can be used to promote higher order learning outcomes such as problem solving 
(Kafai, 2001). 

2. Research Needs for Instructional Game Design and Use 

While the fact that entertainment games are highly motivating and are often successful 
at helping players achieve game mastery is clear, just what makes them so, and whether 
or not those factors can be applied to academic learning, is not clear. Educators would 
like to see students apply a similar amount of effort to learning school subjects as they 
see applied to learning entertainment games, but they are not sure how to use games 
to achieve high learner motivation and also achieve meaningful learning. The current 
situation is summarized by Garris et al. (2002, p. 442): “Unfortunately, there is little 
consensus on game features that support learning, the process by which games engage 
learners, or the types of learning outcomes that can be achieved through game play.” 
Educators and instructional game designers need the input and direction provided by 
empirical studies to make good choices in applying the lessons of video games to learning 
activities. 

Instructional games are not new, but research into the effectiveness of gaming has been 
limited. Some empirical evidence suggests that games can efficiently promote learning 
(Cordova & Lepper, 1996; Henderson, Klemes, & Eshet, 2000; Moreno & Mayer, 2005; 
Ricci, Salas, & Cannon-Bowers, 1996), but research has been unfocused in regard to 
how games can promote learning (Dempsey, Lucassen, Haynes, & Casey, 1996; Habgood 
et al., 2005; Kafai, 2001; Moreno & Mayer, 2005). O’Neil and Fisher (2004) and O’Neil, 
Wainess, and Baker (2005) searched the research literature for empirical evidence of 
the training effectiveness of games. They found studies providing empirical evidence 
of increased motivation, enhancement of cognitive processes, and improved learning 
outcomes. The number of empirical studies found, however, was very small. More studies 
and more focused studies are clearly needed. 



5 Framework for the Study of Instructional Games 

3. Instructional Games as Simulations 

Many of the concepts associated with games do not have precise or even generally 
accepted definitions. The concept of a game itself is not well-specified and several 
competing definitions are found in the literature of instructional games (Dempsey et al., 
1996; Garris et al., 2002; Mitchel, & Savill-Smith, 2004). Games are often associated with 
play, which can be defined as a pleasing activity disassociated from direct consequences 
in the real world (Fabricatore, 2000). 

Instructional games have specific learning outcomes as primary goals. Garris et al. 
(2002) proposed an instructional game model that has learning outcomes as the goal of 
an interaction cycle between player and game. Their model includes specification of a 
game context that includes both game characteristics and instructional content. How well 
the game characteristics support instructional objectives is a key variable of instructional 
game effectiveness, though hard to quantify. 

Garris et al. (2002) distinguish games from simulations in that simulations represent 
real-world systems and games do not. A more specific distinction is that games often 
have artificial consequences (such as amassing points) that are not realistic if used to 
simulate real systems. We find distinctions between simulation-like games and simula
tions (e.g., O’Neil et al., 2005) of little value in determining how games promote learning 
and prefer to view games and simulations as ends of continuum of contextual realism. 
Both present a dynamic virtual system, the state of which is continuously altered toward 
a desired goal state by the user. Instructional simulation games include targeted learn
ing outcomes a goal. We propose that simulation games offer the highest potential as 
instructional games. Simulation games also provide the most comprehensive and flexible 
means to study instructional game characteristics. Our framework of instructional game 
variables, therefore, is intended primarily for simulation-type instructional games. 

4. The Need for a Conceptual Framework in Studying Instructional Games 

A conceptual framework that identifies the key variables of instructional games affecting 
player motivation and learning, and also relates those variables to learning theory, can 
help focus research on factors leading to the effective design and use of instructional 
games. The value of such a conceptual framework lies in how well it suggests studies and 
raises questions of interest to theorists and researchers. A framework can best suggest 
direction to researchers if it identifies potential independent variables for study and places 
such variables in a theoretical context understood by theorists and researchers. A useful 
conceptual framework identifies, categorizes, and links game variables likely to affect 
learning to a learning model specified by a learning theory. 

The Interactive Cognitive Complexity (ICC) learning model (Tennyson & Breuer, 
1997, 2002) is an integrative information-processing learning model that views learning 
as the result of complex and non-linear interactions of variables internal and external 
to the cognitive system of a learner. According to the ICC model, the components of 
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Figure 1. ICC model. 

a learner’s cognitive system include learner affect, cognitive strategies, and a knowledge 
base; in addition to executive control and internal processing components (see Figure 1). 

The knowledge base of the ICC model is the repository for all previously acquired 
declarative, procedural, and contextual knowledge. Declarative knowledge includes con
cepts, rules, and principles, i.e., knowing that. Procedural knowledge is the use of declar
ative knowledge to accomplish tasks and solve problems, i.e., knowing how. Contextual 
knowledge is knowing why, when, and where to use declarative and procedural knowl
edge. Tennyson and Breuer (1997) see the structure of the knowledge base as complex 
networks of concepts and propositions (domains) that are organized into meaningful 
associations (schemata). 

Cognitive strategies are processes that learners apply in elaborating and altering their 
knowledge base and include differentiation, integration, and construction (Tennyson & 
Breuer, 1997). Differentiation is the ability to apply appropriate contextual criteria to 
selectively retrieve knowledge from the knowledge base. Integration is the ability to elab
orate or restructure existing knowledge. Construction is the ability to create new knowl
edge in novel situations. Internal processing components use these cognitive strategies 
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on variables input from the environment and also on internal variables such as current 
emotional states and existing knowledge to create new (or altered) knowledge. 

Garris et al. (2002) include skill-based (i.e., motor skills) and affective outcomes as 
potential learning outcomes in addition to the declarative, procedural, and contextual 
(“strategic”) outcomes. The ICC model finds a separation of affect and cognitive domains 
“somewhat arbitrary” and includes affect as directly influencing cognitive processing 
(Tennyson & Breuer, 1997). The affect component of the ICC model includes motivational 
variables in addition to attitudes, emotions, and self-efficacy. 

All components of the ICC model interact with each other and with sensory information 
from an external source, such as an instructional game, to elaborate the individual’s 
knowledge base (Tennyson & Breuer, 1997). The process is iterative as information enters 
the cognitive system from the senses continually, affecting the system components in 
combination with internally stored information (from the knowledge base) and various 
internal state variables (of, for example, the affective or executive control systems). 
New states and knowledge result from the operation of cognitive strategies on new 
and stored information. The cognitive system continually cycles through this process 
of updating internal states and information based on external and internal information. 
Because the ICC model posits that affective and cognitive variables are essential parts 
of the cognitive system, input that includes both affective and cognitive information may 
be more successful in increasing motivation and learning. Simulation games excel at 
engaging both affective and cognitive systems of players. 

The interaction cycle of a simulation complements the internal cycle of the cognitive 
system (i.e., iterative update of stored information based on environmental input and 
the state of internal variables). The output of a simulation is the input to the cognitive 
system and the output of the cognitive system (behavior) provides input to the simulation. 
The state of the simulation is altered toward a desired goal, and the internal state of 
the user (e.g., learning) is similarly altered by interacting with the simulation. This 
compatibility is not surprising as simulations are meant to mimic real environments that 
the human cognitive system has evolved to deal with. The high motivation associated 
with simulation-type games may, in part, be due to the fact that the human cognitive 
systems is most engaged when dealing with complex processes that mimic real-world 
situations. 

Consistent with the ICC model is the cognitive model of multimedia learning of Moreno 
and Mayer (2005), which posits that meaningful learning occurs when learners construct a 
coherent knowledge representation based on both newly acquired information and existing 
knowledge (internal and external variables in the ICC model). Learners use cognitive 
processes for selecting relevant information in addition to organizing and integrating 
that information into a structure coherent to the learner. Moreno and Mayer suggest that 
providing guidance (e.g., help in the selection of new information or in activating relevant 
existing information) can enhance learning. In addition, they suggest that the instructional 
treatments of interaction and reflection can aid the cognitive processes of organizing and 
integrating (Moreno & Mayer, 2005). 
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Simulation games promote learning in regard to the Moreno and Mayer (2005) model 
by posing problems and tasks to which the user must select relevant information to 
succeed. Games also aid in the organization and integration of information by using 
highly interactive environments. In addition, games have clear consequences for failure 
(feedback) that help the player in subsequent attempts to solve a problem. 

Tennyson and Breuer (2002) present complex-dynamic simulations (simulations 
employing a complex virtual reality) as an instructional method that can significantly 
improve higher-order thinking strategies by exercising the cognitive strategies defined 
by the ICC model. Complex-dynamic simulations are beneficial to development and 
improvement of higher-order thinking strategies (problem solving and creativity) because 
they require students to use their integration and construction cognitive strategies to solve 
problems. Tennyson and Breuer (2002) list various examples of complex-dynamic sim
ulations used for learning that can also be described as instructional simulation games 
(e.g., a microeconomic system of a company that is to be run by a manager – the game 
player). 

Our focus is on the creation of a framework that suggests variables of simulation 
games that can potentially affect player motivation and higher-order learning. The frame
work variables are variables of the games themselves (i.e., external variables); but these 
variables affect the function and content of the cognitive system of the game player. 
Individual player differences are found within the variables of the cognitive system, such 
as different information in the knowledge base, differences in self-esteem, etc. The value 
of those variables can and does affect motivation and learning – these are the internal 
variables of the ICC model. 

5. Characteristics of Entertainment Games Related to Learning 

Simulation games used for entertainment seem to be motivating because they let humans 
do in a virtual world what they are designed to do in the real world – interact with a rich 
environment to achieve a goal. This characterization suggests that “rich environment” 
and “interaction” are concepts that need further examination. A rich environment can be 
achieved without interaction when readers become cognitively and emotionally immersed 
in an imaginative and detailed story. Activity and interaction without a rich immersive 
environment can also be achieved as when students drill and practice activities out 
of a meaningful context. A rich environment and interaction can each be motivating 
independently, but the motivation caused by their combination may be much more than 
the sum of their independent affects on motivation. 

Another characteristic of instructional interest is the way entertainment games enable 
players to improve their performance and move toward goal achievement in small steps 
starting from low competence and knowledge. Instructional strategies also seek to gradu
ally move novices to mastery. How do entertainment games achieve this gradual progres
sion toward mastery? The structure of the progression of game play from easy to harder 
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tasks is one factor, but games also include components specifically designed to aid and 
guide players (i.e., explicit learning support components). 

A rich virtual environment (complex and elaborated context), high interactivity within 
that environment, a carefully constructed progression of challenges in obtaining a goal, 
and learning support components are factors of interest in producing a framework of 
instructional game characteristics that affect learning. Questions about the motivational 
and instructional characteristics of games can best be answered by game research that uses 
a conceptual framework that links game variables to cognitive components of learners 
and categorizes game variables based on the characteristics of entertainment games. 
In creating such a framework, we propose five conceptual categories of instructionally 
relevant game variables: (1) virtual context, (2) problem specification, (3) interaction and 
control, (4) learning support, and (5) social interaction. 

5.1. Virtual Context 

Most entertainment games are played in highly contextualized virtual environments com
prising the basic story and virtual setting of the game. While the virtual contexts of 
entertainment games are not always realistic, in the sense of simulating real world as 
opposed to imaginary situations, game contexts are internally consistent and logically 
elaborated to make the contexts seem authentic, even for imaginary settings. Game play
ers acquire skills that seem very authentic because representations and events of the 
game, plus the skills, tasks, and consequences required to achieve the game goals are 
consistent with the context of the game (i.e., game play is meaningful). Such consistency 
makes game play seem authentic. Authentic tasks are thought to positively affect learning 
(Jonassen, Howland, Moore, & Marra, 1999; Ormrod, 2004). Learning theorists recognize 
the importance of context in learning, a recognition associated with theoretical perspec
tives of situated learning and supported by the ICC model in that learners respond to 
authentic tasks by using learner-specific information in the knowledge base and engaging 
cognitive, affective, and volitional processes. 

Context type. The specification of a real world (e.g., WWII combat) or imaginary 
(e.g., interstellar combat) context is an aspect of game design that can affect player 
interest in the game. Instructional games are successful in motivating players by offering 
virtual contexts that are motivating to the target audience (Kirriemuir, 2003). The Becta 
(2001, p. 7) study of computer games in education makes an explicit connection between 
context and learner interest: “The over-riding appeal of the games in lessons was the way 
in which learning opportunities and skills were presented in the context of a situation 
attractive to young people.” 

So what contexts are attractive to students? It is likely that some contexts are inherently 
interesting to most students in a specific age group but the appeal of a context may 
be related to learner-specific preferences and needs. Gender differences have also been 
found regarding game context (e.g., Carr, 2005; Malone & Lepper, 1987). The ICC model 
suggests that aspects of learner affect (e.g., motivation) are influenced by how game 
content matches the state of the learner’s cognitive system, for example, by matching 
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information already present in a learner’s knowledgebase. Learner-specific variables, such 
as existing declarative knowledge, may influence a learner’s interest in specific contexts. 
For example, a learner may respond positively to a game situated in ancient Rome if 
that learner knows much about ancient Roman history. Individual differences in affective 
variables such as self-efficacy, self-image, etc., also influence the appeal of game contexts 
according to the ICC model. 

Intrinsic and Extrinsic Fantasy. Game context has previously been investigated in 
terms of intrinsic and extrinsic fantasy. Malone (1981) studied the connection between 
game fantasy (similar to game context, but constructed in the mind of the player) and 
motivation, based on whether the fantasy suggested by the game is intrinsic (connected to 
instructional goals of the game). Malone and Lepper (1987) studied student use of simple 
computer games in which the fantasy component was altered or eliminated and found that 
presence of fantasy can affect motivation. Habgood et al. (2005) suggest that game fantasy 
is important in initially engaging a player’s interest, but that other game characteristics, 
such as game operations and interactions, are more important for continuing motivation 
during game play. 

Point of View. Players interact with entertainment simulation games from various points 
of view. In first-person games the player literally sees through the eyes of the character 
in the game. With other points of view, the player controls a character they can see 
from various perspectives in the virtual space (e.g., from behind the game character). In 
addition to physical points of view, role-playing games have functional and attitudinal 
perspectives that are assumed by players. In assuming attitudes different from the players’ 
own attitudes, new perspectives are opened to the player, enabling learning that might be 
otherwise difficult or impossible (Gee, 2005). The influence of point of view on learner 
motivation and learning is another potential area of investigation by instructional game 
researchers. 

Media Modality, Fidelity, and Mood. The use of multiple media modalities (e.g., audio 
and video) to present a virtual context seems to increase both interest and attention of 
game players. Another variable suspected of increasing positive feelings about a game 
is the fidelity of the medium used. Entertainment games impress players with visual and 
aural representations of the virtual context that are detailed and realistic. Such games use 
increasingly realistic graphics and animations to add to the realism and interest of the 
virtual context. The degree to which game media seem real depends on the subjective 
perception of the player, but quantitative parameters such as maximum resolution of 
graphics and animation frame rates (i.e., media fidelity) are assumed by game designers 
to be related positive attitudes about a game context. 

Qualitative factors, such as the artistic style of graphics, the graphic design of scenes, 
and genre of music, may contribute to increased affective qualities that players associate 
with the game. These qualitative characteristics, can, for example, establish a mood that 
promotes the targeted emotions of the game (e.g., creepy) which likely heightens player 
involvement. 

Dynamic Media. Entertainment games use multiple media to great effect but emphasize 
animated visual stimuli, often by presenting a graphically realistic and highly dynamic 
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three-dimensional virtual environment. Thus, the entertainment gaming medium is very 
different than the static and two-dimensional graphics of text-based media used in many 
educational activities. 

Habgood et al. (2005) suggest that research on how to represent information for learning 
identifies two key ways by which representations can support learning: (a) by using 
representations that make key domain features explicit and (b) by using dynamic and 
interactive features. Game contexts which include representations that are related to the 
targeted learning domain, particularly those that serve to clarify or provide metaphors, may 
be beneficial to learning. Animated graphics increase player motivation and are preferred 
by game players (Rieber, 1991). Highly dynamic three-dimensional visual representations 
and sound effects may be inherently more interesting because they increase the realism 
which engages more cognitive resources of the player making games more experiential. 
Increased use of multiple dynamic media is a potential variable for examination by 
researchers studying the effect of instructional games on learner affect and cognition. 
Malone and Lepper (1987), for example, found that students preferred games with audio 
effects. Increasing media modalities and dynamism also engage more cognitive systems 
and resources which may influence the amount and depth of learning. 

How context variables affect the cognitive system components of players are key 
questions of the study of instructional games. The content of game narrative, the point 
of view of the player, the fidelity of context representations, and the dynamism of 
representations are all potential variables of context that can contribute to motivation and 
are therefore targets of investigation by researchers in relation learning. 

5.2. Problem Specification 

Popular entertainment games do not depend only on interesting and realistic contexts 
for their appeal. Games pose challenging problems for players to solve via their virtual 
actions. Many entertainment games are essentially a series of problem-solving challenges 
in which problems are solved with knowledge and skills acquired by playing the game 
and manipulating the virtual environment. A problem, in this context, is loosely defined 
ranges from virtual physical situations that require motor skills (e.g., avoiding being killed 
by a game agent) to complex puzzles requiring a series of actions or responses by the 
player. 

Learning theorists view problem solving as relatively high-level learning that has the 
potential to engage learners in the construction of solutions using their cognitive strategies 
and knowledge base (Tennyson & Breuer, 1997). Problem-based learning activities let 
learners direct and control actions in dealing with a presented problem in a specific 
context. The characteristics of real-world problem-solving activities are the same factors 
observed in the virtual contexts and interactions of entertainment games. Problem solving 
may be inherently motivating to learners because it provides an environment in which 
learners can apply some or all of their cognitive strategies in achieving meaningful goals. 
In attempting to solve problems, a learner often must choose from their current knowledge, 



12 Robert D. Tennyson and Robert L. Jorczak 

integrate new knowledge acquired about the problem, and construct a solution. Potentially, 
problem solving can employ all cognitive strategies noted in the ICC model. 

From a learning theory perspective, the components of problems are known to include 
givens, goals, and operations (Ormrod, 2004). These components are also of primary con
cern to entertainment designers in specifying game problems. Givens include the context 
of the game in addition to the many virtual objects and situations of the game. Game 
goals are often the solutions to problems presented by the game or the achievement of a 
targeted end state. In many simulation-type entertainment games, problems are presented 
in hierarchical levels from the overall problem (the solution of which is the major goal 
of the game) to solutions of smaller-scale problems that prevent the player from pro
ceeding toward the overall goal (and be forced to repeat the subordinate problem). Game 
operations include all the actions that a player can take, the objects or abilities players 
can acquire, and the results of actions taken. Game operations, therefore, include rules 
governing game interactions including what options are available for solving problems 
(i.e., the potential solutions to a problem and the consequences of correct or incorrect 
solutions). 

All three components of problem specification (givens, goals, and operations) offer 
variables for study based on traditional research questions related to problem solving. For 
example, Malone and Lepper (1987) found that computer games with goals had the highest 
correlation with student game preference compared to other game characteristics. Malone 
and Lepper (1987) also distinguish games with fixed goals from those with emergent 
goals, open-ended games in which players define their own goals (e.g., The Sims). 

Gee (2005) speculates that the motivation generated by a game is related to the ability 
of the game to provide pleasantly frustrating challenges (i.e., doable tasks with gradually 
increasing difficulty). Related to this variable is Fabricatore’s (2000) contention that 
videogames necessarily include some type of opposition the player must struggle against 
in attaining game goals. He finds that “most of the products that crowd the educational 
games market cannot be defined as videogames at all since they lack the element of 
struggle, which deeply compromises the challenge that the player faces during the game-
playing” (Fabricatore, 2000, p. 13). The assertion is that instructional game designers 
are reluctant to hinder learning tasks with active game opposition and therefore design 
games that are less challenging and fun. Lepper and Malone (1987) include challenge 
as one category affecting motivation in instructional games. They see challenge as the 
presentation of performance goals whose attainment is uncertain but likely to contribute 
to enhanced self-esteem of the players. Lepper and Malone (1987) also suggest that 
uncertainty in goal achievement is based on difficulty levels and the inclusion of a random 
element. These variables of challenge are used extensively in entertainment games and 
their affect upon learning games is a potential key area of study. 

Problem organization is another variable of potential study. Gee (2005) recommends 
that learners should not be “set adrift” to solve complex problems, but rather presented 
with problems they are currently equipped to solve (with the domain knowledge in their 
knowledge base). Malone and Lepper (1987) note the importance of an optimal level 
of problem challenge in motivating game players and suggest that the level at which a 



13 Framework for the Study of Instructional Games 

player succeeds 50% of the time (the highest level of uncertainty) is the most motivating. 
Successful games are adept at presenting a sequence of increasingly challenging problems 
that are within the ability of the progressing player to solve. By this means, players are 
challenged to gradually move toward competence. 

Other variables associated with problem solving include: the complexity of required 
problem-solving algorithms or heuristics, well-defined versus ill-defined problems, type 
of problem solving strategies (e.g., trial and error) required to solve game problems, and 
the type of cognitive resources involving problem solving (Ormrod, 2004). For example, 
a study could attempt to correlate motivation with the types of problems presented by an 
instructional game, such as those with solutions requiring motor skills, mental puzzles, 
or those requiring a specific sequence of actions. Games requiring a specific type of 
problem-solving strategy probably are best for teaching that type of problem solving, but 
other learning outcomes, such as acquisition of declarative domain knowledge, may be 
linked with the type of problem solving strategy required in a game. 

Malone and Lepper (1987) suggest that the human cognitive system includes curios
ity (similar to challenge but not involving self-esteem). One type of curiosity, sensory 
curiosity, is an attraction to unexpected sensory stimuli and the other, cognitive curiosity, 
attempts to achieve completeness, consistency, and parsimony in cognitive structures. 
Designers of games must consider the potential of game problems to stir the curiosity of 
the targeted audience of learners. 

Learner affect, measured by reports of satisfaction, frustration, and perceived arousal 
and enjoyment, can be measured in regard to challenge, opposition, goal orientation, and 
difficulty levels of game problems. These variables are related to differences in affect 
and can be presumed to influence learning by the ICC model. Also, the retention and 
comprehension of declarative, procedural, and contextual information may differ with 
variations of instructional game problem specification. 

5.3. Interaction and Control 

Learner control is another category of variables that may affect players’ motivation, 
cognition, and learning when using instructional games. Learner control variables include 
interactivity (e.g., choice of action) and personalization (e.g., choice of representation) 
and can extend to the selection or specification of game goals. 

Interactivity. Interaction involves the transfer of information between the game and 
the cognitive system of the player. Players observe the virtual environment and input 
information or manipulate that environment to solve problems or meet challenges. Players 
receive consistent, realistic feedback for their actions. Designers of computer-delivered 
instruction have long believed that high levels of interaction in computer-assisted learning 
correlate with more and better learning (e.g., Northup, 2002). Some theorists believe that 
learning requires (or is equated with) activity itself (e.g., Jonassen, 2002). So, it is rea
sonable to expect that the highly interactive environment of simulation-type instructional 
games can have positive affects on learning. High levels of interaction involve players 
in the game (e.g., demand high levels of resource allocation, such as attention) and give 
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players a sense of empowerment and control because the players’ actions are seen to 
solve problems and resolve situations. 

Learner control in simulation games often manifests as the ability of players to choose 
or control virtual activity (i.e., operations). In entertainment games, players are given 
much discretion in choosing virtual tools (e.g., weapons), initiating actions of player 
avatars (e.g., jumping climbing, picking up objects), selecting directions in which to 
move and explore, and other volitional actions. Game designers specify problems and 
potential solutions, but players determine how problems are solved. High interactivity 
combined with many choices results in players feeling empowered. Such empowerment 
can affect the learner’s self-efficacy and self-esteem, factors known to affect learning 
(Bandura, 1993). 

In their taxonomy of motivation in instructional games, Malone and Lepper (1987) state 
that the amount of control a learner has depends on: (a) the range of outcomes possible 
in an environment and (b) the extent to which an outcome is contingent on responses 
available to the learner. Control can be viewed as interaction in which reaction of the 
simulation (feedback) is contingent on learner actions (input). Malone and Lepper (1987) 
point out that the range of choice (e.g., number of choices) and the power of choice (the 
strength or extent of a choice) are two parameters of choice and therefore are potential 
variables of game interaction that may affect learning. 

Control extends beyond a player’s ability to choose actions within the game. Person
alization involves players choosing non-operational attributes, such as the appearance of 
their avatar or a name used in the game. Customization involves the player’s ability to 
change aspects of game contexts or operations. The ability to choose how a game looks or 
operates can give players a strong perception of control which may relate to player moti
vation. Some research indicates that increased personalization and customization results 
in better learning (e.g., Cordova & Lepper, 1996; Malone & Lepper, 1987). 

Higher levels of learner control could include having the players set their own game 
goals. Constructivist learning theorists posit that learners learn more deeply when they 
can choose their own learning goals and learning activities (Jonassen et al., 1999). Gee 
(2005) calls this setting of goals and rules by game players as “co-design.” Kafai (2001) 
identifies “games-to-learn” as games that are created or designed by students (as opposed 
to “games-that-teach” designed with fixed goals by others). Kafai sees game creation as 
more compatible with constructivist perspectives in letting students choose game goals 
and construct a means to address those goals via play. Letting the learner choose learning 
goals and activities enables that student to elaborate from his/her existing knowledge 
base or construct new knowledge by employing the integration and construction cognitive 
strategies. 

Interactivity and learner control are game variables that do not lend themselves to 
easy quantification. But such variables play an important role in how instructional games 
can affect the cognitive strategies and the affect of the learner. Researchers need to 
examine how variations in perceived player control influences the affective component 
(e.g., challenge and frustration) of the player’s cognitive system, and also influence the 
use of cognitive strategies (e.g., the types of interaction that better support integration 
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and construction). Exposing students to variations of games similar in all respects except 
variables of interactivity and learner control is one way that instructional games can prove 
to be a valuable tool for learning research. 

5.4. Learning Support 

Implicit Support. Ideally, entertainment games support the learning of game operations 
implicitly by having players explore game context via the game’s problem-solving inter
actions. The interactions can be designed to teach the game simply by playing it. Game 
tasks reveal how to play the game. Some entertainment games employ implicit learning 
by a sequenced and gradual increase in problem difficulty and by breaking down com
plex tasks into smaller component tasks and presenting those tasks in a logical sequence. 
An instructional game can also impart its instructional content implicitly through the 
problem-solving interactions of game play. 

Explicit Support. Rarely, however, is a game so well crafted that satisfactory learn
ing occurs only by playing the game. Most entertainment games also provide explicit 
learning support by means of components designed only to aid in learning the game. 
Such components include tutorials and reference information. Explicit learning support 
of computer-based games is accomplished in the same ways traditionally used to support 
software applications including user manuals, online help, and information presented as 
needed (“just in time”). With context-sensitive information, players are presented (or 
given access to) information when it is required within the sequence of game play. Game 
players need not read a user manual in an attempt to store all relevant information about 
game context, operations, and game scenarios if that information is available on demand 
in context. In using context-sensitive support, entertainment games avoid problems of 
cognitive overload in learning the rules of complex games. Also, presentation of informa
tion in a context helps make the information meaningful. “Human beings are quite poor 
at using verbal information (i.e., words) when given lots of it out of context and before 
they can see how it applies in actual situations. People use verbal information best when 
it is given ‘just in time’ (when they can put it to use) and ‘on demand’ (when they feel 
they need it).” (Gee, 2005, p. 7). 

The use of simulation games for learning can be criticized as lacking in teaching 
function and teaching presence. These concerns may reflect a feeling that students cannot 
learn domain-specific declarative knowledge from games that do not include traditional 
didactic instructional strategies. Some educational researchers have raised questions about 
learning strategies that do not provide high levels of guidance (e.g., Kirschner, Sweller, 
& Clark, 2006, O’Neil et al., 2005). Explicit learning support components provide infor
mation in a format more like traditional direct instruction. Components that explicitly 
support learning goals via guidance and directive feedback may be essential for efficient 
learning via games. 

The learning of game players is also supported explicitly by information and advice 
from the community of other players. Discussion forums and chat rooms are used to 
exchange information and relate game experiences. Often game players or makers publish 
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“cheats” on the Internet that allow players to skip levels or have additional resources for 
playing the game. Such information enables players and encourages them to keep playing 
the game. 

Other ways in which entertainment games explicitly support the learning of game 
operations is with game scenarios (sub contexts) that are specifically designed for learning 
game basics or practicing game skills. Gee (2005) labels these functions “fish tanks” 
(simplified game scenarios) and “sandboxes” (safer game scenarios). These practice 
scenarios help players learn game operations and practice the game with less complex 
problems and interactions. 

Feedback. Feedback, in its basic form, is the change in state of a simulation that can 
be observed by the person interacting with that simulation. Simulation game designers 
choose what information is displayed to players. The type and amount of information 
displayed affects the player’s understanding of how the simulation is responding to input. 
Feedback information that better enables a user to understand the operation or state of 
the simulation is said to make the simulation more “transparent” (Leutner, 1993). 

Within instructional activities, feedback has an additional definition. Instructional feed
back is information (often text) that is presented for a specific pedagogical purpose, 
usually informing the learner about the correctness of the learner’s response. Feedback 
in this sense has many variables, it can be as simple as a single word (e.g., incorrect), a 
statement of the expected response (i.e., “answer c is correct”), or it can be more complex 
in explaining why a response is correct or not (sometimes called adaptive feedback). 
Leutner (1993) found that, under specific conditions, system-initiated adaptive (context 
sensitive) and on-demand non-adaptive learning support can improve learning of domain 
knowledge. 

In their study investigating types of learner support in an instructional game, Moreno 
and Mayer (2005) examined the differential effect of simple feedback (telling the learner 
if their answer was correct or not) and more complex feedback that provided guidance to 
the correct answer. Guidance feedback included a discussion of why the player’s response 
was incorrect based on a set of principles that were the main instructional content of the 
game. Moreno and Mayer (2005) found that guidance (explanatory feedback) resulted in 
higher transfer scores, fewer incorrect answers, and a greater reduction in misconceptions 
in learners. 

Hsieh and O’Neil (2002) found that learners receiving feedback that indicates what 
is incorrect about a response (adaptive feedback) outperformed teams receiving only a 
correct/incorrect judgment. Chuang and O’Neil (2006) found that task-specific adaptive 
feedback, which indicates how a learner can improve their answer in addition to telling 
them what is wrong, results in additional performance gains. 

Some theorists speculate that explicit teaching processes make games more instruction-
ally effective. Some evidence exists that specific types of explanatory feedback improve 
performance, but more studies examining what types of instructional support are effective 
and what cognitive processes are affected are needed, especially in light of concerns about 
too much didactic content reducing the appeal and instructional effectiveness of games. 
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6. Social Interaction 

Many learning theorists stress the value of social interaction in learning (e.g., Jonassen 
et al., 1999). By stressing multi-person or group play, games can be used to promote 
social skills as the targeted learning outcome. Group play can also be used as a motivating 
characteristic by playing with or against other humans. 

Player preferences for game types and characteristics may be strongly influenced by 
social factors such as peer preferences and cultural influences. Carr (2005) found, via her 
observations of teenage girls’ game playing habits, that a player’s preferences for game 
types is partially determined by cultural and social aspects of the player’s position in 
relation to gaming communities, peer group attitudes, and popular perceptions of gaming. 
“Different people will accumulate particular gaming skills, knowledge, and frames of 
reference, according to the patterns of access and peer culture they encounter – and 
these accumulations will pool as predispositions and manifest as preferences” (Carr, 
2005, p. 15). 

Various types of multi-user entertainment games can be found on the Internet. Socializa
tion occurs through interaction among game players in clubs, Internet sites, etc., forming 
an affinity group for specific games (Gee, 2003). Multi-user entertainment game play 
is often competitive, but it can also be cooperative, with both goal formats increasing 
player’ social interaction. Instructional games have the same social variables and can be 
used to support cooperative and collaborative learning. “Learning is a social activity, and 
computers can support the social construction of knowledge, with computer games pro
viding environments which can demand collaboration of the people using them.” (Becta, 
2001, p. 9). 

Game players understand that social interaction with other players will help support the 
learning of complex game rules. Discussion of game play within a community of players 
is a means of scaffolding game learning (i.e., it is a form of learning support). Game 
playing communities are examples of distributed knowledge and, as such, communities 
promote social interaction as players improve their game knowledge by interacting with 
others in the community. Learning to socially interact with others is a major side benefit 
of games. Gaining status within a group via game knowledge and skill is an additional 
motivation for playing games and may boost self-efficacy and self-esteem. 

Gee (2003) makes a strong case that what people think and learn is determined by 
their interactions with other people who are members of their social group. This assertion 
implies that researchers may need to consider how student membership in various social 
groups affects motivation and learning when using games. Students are in some obvious 
social groups (Gee calls them affinity groups) such as being students in a specific grade 
in a specific school. Students are also members of various other social groups (e.g., those 
who play sports) and can form social groups in regard to games. 

Malone and Lepper (1987) include interpersonal motivations in their taxonomy of 
intrinsic motivation in games. Interpersonal motivations (those depending on other people) 
include cooperation and competition. The strength of these motivations may be very 
dependent on individual differences or related to personal traits such as gender. As with 
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game context, problems, and interactions, interpersonal game functions may or may not 
be directly tied to learning outcomes. Cooperation or competition may be an important 
targeted learning outcome, may be essential to the targeted learning outcome, or may be 
unrelated to the learning outcome. Malone and Lepper (1987) also identify recognition 
(e.g., by peers) as an important social motivator. 

7. Summary and Conclusions 

Ron Edwards (2004), an influential entertainment game designer, has formulated a theory 
which posits that game players fall into three categories: gamists, narrativists, and sim
ulationists, who have quite distinct goals in playing a game. Gamists seek competition 
and challenge, narrativists seek story and characters, and simulationists like exploration 
and experience (Edwards, 2004). Edwards finds that games cannot be designed to meet 
the expectations of all three types of players. Edwards’ player types can be viewed as 
each having a primary motivation tied to major categories in the framework we propose: 
gamists are primarily motivated by aspects of game goals (problems), narrativists by 
game context, and simulationists by game interactions and representations. These game 
player categories suggest a player-specific trait related to player motivation that also may 
have significance for the instructional games. Specific game goals will align with the 
motivations of only a subset of the target audience of the instructional game and may be 
less effective for those learners with a different goal orientation. 

Dempsey et al. (1996) recognize that educational researchers will be increasingly asked 
how to incorporate games into learning environments and that they may be “perplexed” 
about how to answer the question through research studies. Some theorists and researchers 
also posit that the variables of the game–player interaction are so numerous, and so hard 
to measure and control, that a systematic study of gaming variables may not be productive 
or even possible (Dempsey et al., 1996; Quinn, 1997). We believe, like Gee (2005, p. 1) 
that “Good game designers are practical theoreticians of learning…” While good game 
design is currently an art more than a science, game designers intuitively attend to gaming 
variables that influence player affect and learning for specific audiences. Variables of 
interest to entertainment game designers can serve to indicate potential instructional game 
variables for systematic study. 

A major obstacle in studying games is the practical consideration that complex sim
ulation games are difficult and expensive to create. Game makers invest considerable 
resources in creating games in a highly competitive market and so are reluctant to provide 
game source code to researchers. Game makers can also be expected to be reluctant 
to share information gained about what affects players’ motivations in playing games. 
Researchers, lacking resources to create their own games, do not have access to game 
variables that would allow systematic experimental investigation of gaming variables 
suggested by a conceptual framework. The resistance of game makers to support research 
is major barrier to understanding how game characteristics affect learning and there is 
no easy solution to this issue. Game makers may be convinced to provide source code 
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for older versions of games or strategic alliances could be adopted by game makers and 
researchers in which early beta versions of games can be manipulated in experimental 
studies. Study results could be made available to the game maker prior to publication. 

A more systematic study of instructional games can result from a conceptual framework 
that suggests categories of instructional game variables that are related to learning as 
suggested by a modern cognitive learning theory such as interactive cognitive complexity 
theory. We suggest that it is useful to view instructional gaming variables from the 
perspectives of virtual context, problem specification, interaction and control, learning 
support, and social interaction. More focused studies are required to guide instructional 
designers in creating instructional games that work. Clear rationales for the design of 
instructional games and evidence that they are effective learning resources will further 
the use of games in traditional learning environments. 
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Abstract 

This chapter describes issues associated with assessment and learning games, including 
design requirements, such as knowledge representations, task representations, instructional 
goals, and scoring models. Both outcome-focused measures and process measures are 
discussed. Throughout, approaches are proposed that support new conceptions of validity, 
that is, validity interpretations for different assessment purposes. In addition, the use of 
wrap-around approaches to evaluate existing games is discussed, as is the notion of using 
a game structure for assessment when the training intervention is not a game. 

1. Introduction 

Games have been a source of interest to scholars in learning, instruction, and computing 
at least since the publication of Weiner’s (1954) The Human Use of Human Beings. 
The characteristics of games have been variously described (see Malone, 1981, for an 
early example), but they involve competition with oneself or others, in individual or 
team play, a set of explicit rules governing behavior and action, often (but not always) 
some skill, feedback, and the component of chance. When presented as a set of features, 
game characteristics are not unlike most instructions, including chance. It is clear that 
a principal purpose of games in general is to entertain, motivate, and energize us, and 
perhaps allow us to escape, when compared with the day-to-day options that guide the 
procedures in our lives. 

Neither is the idea that games can teach particularly new. Those who play “thinking” 
games, like Go, chess, bridge, or even poker, understand that there are cognitive strategies, 
specific procedures, and social behaviors that may influence game outcomes and success. 

Computer Games and Team and Individual Learning 
Edited by Harold F. O’Neil and Ray S. Perez 
© 2008 by Elsevier Ltd. All rights reserved. 



22 Eva L. Baker and Girlie C. Delacruz 

More recent genre descriptions, primarily for games played on computers, include action, 
role-playing, adventure, strategy, simulation, sports, and racing games (Laird & van Lent, 
2001), as well as location-based mobile games (de Souza e Silva & Delacruz, 2006; 
Squire & Jenkins, 2003). Although the underlying software of a game might be very 
simple, that is, having only a limited set of contingencies for each move, newer games 
involve complex artificial intelligence underpinnings to guide and anticipate conceptual 
moves by the user. This sort of substructure is in addition to the verisimilitude of graphics, 
motion, and other simulation displays. 

This chapter, however, focuses on a highly specific use of games – the assessment or 
testing of the learner or player. The chapter considers analytical strategies to assure that 
the goals for assessment and the game are interrelated, approaches to assure adequate 
instructional and assessment sampling of content parameters, and the assessment purposes 
as they influence scoring rules and metrics. In short, the chapter addresses concerns of 
both design and validation of assessments in games intended to teach, which face the 
same critical issues as do assessments designed for other contexts. The issues of assess
ment validity can be dealt with by articulating the machinery, procedures, or engines 
used to make judgments about the acquisition, depth, retention, and utility of the knowl
edge, procedures, and strategies of the game topics from a learning and performance 
perspective, as opposed to only as mechanisms to advance game play. Of equal, if not 
of more, importance, is the extent to which the game (assuming it motivates consider
able time investment) develops and sustains the transfer of skills, strategies, and social 
behaviors to settings other than the game topic domains. 

Let us start with a noncomputerized example of a game that measures performance, 
such as baseball played by Little League teams. The game of baseball has complex rules, 
moderators, coaches, players, an easy way to determine success for individuals while 
adapting to a player role (e.g., Runs Batted In or Earned Run Averages), and individual 
metrics that apply to everyone (e.g., Errors), as well as clear metrics of success for 
the team (e.g., score differentials between teams or number of wins and losses). While 
the overall goal of the game is to “win,” the instructional attributes of the practices 
and scheduled contests are intended to develop skills of the students in order to win. 
The collateral focus of assessment, in addition to winning, for Little League and other 
sports for children (like American Youth Soccer Organization soccer for 6-year-olds) 
is to evaluate students’ performance and help them improve their performance. In the 
assessment trade, this is called formative assessment or evaluation (see, for example, 
Baker & Alkin, 1973; Black & Wiliam, 1998; Scriven, 1967). In team sports, qualifying 
trials may be held for selection or bracketing purposes, in which feedback is given and 
adapted to the individual, his or her level of skill, and the position(s) played, and it is 
done publicly. By the end of a season, or a second season, it is clear who has learned what 
by observing behavior in the game. Does the team member back up his colleague when 
appropriate? Can he or she choose where to hit the ball, assuming that level of skill? Do 
the players share pleasure in their collective efficacy, even if an individual is unsuccessful 
for a game or a streak? The validity of these games for learning is inherent because what 
is in part being taught are game-specific skills. In addition, however, general propensities, 
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such as caution, risk-taking, enthusiasm, and perseverance can be observed to transfer 
across teams, sports, and other domains. 

Our interest in this chapter is the use of games for assessment, both when the game 
itself embodies the goals of learning, and when the game serves as a proxy for typical 
tests. Our attention is directed to games that are used to make formative assessments 
(in-the-process-of-learning assessments), as well as those that might be used for criterion 
trials, either to determine the level of performance of an individual or to gauge the speed 
and agility with which a learner acquires a new set of skills in an unfamiliar game 
environment. As experts have reminded us (American Educational Research Association, 
American Psychological Association, and National Council on Measurement in Education 
[AERA, APA, & NCME], 1999), validity inferences depend upon the use to which the 
findings will be put, with uses including classifying the learner (or group), determining 
rank order, making selections, determining next instructional sequences, and so on. 

2. A Word About Validity 

Each validity interpretation requires evidence relevant to its purported use. When the 
use of assessment in a game is formative, one would need to gather information from 
the player that could help direct the next step of instruction. For example, assessment 
may take the form of observing a golf player’s stance while the player swings a golf 
club, or for an FBI trainee, what information sources are consulted while the trainee is 
solving cases. However, when the purpose of the assessment in a game is to certify that 
the player has developed and reached the set of objectives for the instruction, evidence 
would need to be gathered that the player can apply the set of skills and practices of 
the game domain within the appropriate conditions that would demonstrate mastery. For 
instance, to determine that a player has become proficient at golf, the golfer should 
demonstrate the ability to consistently score in the 80s on a variety of courses; and the 
FBI trainee would need to demonstrate solving cases of various complexities. Games 
relate to assessment in a number of ways that have validity implications. The assessment 
can be integrated into the game to provide guidance and feedback on the player’s progress 
to attainment of learning objectives. The game may be used as an assessment task for 
some other educational intervention including a different game or noncomputational type 
of instruction. Or proficiency in a game may be assessed by means not integrated in the 
game itself because of feasibility or cost. We will consider all of these approaches. In all, 
the concern about what is to be learned and measured and how the interpretations guide 
other decisions are central precepts. 

3. Design of Assessments to be Integrated into Learning Games 

The design of assessments of learning in games faces the same technical issues as the 
design of assessments intended for use in other learning environments, such as classrooms 
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or simulations. To ensure that the inferences one makes from the assessment are valid, 
one must take into consideration the learning objectives of the game and the purpose the 
assessment will serve. These key characteristics will drive the conceptual framework that 
underlies the assessment (AERA, APA, & NCME, 1999; Baker, 1997). Although, games 
invariably adapt options based on learner performance, it is not always the case that the 
basis for advancing or progression in the game (e.g., receiving points) maps directly to 
the learning objectives claimed for the game. To use a game as an assessment device 
that measures attainment of the game’s goals, three questions must be initially answered: 
(a) What do we want trainees/students to learn? (b) How do we know that they have 
learned? – that is, what classes of actions against which criteria will suffice? A sub-issue 
of this concern is the third question: (c) How good is good enough? It should be clear that 
the assessment of performance in game settings conceptually addresses the same issues 
as assessment in other settings: Does the performance sample the range of the goal state 
with regard to content? What technical evidence is there that the inferences drawn from 
performance are appropriate and fair?” 

The next section will describe key issues in the design and technical verification of 
assessments, especially concentrating on specifying the cognitive demands of the game, 
systematically representing the content from the domain of interest, and the gathering of 
evidence that the assessment is fulfilling its purpose, all with the aim of answering those 
questions. The issues will be presented in a sequence that might well describe the task 
order required for the assessment designer. 

4. Technical and Strategic Features Required for Game Assessment 

4.1. Cognitive Demands 

What do we want trainees or students to learn? In the design of instructional interventions, 
the answer to this question is often referred to as the learning objectives or learning goals 
(Anderson & Krathwohl, 2001; Baker, 1974; Bloom, Engelhard, Furst, Hill, & Krathwohl, 
1956). In addition to being a primary driver in instructional design, the learning objectives 
or learning goals shape the cognitive demands of the assessment. The cognitive demands 
of a task are the set of skills, knowledge, abilities, and behaviors to be assessed and 
should be a direct extension of what it is we want to be learned in our instruction (AERA, 
APA, & NCME, 1999; Baker, 1997). The characteristics of the assessment should not be 
considered independent of the desired learning outcomes of the game. Ideally, the desired 
learning outcomes and the cognitive demands of the assessment should be considered 
concurrently in order to assure that they correspond. Otherwise, the inferences one can 
make from the assessment may be either limited or, in the case of misaligned tasks, 
suspect. 

Defining the cognitive demands of an assessment involves focusing on the domain-
independent and domain-dependent set of knowledge and skills that an assessment is sup
posed to address. For example, Baker’s (1997) model-based assessment (MBA) approach 
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to assessment development identifies five families of learning that encompass the key 
learning outcomes of education and training. These five areas are content understanding, 
problem solving, teamwork/collaboration, communication, and self-regulation. Each of 
these families consists of a set of partially domain-independent requirements that serve as 
the framework of both instruction and assessment. Each of the families can incorporate 
task syntax that reflects research in the area. For example, measuring problem solving 
may involve creating tasks whose cognitive demands include making sense of informa
tion to identify a problem and deciding on an appropriate solution, whereas measuring 
content understanding could require the ability to explain why a procedure works (Baker 
& Mayer, 1999). Because these frameworks are largely independent of content, they 
can be reused as they are embedded in subsequent specific content domains. Thus, the 
problem-solving syntax chosen for one game (a role-playing game) might very well be 
embedded in a different content and game style, such as a quest game. Superficially, 
the games will look very different; it is our thought, however, that a common thread 
of problem-solving competence can be developed in different domains, an outcome that 
would support transfer of learning. Only after the cognitive demands of a task have 
been determined are these areas defined by specific subject matter. Baker, Niemi, and 
Chung (in press) have described the continuum that must exist among tasks that are 
peculiarly domain specific and those that may be applicable to a wider set of content 
domains. For example, even very domain-specific tasks, such as making an incision for 
an appendectomy, will have a range of contexts that require adaptive behaviors involving 
depth, speed, and consequences. Other tasks, such as figuring out an answer to a reading 
comprehension question, may have general strategies, such as the review of syntax and 
lexical context clues, to aid in the correct response. Thus one enormously important 
notion about the objectives to be taught, or perhaps only to be measured, involves the 
level of generality of the applicable cognitive learning and the domains to which it is 
supposed to apply. 

4.2. Domain Representation 

Defining the cognitive demands of a task requires that explicit representation of the 
content, knowledge, skills, attitudes, and other properties of the domains or constructs be 
assessed, as well as the behaviors or performances that reveal these constructs (AERA, 
APA, & NCME, 1999; Baker, 1997; Baker & Mayer, 1999; Mislevy, Steinberg, & 
Almond, 2002). A domain representation includes a representative description of the 
domain on which the assessment is focused and the range of eligible content. It makes 
explicit what is to be covered in the assessment, thus defining the universe of what is to be 
learned and assessed. Therefore, a domain representation can serve several functions by 
providing guidance for assessment developers, assisting teachers to focus on what is most 
important for instruction, and allowing external review of the assessment development 
process. 

One function of a domain representation is to explicitly represent the cognitive out
comes to be measured. As stated earlier, part of the MBA approach to assessment 
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development is to embed subject matter content into the cognitive demands of a task. For 
instance, for problem solving, the domain-specific aspects of the task would include the 
specific content matter, procedural knowledge, strategies, and discourse. That is, at one 
level of abstraction, problem solving could be defined as the act of looking at various 
information sources and identifying the problem. However, the actual practice of problem 
solving for firefighters, for example, may look very different from the problem-solving 
practices of, say, a historian in terms of specific content matter. While both domains may 
require identifying a problem from various sources of information, what serves as those 
sources (e.g., reports from other areas of the building for a firefighter versus original 
source materials for a historian) will differ from domain to domain. 

Another approach to assessment that emphasizes the importance of domain represen
tation is evidence-centered design (ECD). ECD shares with MBA its emphasis on the 
importance of being explicit about what is to be measured (Mislevy, Steinberg, Breyer, 
Almond, & Johnson, 1999). Information gathered from cognitive task analyses forms the 
basis of a student model (i.e., what set of knowledge skills or attributes are assessed). 
The student model specifies those variables in which the student is expected to demon
strate proficiency, using a mathematical structure in which a joint probability distribution 
expressing the relationship among the variables is represented (Mislevy et al., 2002). 
Both of these models demand that the process of assessment development include a clear 
definition of the nature of the assessment. 

The other function of domain representations is to explicitly define the scope of the 
task by setting content limits for the domain. By explicitly defining the universe, domain 
representations assist assessment developers by forming the basis on which tasks are 
sampled over the domain, as well as the range for which skills are expected to generalize 
(Baker & Mayer, 1999). For instance, the range of content eligible for sampling from 
the domain representation of firefighting would be different for a domain representation 
that only targeted firefighting skills in buildings versus a domain representation that 
included firefighting in many types of scenarios, such as in forest fires and on naval ships. 
While the latter might subsume some of the knowledge and skills needed to fight fires 
in buildings, the scope of the content eligible for assessment might include additional 
factors that needed to be learned, and thus measured. 

Various knowledge representation techniques have been explored as a means for domain 
representation. Knowledge representation techniques facilitate an explicit, precise, and 
externalized representation of the domain to be covered (Baker, Chung, & Delacruz, in 
press). Examples of earlier knowledge representation techniques focused on well-defined 
areas such as mathematics. These approaches used either set theory, where broad classes 
of performance using algorithmic rules generate items that could be sampled to yield 
representative instances of test items (e.g., Hively, Patterson, & Page, 1968), or Tatsuoka’s 
rule space methodology, which represents items by well-defined skill attributes forming 
the basis of a hierarchy of skill (Katz, Martinez, Sheehan, & Tatsuoka, 1998; Tatsuoka 
& Tatsuoka, 1983). While applicable for well-defined areas such as mathematics, these 
approaches have been criticized for their inability to capture the more complex set of 
behaviors that are found in domains such as writing or history (see Baker & O’Neil, 1987, 
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for an in-depth review). Recent methods of knowledge representation that can model 
more complex domains include the use of Bayesian networks to graphically model the 
dependencies between variables of interest in relation to actual student performance, such 
as in licensing dental hygienists (Mislevy et al., 2002), or to assess student performance 
in a biology-based problem-solving simulation (Chung, de Vries, Cheak, Stevens, & 
Bewley, 2002). Likewise, Schaffer’s notion of epistemic games (Shaffer, 2005; Shaffer, 
Squire, Halverson, & Gee, 2005) calls for intense ethnographic studies to understand the 
practices of the professions out of which games are developed to ensure that actions and 
behaviors during game play are aligned with what happens in natural contexts. 

4.3. Task Representation 

Domain representations explicitly define what it is one wants the students or the trainees 
to learn, thus providing a basis for what is to be assessed. What is also required is to define 
what sort of evidence can substantiate the inferences made that learning has occurred 
in that particular domain. The task representation serves this function. In the context of 
games, the task representation is comprised of the domain representation, the materials 
with which the learners are expected to interact, the game narrative or scenarios, response 
expectations (e.g., the actions taken by and behaviors of the game player[s]), and the 
scoring method for the measures and performance. Whereas the domain representation 
defines the universe that will be covered, the task representation defines the conditions 
under which performance is to be interpreted. It is driven by the purpose or goal of the 
assessment and determines what classes of actions against which criteria will suffice. If 
the tasks are misaligned with the domain representation or if the domain representation 
does not adequately represent the target environment, then the inferences one makes 
about what is learned may not be well supported. For example, the act of deciding 
what formation is appropriate when faced with an enemy squad is important in both the 
natural context of battle and in the game Full Spectrum Warrior. However, in battle, the 
commands are issued verbally or visually with hand signals and are equipped with their 
own set of specific discourse and practices, whereas in the game, the commands are issued 
by moving the cursor, obviously reducing verisimilitude. As a result, game players can 
perform well, directing their squads into appropriate formations to meet various threats. 
However, because the players are not required to issue commands verbally or visually, the 
predictive validity of game performance is compromised as far as determining whether 
the player is ready for battle. Though this example can be argued to be simply an issue of 
the fidelity of the game, issues of fidelity are crucial when performance in a game is used 
to assess whether certain practices and skills have been mastered. That is, once a game is 
to be used for assessment purposes, a prediction of future performance is always implied. 
As a result, game tasks must require performance of critical behaviors or actions. Either 
the game should require actions that demonstrate mastery in the domain, if the purpose 
is certification, or elicit behaviors that can inform how the system should shape the next 
steps or courses of instruction. 
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Task representation may also differ as a function of the range of cognitive demands 
and priority of purposes. Consider designing assessments for a game intended to train 
FBI agents. A task representation for the part of the game used as a formative assessment 
to measure content understanding could be to determine whether the trainees had learned 
how to run basic database procedures. This part of the game would simply have the trainee 
run a set of comparable searches. Another example could be to determine whether or not 
FBI agents understood how to interview witnesses of various ethnicities, which would 
require the trainee to interview other players (either virtual or, in the case of massively 
multi-player online role-playing games, other actual players). Because the purpose of 
these assessments is formative, the trainee might be allowed to retry attempts, the game 
might provide feedback or assistance to the trainee, or the game might use the trainee’s 
performance to determine the next situation to be directed to the trainee. A different task 
representation would be needed, however, to certify whether the FBI agent had learned 
the decision skills essential to investigations involving one or more victims. The game 
would need a task in which the trainee, when given a range of specified scenarios (for 
example, at an ambiguous crime scene), could identify the key problem by making sense 
of the evidence obtained, interpret medical examinations of the victims, conduct database 
searches, interview witnesses, seek new information sources to compensate for missing 
data, determine the conditions that apply to all victims, and choose a plausible next course 
of action once a suspect or suspect type is identified. 

A mismatch can occur if the assessment extends beyond the content and skill boundaries 
of the learning tasks or inadequately represents them. That is, one cannot make inferences 
about whether or not trainees can solve criminal cases by having them do a task that only 
involves running a fingerprint match. Likewise, even if the assessment task represents 
the extended skills required to solve provided cases, support for a specific inference 
that a trainee knows how to match fingerprints can be provided only if the trainee was 
required to run a test to match fingerprints. In summary, the task representation defines the 
context from which one can observe and gather information about students’ or trainees’ 
performance in a domain in order to enable drawing inferences about their competency 
in the domain (AERA, APA, & NCME, 1999; Baker, 2002; Messick, 1995; Mislevy 
et al., 2002). 

4.4. Scoring Models 

Crucial to assessment design and validity interpretation is the step in assessment R&D 
of making explicit what scoring model is used. That is, one must reveal the method of 
translating observed performance into meaningful scores. Because scores are often used 
as the main indicator of performance, it is important to be concrete about the theory 
underlying the combination of observations as well as operational details, including how 
the observations are combined, how they are scored and scaled, and how they relate 
to other measures of the construct. The scoring model should include the measurement 
scale, the scoring criteria, performance descriptions of each criterion at each point on the 
scale, and sample responses that represent various levels of performance (AERA, APA, 
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& NCME, 1999; Baker, Aschbacher, Niemi, & Sato, 1992/2005; Baker, Chung et al., 
in press). The theory of the scoring models needs to be made explicit, either in terms of 
desired attributes of performance or empirical models supporting elements and combina
tions. These models also need game context validation, including contrasts among expert 
and novice judges and players, reproducibility, and evidence that irrelevant features are 
not inadvertently skewing scores. 

In an ideal setting, the architecture for assessment, learning, and instruction is integrated 
such that summary scores or behavioral profiles have meaning and are designed in rather 
than noticed after the game has been developed. 

5. Games as Assessment 

Using the domain guidance above, a game itself can be used as the context for assess
ment. The underlying game engine invariably constrains the range or levels of adequate 
performance in a set of tasks. For example, player progress in the game could result 
either from reaching some predefined goal (e.g., get all the tokens), or achieving a certain 
score (e.g., reach finishing line under 60 s), or demonstrating mastery of a procedural 
skill (e.g., defeat an enemy using a strategy of mass attack). How one builds the under
lying engine could limit expectations of players to counting, speed, combined metrics, 
or complex solutions within time and tools provided. Moreover, because most games are 
linear (Gredler, 2001) and interaction is dynamic, detailed subsets of learning objectives 
and how they are assessed can change over the course of the game. The power of the 
underlying game engine is that these changes in expectations of students can be built into 
the game enabling increases in challenge, complexity, or even in the cognitive demands 
required as the game progresses. Though intelligent tutoring systems (ITS) may share 
similar characteristics in that the system within which a student interacts may be modi
fied based on performance, ITS are not generally “playful” in nature, that is, there is no 
element of play or competition, and the learner usually engages as a learner rather than a 
character or role. Therefore, ITS may often lack the motivational aspects that are inherent 
in many effective games. 

Most games start off with “tutorials,” which simply involve understanding the mechan
ics or basics of a required skill in the game. To return to the example of a game aimed 
at training FBI trainees, early stages of the game might focus on training in how to run 
database searches or the protocol of interviewing witnesses because the mechanics of 
executing these tasks can provide some insight into their purpose and utility. The middle 
stages of the game may involve solving very simple cases where identifying the correct 
suspect only requires demonstration of identifying which database search to run. 

The last part of most games usually involves complex challenges that subsume all 
of the previously learned skills, similar to a cumulative final exam, which provides 
integrative and summative information about competency (e.g., did they master the full 
set of knowledge and skills across a range of critical contexts?). For instance, in fighting 
games, final completion of the game may often require fighting all-powerful bosses who 
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have the powers of all of the previous bosses, such as in Viewtiful Joe (Squire, in press). 
Or in the case of the FBI training game, final completion of the game would require 
that the trainees be able to solve complex criminal cases, using all the skills that were 
tested during level progression (e.g., running tests, database searches, and interrogating 
witnesses). 

5.1. Process Assessments 

After the initiation of the game, interaction is often nonlinear, offering multiple paths to 
a solution. Assessments that capture details of the players’ process, rather than just the 
solutions attained, can be exploited to get a finer grained picture of learning. Especially 
because of the interactive nature of game playing, process data may be the best way to 
capture proficiency, as it is often embodied in action. Because game playing is centered 
on activity, it is often necessary to see what people do to determine proficiency (Barab, 
Fajen, Kulikowich, & Young, 1996; Squire, 2005). 

In other computer-based performance assessments, process data have been captured 
using various methodologies. Process data are most useful if the game is designed so 
that the task structure leaves little doubt about the content that the learner is viewing. 
That is, embedding features into the game to capture intent, such as requiring the learner 
to perform an explicit action to access information, can yield useful information about 
problem-solving strategies. For instance, examination of time-stamped logs of user actions 
such as screens visited or buttons pressed can be indicative of problem-solving strategies. 
Barab et al. (1996) divided such files into meaningful units using retrospective verbal 
protocols and using transitions between screens as the unit of analysis. Chung and Baker 
(2003) employed a “click-through” interface to capture intent by requiring the learner to 
perform an explicit action to access information (e.g., clicking on a button to see the time 
remaining). In IMMEX (Chung et al., 2002), each screen presents a single topic, rather 
than multiple topics; therefore there is little doubt about what the learner is attending 
to. The assumption is that the learner is aware of the availability of the information, 
and therefore clicking on the information is intentional, rather than some random act. 
Gathering process data is again tied to the appropriate domain and task representation 
in assessment design. One must consider what skills are to be assessed as well as what 
behaviors or responses need to be captured in order to properly infer that the skills 
have been learned. For example, in the FBI training game, as a formative assessment 
to evaluate student performance, it might be important to capture which information 
sources the trainees access or the number of failed attempts at running a database search. 
Simply looking at the metric of number of levels a trainee passed would be less useful 
in pinpointing areas of difficulty. 

When using process data to gather observations about students’ performance, the 
scoring techniques used are essential to performance interpretation. There are multiple 
techniques for scoring performance in complex tasks, such as expert performance-based 
scoring, modeling expert judgments, data-driven methods, and domain-modeling methods. 
Expert performance-based scoring is consistent with criterion-referenced measurement in 
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which expert performance is considered to be the gold standard against which to evaluate 
student performance (Baker, 1997; Baker, Freeman, & Clayton, 1991; Chi, Glaser, & 
Farr, 1988). Using this technique to score game play, one could have subject matter 
experts play the game to serve as the expert referent and examine how close trainees are 
to targeted levels of performance. This is different from using expert ratings of student 
performance as the gold standard for evaluation (e.g., Clauser, Swanson, & Clyman, 1999; 
Margolis & Clauser, 2006; Williamson, Behar, & Hone, 1999). In this case, performance 
is evaluated using the expert ratings, possibly by having instructors or teachers watch the 
student play the game or evaluate the student process logs. 

Moreover, process data can also be analyzed using various methodologies such as 
lag sequential analyses (Chung & Baker, 2003), neural nets (Vendlinski & Stevens, 
2002), or Bayesian networks (Chung et al., 2002; Martin & VanLehn, 1995). Chung and 
Baker (2003) used lag sequential analyses to analyze the sequences of user actions in a 
bicycle pump simulation. The technique of artificial neural networks clusters students’ 
performance based on their clickstreams, and raters examine characteristics of their 
clustered performance (e.g., Stevens & Cassillas, 2006; Vendlinski & Stevens, 2002). 
Interpretations of the performances represent the “score.” Finally, process data can be 
scored via the use of Bayesian networks. For example, Chung, Delacruz, Dionne, and 
Bewley (2003) computed moment-to-moment behavioral indicators from clickstream data 
and synthesized the data using a Bayesian network that modeled the interrelatedness 
between the variables of the task and the behaviors that were evidence of the variables. 

6. Assessing the Effectiveness of a Game 

When there are technological constraints for game analysis (e.g., no access to the source 
code), or when the initial purpose of the game was not to enhance learning, the measure
ment of game effectiveness can be affected. When assessment cannot be embedded in the 
game itself, one solution is to use “wrap-around” assessment tasks, which may be given 
in a parallel setting (either electronic or paper) on a pre-game, during-the-game, and/or 
postgame basis. If the game has specific domain and task features specified, creating 
or choosing an appropriate wrap-around assessment task is easier. These tasks would 
require that the student use the same skills and exhibit the same class of behaviors as 
those used in the instructional intervention, as well as allow the demonstration of the 
ability to generalize those skills and behaviors to new (but comparable) situations (Baker 
& Mayer, 1999). 

Examples of wrap-around options include structural assessments such as concept maps, 
where the player is asked to represent graphically (using pull-down menus and other 
tools) the features of the domain and skill set and the relationships of the components to 
one another. Such graphical representations of a domain can be conceived as a network 
of nodes that represent concepts and links. For example, to assess whether or not trainees 
learned the concepts in the game Space Fortress, Day, Arthur, and Gettman (2001) 
used Pathfinder to compare knowledge structures and performance in the actual game. 
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The primary objective of Space Fortress is to fly a spaceship and battle a fortress, 
while avoiding being destroyed by enemy mines. Trainees were asked to make similarity 
ratings of key concepts in the game such as the ability to control the ship and the 
destruction of a mine. The trainee ratings were compared to an expert referent structure. 
Results demonstrated that trainees whose ratings were more similar to an expert structure 
performed better in the game. 

Retention or transfer tasks that target the content to be learned in the game can also be 
used as a wrap-around assessment of learning (e.g., Mayer, Mautone, & Prothero, 2002; 
Moreno & Mayer, 2000). For instance, to evaluate learning in the Design-a-Plant game, 
Moreno and Mayer (2000) used a retention task (e.g., “Write down all the roots you can 
remember”) to measure whether or not students had learned basic declarative information 
from the game. However, to measure whether or not students had learned how to design 
a plant that can thrive under different conditions, the transfer task asked the students 
to apply their knowledge to a situation by designing plants for various conditions and 
identifying the conditions under which certain plants could thrive, and then to provide 
explanations to justify their answers. 

The tasks used by Moreno and Mayer (2000) are a good example of choosing wrap
around assessments that are appropriate for the expected learning outcomes. The retention 
task measured whether or not the student remembered what was presented, whereas the 
transfer task measured the student’s ability to apply the knowledge to new situations. 
When the goal of instruction calls for meaningful learning, a retention task is not adequate 
to determine that such learning has occurred because it can only show whether information 
was retained. Therefore, assessments that require students to actually apply knowledge in 
a problem-solving transfer task can be a more powerful indicator that meaningful learning 
has occurred (Baker & Mayer, 1999). 

7. Deep Architecture of Games 

Should games be designed one at a time? Should their assessments be idiographically 
developed? Although it is obvious that top-down, reusable components can be created as 
part of an overall game engine, and for tests as well, in reality one-at-a-time game design 
is the norm because of schedule and budgetary constraints. However, it is theoretically and 
instructionally desirable to consider the design of a suite of games and their assessments 
all at once. Designing games to include learning objectives can be accomplished by 
assuring that the game requires a recurrent set of cognitive demands. For example, if 
problem solving is thought to be an objective of importance, it could, as described above, 
be incorporated into the architecture or engine design of a game. This kind of fundamental 
design supports the actual steps of engine design and should reduce cost and time in 
subsequent developments, within the target game or for different games. Most importantly, 
such design can allow students’ cumulative performance across games with common 
cognitive architecture to be monitored and reported back. We can see how problem 
solving progresses by capturing the critical incidents, decisions, and performances of the 
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player, and feeding them back at intervals, to the player, the teacher or trainer, or to 
parents. This comprehensive and cumulative monitoring can be accomplished without 
compromising the variety or levels of play in which the learner engages, and in a way 
that is not intrusive to the learner. Of course, privacy provisions must be instituted if the 
data are to be used for purposes other than legitimate feedback in an educational setting. 

8. Outcomes 

We have sketched outcomes that involve cognitive tasks, such as problem solving, com
munication, and metacognition (planning, self-monitoring) as features that support game 
design and must also be explicitly selected or rejected as part of the game specification. 
For most designers, however, the salient outcomes involve content that the game is sup
posed to teach, such as content facts, or procedural knowledge – the how-to-accomplish 
a particular task – such as algorithms for solving algebra problems or step-by-step tasks 
to be coordinated among team members. In addition, any game will develop incidental 
knowledge that is not its primary goal. The extent to which a game develops useful 
auxiliary knowledge may be one way of judging its value. 

Assuming the outcomes of a game are first tied to the general claims made for it, and 
to the specified objectives, performance can be judged along multiple axes that involve 
the degree of complexity, the richness or sparseness of content, the understanding of 
interrelationships, and the ability to perform criterion (or the desired final) tasks. 

More important outcomes of a game, however, are typically external to the game play 
itself. These include the extent to which game outcomes can be applied in different con
texts involving different constraints, whether high-quality performance can be achieved 
in speeded and nonspeeded conditions, and whether the player can compensate and fill in 
for missing information. A more remote level of transfer outcome could be determined 
to see whether the player adopts common problem-solving strategies as they are appro
priate to very different settings and content objectives. It is our belief that assessing the 
performance of game players during the game and on the job is an essential component 
to games that claim to improve performance outside the game setting itself. 

9. Affect and Motivation 

It is also important to consider noncognitive factors that may contribute to learning. 
This is particularly crucial for games, which are often viewed as another tool to mediate 
learning, due to their intrinsic motivational properties (Gee, 2003; Malone, 1981). Factors 
that have been shown to predict academic achievement include achievement motivation 
(i.e., the enjoyment of surmounting obstacles and completing tasks in order to achieve 
academic success and excellence), goals (e.g., performance approach or avoidance with 
goal-directed behavior), self-efficacy (i.e., self-evaluation of one’s ability to be successful 
in a particular content area), and effort (i.e., the extent to which one works hard on a task) 
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(Hidi & Harackiewicz, 2000; Robbins, Lauver, Lee, Davis, Langley, & Carlstrom, 2004). 
In the context of games, these factors can be assessed by self-report or as a function of 
performance in the game itself. For instance, effort could be measured by the amount of 
time spent on a task in a game. 

One of the motivating aspects of games is the presence of multiple goals (Malone, 
1981). Game players may have a goal to complete a basic task, such as defeating an 
enemy, but they may also have another goal, such as efficiency (e.g., defeating an enemy 
quickly). Therefore, measures of goal-directed behavior could look at attempts to increase 
scores or to achieve a goal as fast as possible. For example, Lee, Luchini, Michael, 
Norris, and Soloway (2004) found that in a mathematics drill game, Skills Arena, students 
were increasing the difficulty of the game without direct instruction from the teachers or 
researchers by increasing the speed at which the questions would travel across the screen. 
This could be used as a measure of motivation. 

Moreover, the increasing presence of massively multiplayer online games (MMOG) 
pushes for measures of extrinsic motivators such as competition, collaboration recognition, 
and material goods (Barab, Arici, & Jackson, 2005; Bonk & Dennen, 2005; Chen, Shen, 
Ou, & Liu, 1998). One of the key features of such games is the ability to customize 
one’s avatar. The tools to change the avatar’s appearance are often made available as a 
result of some achievement in the game. For instance, in Whyville, “clams” are used to 
purchase ways (e.g., makeup, change in hair color, or outfits) to personalize one’s avatar, 
and clams are obtained by accomplishing some task in the game (Feldon, 2007; Fields, 
2007). Therefore, while earlier studies on motivational aspects of games have focused on 
intrinsic motivators, MMOGs drive the need for assessment of extrinsic motivators for 
learning in games. 

10. Summary and Conclusions 

This chapter has presented a brief tour of game assessment requirements. These require
ments include the cognitive and content representations needed to assure accomplishment 
of stated goals. We cannot emphasize enough that these must be designed into the game. 
They must also be explicitly measured during the game and in the field, using appropriate 
experimental designs. It is invariably true that games produce more outcomes than the 
developers intend, and many of them may be ultimately more important and long lasting. 
However, it is important to document these additional outcomes, whether they affect 
knowledge, strategy, or behavior, to help develop the models of what games can do under 
various conditions. 

It is our intention to continue our experimentation with games and game-like environ
ments in order to flesh out with adequate evidence guidelines for game designers. Our 
parting note is that if you expect anything to be learned through game playing, it has to 
be described, incorporated in the game in multiple trials, and measured during and after 
the game with appropriate tasks and settings. 
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A FORMATIVE EVALUATION OF THE TRAINING 
EFFECTIVENESS OF A COMPUTER GAME 
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University of Southern California 

Abstract 

According to previous studies, a computer game may be one of the most effective tools to 
improve problem-solving. However, despite computer games and simulations’ potential 
power in instruction and training, research on their effectiveness for adults is limited, 
and a framework of evaluation is lacking. This research on the training effectiveness of a 
computer game was conducted in a research environment with reliable and valid measures 
of problem-solving; that is, the knowledge maps as content understanding measure the 
retention and transfer questions as problem-solving strategies measure, and the trait self-
regulation questionnaire as self-regulation measure. Implications for further study were 
discussed. 

1. Literature Review 

1.1. Games and Simulation 

As pointed out by Ruben (1999), researchers such as Abt (1970), Coleman (1969), 
Boocock and Schild (1968), Gamson (1969), Greenblat and Duke (1975), Pfeiffer and 
Jones (1969–1977), Ruben (1978), Ruben and Budd (1975), and Tansey and Unwin 
(1969) started to notice the potential effects of simulations and games in instruction 
decades ago. 

The merits of computer games include facilitating learning by doing (e.g., Mayer, 
Mautone, & Prothero, 2002), and triggering motivation and enjoyment, although some 
researchers argued that it is the instructional strategies or methods in a medium instead of 
the medium itself that influences learning (e.g., Clark, 1983, 1994). In addition, computer 
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simulation games engage learners in a simulated experience of the real world, which 
makes learning potentially practical (Martin, 2000; Stolk, Alexandrian, Gros, & Paggio, 
2001). Due to those merits, games and simulations have been applied in various fields 
and settings, such as that of business, of K-16 organizations, and of military organizations 
(e.g., Baker & O’Neil, 2003; O’Neil & Andrews, 2000). Furthermore, as pointed out by 
Stolk et al. (2001), for the training in some settings where practice and exercises in real 
situations are expensive and dangerous, computer games and simulations are helpful. For 
example, military settings applied computer-based training tools, such as war-games and 
simulators for task training. The same situation happens in the field of environmental 
crisis management; practicing dealing with natural disasters and industrial emergencies 
is usually very expensive and dangerous, therefore it is necessary to apply instructional 
gaming (Stolk et al., 2001). 

According to O’Neil and Fisher, the effects of computer games and simulations can be 
generally divided into five categories: promotion of motivation, enhancement of thinking 
skills, facilitation of meta-cognition, enhancement of knowledge, and attitudes. However 
few studies have shown the empirical effects of games and simulations on training and 
learning (O’Neil & Fisher, 2004). They also indicated that despite the potential power 
of computer games on instruction and training, research on their training effectiveness 
is limited, and further, there is little gaming literature that is helpful in designing a 
formative evaluation of games. As pointed out by Ruben (1999), there is not enough 
research on the evaluation of games’ instructional effectiveness and their validity and 
reliability. According to researchers (e.g., O’Neil et al., 2002; Quinn, 1996), one of the 
critical concerns is time and expense. Therefore, more investment should be put in the 
analysis and studies on computer game evaluation (O’Neil et al., 2002; O’Neil & Fisher, 
2004; Quinn, 1996; Ruben, 1999). 

Based on Gredler’s (1996) categorization, SafeCracker, the puzzle-solving game used 
in this study had the characteristics possessed by both games and simulations: in the 
game, the players were transferred to a simulated environment; a player of the game 
was fulfilling a role as an expert safecracker; the event sequence of SafeCracker was 
branching (Gredler, 1996); actions and decisions made previously by the player would 
influence or result in the following situations and problems; the player was a component 
of the game’s scenario and executed the tasks of his/her role of finding clues and tools, 
and breaking safes logically. Gredler (1996) defines a phrase that means the mixture of 
games and simulations’ features; that is simulation games or gaming simulation. For the 
purpose of this study, we will use Gredler’s definition of simulation game or gaming 
simulation. 

1.2. Problem-Solving 

According to research, problem-solving is one of the most critical competencies whether 
for lifetime learning or accomplishing tasks, whether in job settings, in academic settings 
(e.g., Dugdale, LeGare, Mathews, & Ju, 1998), or any other settings. Although there is sub
stantial previous research which reveals the utility of problem-solving (e.g., Mayer, 2002), 
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the methods to assess problem-solving ability are in need of refinement. For example, a 
common method used to assess problem-solving is the use of a standardized test consist
ing of unconnected multiple choice questions that fail to provide students and teachers 
with information on what problem-solving processes they should use and why. Although 
we can find the most valid measures for problem-solving competence in the cognitive 
science literature, these measures (e.g., think-aloud protocols), however, are inefficient 
to assess performance for diagnostic purposes, since their scoring is laborious and time-
consuming (O’Neil, 1999). As a result, the National Center for Research on Evaluation, 
Standards, and Student Testing (CRESST) has developed a problem-solving assessment 
model to measure content understanding, problem-solving strategies, and self-regulation, 
the three elements of problem-solving. 

Games and simulations have potential use in teaching and learning, and have been 
applied in the field of business, in academic organizations, and in military settings, 
and as argued by Quinn (1991), computer games may provide effective environments 
for problem-solving. But there is little research of games’ training effectiveness. This 
researcher conducted this study focusing on the evaluation on a computer game with 
regard to its effectiveness in improving problem-solving. 

Researchers (e.g., Clark, 1983, 1994, 2001) suggest that media themselves do not fos
ter learning, therefore the theories and instructional strategies embedded in games and 
simulations are important. Most commercial games are not designed with an instructional 
strategy in mind. Experiential learning, discovery learning, and deductive learning are 
three instructional strategies to support training with computer games. Experiential learn
ing (Ruben, 1999) is an important strategy focusing on increasing the student’s control 
and autonomy, an aspect of constructivism, which relies heavily on student initiative and 
teachers’ being available for guidance. Inductive/discovery learning is a strategy where 
learners acquire knowledge by exploring in environments by themselves with less or no 
guidance (Kalyuga, Chandler, & Sweller, 2001; Mayer, 2004; Sweller, 1994). Deductive 
strategy to teaching is an instructional design with worked examples (Kalyuga, Chandler, 
Touvinen et al., 2001). Worked examples are a type of guided instruction, which includes 
a problem statement and explanation that details the problem solution. As suggested by 
Touvinen and Sweller (1999), the selection of instructional strategies depends on the level 
of learners’ prior domain knowledge. 

The effects of computer games on training and instruction were claimed to be beneficial 
in some cases for instruction and training due to some of their characteristics. These effects 
can be generally divided into five categories: promotion of motivation, enhancement of 
thinking skills, facilitation of meta-cognition, enhancement of knowledge, and building 
of attitude. However, in general, there is limited empirical data on the effectiveness 
of games. 

1.2.1. Evaluation Models 

Evaluation is the process of determining achievement, significance or value; it is the 
analysis and comparison of current progress or outcome and prior condition based on 
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the specific goal/objectives or standards (Woolfolk, 2001). While summative evaluation 
focuses on outcomes and is typically conducted at the end of a program (Kirkpatrick, 
1994), another reason to do formative evaluations is to improve the program (Baker, 
1998; Baker & Alkin, 1973; Baker & Niemi, 1996). Formative evaluation is normally 
conducted throughout the program to evaluate the process of a program development. 
There is limited evidence as to the training effectiveness of games for adults, so the 
framework of evaluation on the learning results of games needs to be used. Since 
different goal/objectives and games should be evaluated with different assessment mea
sures, game developers should design appropriate assessment tools to find out if the 
game really helps learners or trainees achieve the learning goal and objectives, and its 
efficiency. 

For example, this study evaluated a game with training/learning goal to increase learn
ers’ problem-solving, so the measures to assess problem-solving including content under
standing, problem-solving strategies, and self-regulation were applied (O’Neil, 1999). In 
this study, we used O’Neil, Baker and Fisher’s (2002) framework of formative evaluation 
in the pilot study. Their model differs from Kirkpatrick’s (1994) in the sense that it is for
mative vs. summative. However, it is similar in that it focuses on what Kirkpatrick would 
call Level 1: Reaction and Level 2: Learning but not his Level 3: Behavior (i.e. transfer 
to job) or his Level 4: Results (e.g. cost-effectiveness). 

2. Research Design 

The research consisted of a pilot study and a main study. The pilot study focused on a 
formative evaluation to improve the implementation and ensure the success of the main 
study. The main study that followed the pilot study focused on the impact of the game 
on problem-solving. 

3. Methods 

3.1. Formative Evaluation 

For the pilot study, the researchers applied the framework of formative evaluation (O’Neil 
et al., 2002). According to O’Neil et al., the purpose of formative evaluation is to find out 
the feasibility of a program of educational technology and improve the program by offering 
information on its implementation and procedure. The study followed a modified version 
of the O’Neil methodology to conduct a formative evaluation of a game. First, the pilot 
study was conducted to check the design of assessments for outcome and measurement. 
Measures were designed and tried out, such as the new-programmed knowledge mapper, 
the new-designed problem-solving questions, and the computerized trait self-regulation 
questionnaire. Second, the validity of instructional strategies embedded in the game was 
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checked against the relevant literature. Third, the feasibility review was conducted with 
students, and finally, necessary revisions were implemented. 

3.2. Participants 

The participants of the pilot study were three college students from San Jose State 
University in Northern California, aged from 20–35. The pilot study was conducted 
after receiving the approval of the university’s IRB. All participants were selected to 
have no experience of playing SafeCracker but have prior experience in playing other 
computer games. 

3.3. SafeCracker: A Puzzle-Solving Game 

SafeCracker is a computer puzzle solving game. When playing the game, players try to 
solve the puzzles in order to break into the safes located in different rooms of a mansion, 
applying all of the tools and clues hidden in those rooms found by them. 

The selection of SafeCracker was based on a study by Wainess and O’Neil (2003). 
The researchers had conducted an evaluation on the research feasibility of potential 525 
video games of three categories: puzzle games, strategy games, and educational games. 
The appropriate game was then sought among puzzle games, due to their properties and 
since they provide an appropriate platform for studying games’ effectiveness of enhancing 
problem-solving. A participant in a puzzle-solving game is placed in a specific setting 
or story background, and tries to reason out possible task procedure and consequences, 
and a failure to solve a puzzle previously encountered may result in future problems in 
the game. 

3.4. Measures 

Content Understanding Measure. Knowledge Mapper was used to measure participants’ 
content understanding of SafeCracker. The knowledge mapper used in previous studies 
(e.g., Chuang, 2004; Hsieh, 2001; Schacter, Herl, Chung, Dennis, & O’Neil, 1999) was 
reprogrammed to fit the needs of this study. Participants in the current study were asked 
to play SafeCracker twice and after each game to create a knowledge map in a computer-
based environment. Participants were evaluated on their content understanding, based 
on their maps, after both the first and the second time of playing SafeCracker. Their 
maps were scored in real time by comparing the semantic propositions of a participant’s 
knowledge map to those of three expert players maps. For example, if a participant made 
a proposition such as “Key is used for safe,” this proposition would be then compared 
with all of the propositions in the three expert maps. Participants’ content understanding 
scores were computed by comparing semantic propositions of a participant’s knowledge 
map to those of three expert maps created by five experts of SafeCracker. The following 
description shows how these outcomes were scored. First, the semantic propositions were 
calculated based on the semantic propositions, two concepts connected by one link, in 
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each of the three expert maps. Every proposition in a participant’s knowledge map was 
compared against each proposition in the three SafeCracker expert maps. One match was 
scored as one point. The average score across all three expert maps would be the semantic 
score of the participant’s map. 

3.5. Problem-Solving Strategies Measure 

In this study, the researcher measured domain specific problem-solving strategies by 
asking open-ended questions, using modifications of previous researchers’ (e.g., Mayer, 
2001; Mayer, Dow, & Mayer, 2003; Mayer & Moreno, 1998; Moreno & Mayer, 2000, 
2004) assessments of retention and transfer. For example, we adapted Mayer and Moreno’s 
(1998; also, Mayer et al., 2003) approach to measure a participant’s retention and transfer 
by counting the number of predefined major idea units correctly stated by the participant 
regardless of wording. Two problem-solving strategy questions to measure retention and 
transfer were used in the pilot study. The retention question was, “Write an explanation 
of how you solve the puzzles in the rooms.” The transfer question was, “List some 
ways to improve the fun or challenge of the game.” An example of an idea unit for the 
problem-solving retention question is Recognize/compare room features. An example of 
an idea unit for the transfer question is Add characters to disturb/confuse or help. 

3.6. Self-Regulation Questionnaire 

The trait self-regulation questionnaire designed by O’Neil and Herl (1998) was used in 
this study to access participants’ degree of self-regulation, one of the components of 
problem-solving skill. There was sufficient reliability of the self-regulation questionnaire, 
ranged from 0.89–0.94, reported in previous study (O’Neil & Herl, 1998). The 32-item 
questionnaire was composed of eight items of each of the four factors: planning, self-
checking, self-efficacy, and effort. An example of an item to assess planning ability is, 
“I determine how to solve a task before I begin.” An example of an item to assess self-
efficacy is, “I check how well I am doing when I solve a task.” Item response choices 
were almost never (1), sometimes (2), often (3)�and almost always (4). 

3.7. Procedure 

The participants of the pilot study (2 males and 1 female, aged from 25 to 30) were 
selected to have prior computer game experience but have no experience of playing 
SafeCracker. They were tested individually on a PC. The process was: (a) 2–3 min for 
introduction, (b) 6–8 min for the self-regulation questionnaire, (c) 8 min for instruction 
of knowledge mapping, (d) 5 min for game introduction, (e) 20 min for the first game-
playing, (f) 5 min for the first knowledge map, (g) 2 min for the first problem-solving 
strategy questions, (h) 20 min for the second game-playing, (i) 5 min for the second 
knowledge map drawing, (j) 2 min for the second problem-solving strategy questions, 
and (k) 2 min for debriefing. The entire session took a maximum of an 80-min period. 

http:0.89�0.94
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3.7.1. Training for SafeCracker 

The researcher briefly introduced the puzzle-solving game to the participants, including 
the gist and mechanics of the computer game. In addition, the participants were told the 
task: they were trying any way they could think of and using every available resource to 
solve the puzzles to crack the safes located in the rooms. 

3.8. Main Study 

Thirty young adults, aged from 20 to 35, participated in the main study after receiving 
the university’s approval of IRB. The volunteer had to be a college or graduate student 
who had prior experience of playing a computer game but had no experience of playing 
SafeCracker. Participants were paid for participating. Except for minor adjustments, the 
same methods and procedure used in the pilot study were applied in the main study. 

Based on the pilot study results for the problem-solving strategy test, the transfer 
question, “Write an explanation of how you solve the puzzles in the rooms” was revised 
as, “List how you solve the puzzles in the rooms” to reduce the probability that participants 
would write an essay. In this study, the goal was for participants to write down only key 
words and phrases, not only to save time but also to make the idea units/propositions clear. 

4. Results 

4.1. Content Understanding Measure 

As shown in Table 1, the mean scores of the 30 participants in pretest and posttest 
of knowledge mapping were 2.27 �SD = 1�23� and 3.44 �SD = 1�84� respectively. 
Further, the differences of the pretest and posttest were statistically significant, 
t�29� = 4�32� p  = 0�01. In addition, the pretest and posttest of knowledge mapping test 
were significantly correlated �r = 0�60� p  = 0�01�. 

Table 1

Descriptive statistics of knowledge mapping test.


N Mean Std. Deviation 

Pretest 30 2�27 1.23 

Posttest 30 3�44 1.84 

4.1.1. In Terms of Percent of Knowledge Learned 

Table 2 further shows the percentage of expert’s knowledge learned by the 30 participants. 
As may be seen in Table 2 the mean percentage of the knowledge learned by the 30 
participants as measured by the pretest and posttest of knowledge mapping were 2% 
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�SD = 0�01� and 4% �SD = 0�02� respectively. Further, the differences of the pretest and 
posttest were statistically significant, t�29� = 4�23� p  = 0�01. In addition, the pretest and 
posttest of knowledge mapping test were significantly correlated �r = 0�53� p  = 0�01�. 

Table 2

Descriptive statistics of knowledge mapping test (in terms of percent


of knowledge learned).


N Mean (%) Std. deviation 

Pretest 30 2 0.01 

Posttest 30 4 0.02 

4.2. Problem-Solving Strategy Measure – Retention 

As shown in Table 3, the mean retention scores of pretest and posttest were 2.46 �SD = 
1�13� and 4.43 �SD = 1�52� respectively. These differences were statistically significant 
t(29)=12.66, p=0.01. In addition, the pretest and posttest of retention were significantly 
correlated �r = 0�83� p = 0�01�. 

Table 3

Descriptive statistics of problem-solving strategy measure of retention.


N Mean Std. deviation 

Pretest 30 2.46 (8%) 1�13 

Posttest 30 4.43 (15%) 1�52 

However, the overall performance was low. The number of retention idea units of the experts was 29. 
Thus the participants’ mean score of retention in pretest and posttest was 8 and 15% of the average 
expert knowledge respectively. 

4.3. Problem-Solving Strategy Measure – Transfer 

Problem-solving strategy was measured with the problem-solving strategy question. 
As shown in Table 4, the mean scores of transfer of pretest and posttest were 1.70 
�SD = 0�98� and 2.76 �SD = 1�47� respectively. These differences were statistically sig
nificant, t�29� = 7�05� p  = 0�01. In addition, the pretest and posttest of transfer were 
significantly correlated �r = 0�84� p = 0�01�. 

http:t(29)=12.66
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Table 4

Descriptive statistics of problem-solving strategy question – transfer.


N Mean Std. deviation 

Pretest 30 1.70 (7%) 0.98


Posttest 30 2.76 (12%) 1.47


However, the overall performance was low. The number of transfer idea units of the experts was 22. 
Thus the participants’ mean score of transfer in pretest and posttest was 7 and 12% of the average 
expert knowledge respectively. 

4.4. Interjudge Reliability 

For each open-ended question of the problem-solving retention and transfer, the interjudge 
reliability was measured with Cohen’s Kappa, using SPSS 11.0 for Windows (2002). 
One of the game experts, who had made one of the three expert maps was trained to 
do the categorization and scoring, and then asked to do it independently of the author. 
If the obtained value is less than 0.70, then the interjudge reliability is not satisfactory; 
otherwise, if it is greater than 0.70, the interjudge reliability is considered satisfactory 
(Frey, Botan & Kreps, 2000). Also, the closer the Cohen’s Kappa value is to 1.0, the 
higher the accuracy of the data (Frey et al., 2000). The result showed the percentage of 
agreement between the two experts in the categorization and scoring for problem-solving 
retention pretest and posttest was satisfactory (Cohen’s Kappa= 0�95). The result showed 
that Cohen’s Kappa value, that is, the percentage of agreement between the two experts 
in the categorization and scoring for problem-solving transfer pretest and posttest, was 
satisfactory (Cohen’s Kappa= 0�95). 

4.5. Trait Self-Regulation Measure 

The 30 participants’ scores of self-monitoring, planning, self-efficacy and effort total 
scores of meta-cognition, which were the sum of the scores of self-monitoring and 
planning, and total scores of motivation, which were the sum of the scores of self-efficacy 
and effort. The sum of the scores of meta-cognition and motivation stands for their level 
of trait self-regulation. 

As seen in Table 5 the mean item scores of self-monitoring of the 30 participants range 
from 2.25 to 3.87 with mean score of 3.09 and standard deviation of 0.50; the scores 
of planning range from 2.25 to 4.00, with mean score of 3.14 and standard deviation of 
0.49; the scores of self-efficacy range from 2.25 to 4.00, with mean score of 3.28 and 
standard deviation of 0.55; and the scores of effort range from 2.12 to 4.00 with mean 
score of 3.15 and standard deviation of 0.51. 
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Self-monitoring 

Planning 

Self-efficacy 

Effort 

Meta-cognition 

Motivation 

Trait self-regulation 

Table 5 
Descriptive statistics of trait self-regulation scores. 

N Minimum Maximum Mean 

30 2�25 3�87 3�09 

30 2�25 4�00 3�14 

30 2�25 4�00 3�28 

30 2�12 4�00 3�15 

30 4�5 7�87 6�23 

30 4�8 7�87 6�43 

30 10�00 15�62 12�67 

Std. deviation 

0�50 

0�49 

0�55 

0�51 

0�90 

0�94 

1�60 

4.6. Summary of the Results 

According to the results of the pilot problem-solving strategy test, some revisions regard
ing phrasing of the questions were made for the main study. 

The results showed that participants performed better on problem-solving strategy 
test of retention after the second round of game playing. Further, according to the 
paired-sample t-test, the difference between pretest and posttest was significant, t�29� = 
12�66� p  = 0�01�. Therefore, participants’ problem-solving strategy of retention was 
significantly better �M = 1�52� after the second round of playing SafeCracker than after 
the first round of playing the game �M = 1�13�. Additionally, the percentage of agreement 
between the two experts in the categorization and scoring for problem-solving retention 
pretest and posttest was satisfactory (Cohen’s Kappa= 0�95). 

According to the results, participants performed significantly better on problem-solving 
strategy test of transfer after the second round of game playing. According to the 
paired-sample t-test, the difference between pretest and posttest was significant, t�29� = 
7�05� p  = 0�01. Therefore, participants’ problem-solving strategy of retention was sig
nificantly better �M = 2�76� after the second round of playing SafeCracker than after the 
first round of playing the game �M = 1�70�. In addition, the percentage of agreement 
between the two experts in the categorization and scoring for the problem-solving transfer 
pretest and posttest was satisfactory (Cohen’s Kappa= 0�95). 

5. Discussion 

This study evaluated the training effectiveness of a computer game in terms of problem-
solving strategy and content understanding. In the pilot study, O’Neil et al.’s (2002) 
framework of formative evaluation was used to find out the feasibility and implement 
revisions accordingly. In the main study, CRESST’s measure of problem-solving was 
adopted to evaluate a computer game’s training effectiveness. The treatment of 40-min 
game-playing experience was provided to 30 undergraduate and graduate students (aged 
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18–35). Except for game-playing mechanics such as the interface, no game strategy was 
explained to the participants; i.e., it featured pure discovery and experiential learning. 

Results gathered from the study provide evidence that, first, participants performed 
significantly better on the knowledge mapping test after two times of game playing than 
they did before any game-playing. The average knowledge mapping score of pre-game
playing was 2.27 and the average score of after game-playing was 3.44. This mean 
difference between the pretest and posttest was statistically significant in favor of the 
performance after the game-playing. However, participants’ performance was from 2 to 
4% of the experts’ knowledge. It was low as expected due to the lack of instructional 
strategy in the game. 

Second, the participants performed significantly better on problem-solving strategy test 
of retention after the second time of game playing �M = 1�52� than they did after the 
first time of game playing �M = 1�13�. Third, the participants performed significantly 
better on problem-solving strategy test of transfer after the second time of game playing 
�M = 2�76� than they did after the first time of game playing �M = 1�70�. 

Regarding the interjudge reliability, that is, the percentage of agreement between the 
two experts in the categorization and scoring for problem-solving retention pretest and 
posttest was high, i.e., 0.95. Also, the percentage of agreement between the two experts 
in the categorization and scoring for problem-solving transfer pretest and posttest was 
high, i.e., 0.95. 

This study proposed to examine a computer game’s training effectiveness in terms of 
problem-solving. The research question was, “Will participants increase their problem-
solving ability after playing a game (i.e. SafeCracker)?” The answer of this research 
question was positive. However, the learning was low. 

Regarding the results of problem-solving assessment, the results were consistent with 
several previous literatures: first, media has little influence on learning without appropriate 
instructional strategies (Clark, 1994, 2001, 2003). Since SafeCracker was a commer
cial off-the-shelf game instead of an educational game, it was not designed based on 
research-based instructional strategies. In addition, in the study, except for game-playing 
mechanics such as the interface, no game strategy was explained to the participants; 
i.e., it featured instructional strategies of discovery and experiential learning. Also, no 
instructional strategies on game playing and safe cracking, which were the content in this 
study, were given to the participants before, during, and after game playing. 

Further, without effective instructional strategies, inductive/discovery and experiential 
learning are not effective (Clark, 2003; Mayer, 2004). Also, researchers (e.g., Kalyuga, 
Chandler, & Sweller, 2001; Mayer, 2004; Van Merriënboer, Clark, & de Croock, 2002) 
document that there is limited evidence to the effectiveness of these techniques. Further
more, as pointed out by Mayer (2004), guided discovery learning is more effective than 
pure discovery learning. In this study, learning by playing SafeCracker is pure discovery 
learning; no guidance about puzzle solving and safe cracking was given to the participants. 
Also, the learning was inductive/experiential learning; participants were placed in a specific 
environment (game environment) to play the game to figure out the answers and strategies 
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by themselves. Therefore, it may be assumed that the low extent of learning resulted from 
the lack of research-based instructional strategies. 

Moreover, for beginners or learners with low background knowledge, research-based 
instructional strategies, e.g., learning with worked examples, are more effective than 
learning with problems to be solved (Kalyuga, Chandler, Touvinen et al., 2001; Touvinen 
& Sweller, 1999). In this study, the learners were beginners; none of the participants had 
experience of playing SafeCracker before the study, therefore their low performance may 
be due to the lack of worked examples. 

In the main study, results indicated that, first, participants performed significantly 
better on knowledge mapping test than they did before any game-playing. However, 
participants’ performance was low, only from 2 to 4% of the experts’ knowledge. 

Second, the participants performed significantly better on problem-solving strategy test 
of retention after the second session of game playing �M = 1�52� than they did after the 
first time of game playing �M = 1�13�. Third, the participants performed significantly 
better on problem-solving strategy test of transfer after the second time of game playing 
�M = 2�76� than they did after the first time of game playing �M = 1�70�. The interjudge 
reliability was 0.95 for all measures that involved ratings for the retention and transfer 
measures. 

6. Conclusions 

In conclusion, the present study indicated that playing a computer game had signifi
cant effects on college or graduate students’ outcome performance in a computer-based 
problem-solving task. After playing the computer puzzle-solving game, students per
formed better than they did before playing the game. However, the improvement was low. 

7. Implications 

As pointed out by Ruben (1999), previous researchers have started to notice the potential 
effects of simulations and games in instruction decades ago, however, the scientific 
evidence for games’ training effectiveness in adults has been lacking (O’Neil et al., 
2002). The pilot study applied O’Neil’s framework of formative evaluation on a game and 
the main study gave an example of using our problem-solving framework of evaluation 
with measures of content understanding, problem-solving strategy, and self-regulation to 
evaluate the training effectiveness of a computer game. 

However, the learning was low in this study. Was it due to the lack of an embedded 
instructional design? A further research design using a control group with an embedded 
instructional design may be needed to answer this question. As pointed out by previous 
researchers it is the research-based instructional strategies or methods in a medium instead 
of the medium itself that influences learning (e.g., Clark, 1983, 1994, 2001; Wild & Quinn, 
1998). Clark suggested that media themselves do not foster learning; they only serve as 
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vehicles, delivering instruction, therefore the instructional strategies and teaching methods 
designed within a game or a simulation are important. Since neither effective instructional 
strategies were specifically designed in SafeCracker for the learning objectives nor did 
the participants receive any learning strategies before the two times of game-playing, 
the results of this study imply that the lack of appropriate instructional strategies may 
result in low training effectiveness of a game. Such results may also imply that it is the 
instructional strategies or methods in a medium instead of the medium itself that may 
influence learning (e.g., Clark, 1983, 1994, 2001). 

Based on the results of this study, we could not conclude whether the instructional 
method (such as discovery learning in the present study) or the delivery medium (Safe-
Cracker) itself has fostered the learning, or whether the computer puzzle-solving game 
enables an instructional method (learning-by-doing) that fosters learning. It should be 
noted that learning was low, i.e., from 2 to 4% of the expert knowledge of content under
standing, from 8 to 15% of the expert knowledge of retention, and from 7 to 12% of the 
expert knowledge of transfer. 

In a word, an effective instructional medium needs to be designed based on more 
effective instructional methods. As pointed out by Moreno and Mayer (2004), more 
research needs to be conducted to identify which instructional methods are most effective 
for which educational objectives and which learners, based on which an educational game 
should be designed. 

Is learning with instructional guidance better than pure discovery learning? In previous 
studies, guided discovery has been more effective than pure discovery in helping students’ 
learning and transfer (Mayer, 2004). In addition, learners need examples to connect new 
information in a learning task with information in their background knowledge, therefore 
instructional strategies should be provided to them if they fail to come up with appropriate 
examples (Clark, 1994, 2003). Further, according to the low performance of the partici
pants, it may be inferred that the learning effectiveness of the pure discovery learning was 
not as effective as guided discovery learning or deductive learning with worked examples. 
In addition the research conducted by previous researchers (e.g., Ginns, Chandler, & 
Sweller, 2003; Kalyuga, Chandler, & Sweller, 2001; Touvinen & Sweller, 1999) showed 
that the most efficient mode of instruction depends on the level of experience of learners. 
That is, learning from worked examples is superior to learning from problem-solving at 
the beginning, but the superiority reverses at the later stage. In this study, participants 
were selected as novices of SafeCracker, so the low degree of learning may be due to 
inappropriate instructional strategies. Therefore, more research needs to be conducted 
to find out if previous instruction of game-playing strategies will improve the learning 
results, and whether intervention, such as giving participants pictorial navigational aids 
(e.g., Mayer et al., 2002) or worked examples, improves the training effectiveness of the 
game (e.g., Touvinen & Sweller, 1999). 

According to the previous literature, personalized feedback messages are more effective 
than non-personalized feedback (Albertson, 1986; Moreno & Mayer, 2000, 2004; Sales, 
1993), and “effective performance feedback must be focused on closing the gap between a 
student’s learning goals and the student’s current progress” (Clark, 2003, p. 18). However, 
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the feedback in SafeCracker was a non-personalized one, the feedback given to every 
participant in SafeCracker was the same, therefore, the low performance of the participants 
in this study may imply the ineffectiveness of non-personalized feedback. However, more 
research needs to be conducted to find out if personalized feedback designed in a game 
results in more learning effects than non-personalized feedback/messages does/do. 

In summary, although the learning was low, as expected, one outcome of this study 
is a research environment with reliable and valid measures of problem-solving; that is, 
content understanding (the knowledge maps), problem-solving strategies (the retention 
and transfer questions), and self-regulation (the trait self-regulation questionnaire). 
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FOUNDATIONS FOR SOFTWARE SUPPORT OF INSTRUCTION IN 
GAME CONTEXTS 

Allen Munro 
University of Southern California 

Abstract 

Experimental evidence indicates that active instruction is necessary for learning to occur. 
If an instructional object is to teach in the context of a game, it will require certain 
services of the game engine, such as highlighting a game object on request, or inserting 
a game state for instructional purposes. Eight learning objectives that can be pursued 
in game contexts are described, together with the services a game should provide for 
instruction. The architecture of iRides and the application programming interface (API) 
of its simulation engine are offered as a model for a universal API for utilizing games in 
instruction. 

Many game-makers and some adult learning authorities seem to believe that simply 
playing a game will result in learning. For instance, Prensky (2001) claimed that 

Business people are slowly “getting it.” Schools “get it” here and there. But the U.S. 
military “gets it” big time. The military has embraced Digital Game-Based Learning 
with all the fervor of true believers. Why? Because it works for them. And trust me, 
the guys in charge of training at the Pentagon are a very sharp group. They have 
seen and evaluated everything (p. 295). 

Whether these purported evaluations assessed actual learning (as opposed to enjoyment 
of the activity, say) is very much in question. When Hays (2005) undertook an extensive 
review of the effectiveness of instructional games for the Naval Air Warfare Center, he 
found that of 274 documents on games for learning, only 105 articles could be used at 
all. A few dealt only with design; some used simulations that were not games; 36 had 
significant methodological problems and 77(!) “only provided the author’s opinion on 
the potential of instructional games” (p. 5). Of the 105 usable articles, only 48 provided 
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empirical data on the effectiveness of games in instruction. Hays states that “unfortunately, 
many decisions about whether to use games for instruction are based on unfounded 
assumptions about the ability of games to provide effective and efficient instruction” (p. 9). 

In order to play an electronic game well eventually, novice players must learn. How 
could there be improvements in game performance without learning? For purposes of 
education and training, however, the primary desired outcome is not that the game user 
will become a better game player. The intended educational or training result is that the 
learner will acquire knowledge that transfers to other, non-game environments. 

Repeatedly playing a game can clearly be an effective way of learning to play that 
game. But what else can be learned in a game? What can be learned in a game context 
that will transfer to other aspects of life, such as work performance? And how can 
games best support adult learning needs? Could there be a universal architecture for 
utilizing games in instruction and learning? Recent work conducted at USC’s Center for 
Cognitive Technology, in collaboration with scholars at UCLA’s Center for Research on 
Evaluation, Standards, and Student Testing, throws light on the answers to some of these 
questions. 

1. Games and Simulations 

There is a long history of simulations being employed to promote learning, with a special 
emphasis on computer-based simulations1 (Aldrich, 2004; de Jong & van Joolingen, 
1998; Hollan, Hutchins, & Weitzman, 1984; Munro, Johnson, Pizzini, Surmon, Towne, 
& Wogulis, 1997; Rieber, 1992;). In this chapter, the term simulation is used to refer to 
an interactive experience that represents a class of real-world experiences or phenomena. 
By interactive, I mean that the learner can take actions that affect subsequent events in 
the simulation. For example, reducing the throttle on a simulated aircraft control system 
may result in a simulated stall, possibly followed by a dive and a crash. Simulations are 
to be distinguished from mere animations, which present a sequence of events that is 
invariant. In an animation, the user cannot take actions that will affect subsequent events. 
Whether a presented animation is a Quicktime movie or an invariant Flash sequence, it 
is not a simulation if it can only show a series of events in one order. 

In what way are interactive games related to simulations? Many, perhaps most, elec
tronic games simulate some aspect of the real world. First-person shooter games such 
as Doom and all its sophisticated competitors and descendents simulate warfare using 
projectile weapons, for example. (A few games, such as Tetris™, do not seem very close 
to any real life activity.) For practical purposes, the electronic games that are most likely 
to have applications in education and training will be those that simulate some aspect of 
reality. Facer (2004) claims that simulations are sometimes referred to as “games without 

1 In the field of medical training, the term simulation most often refers to a training experience in which human 
actors present standard symptoms to the medical trainee who is learning to diagnose disease and injury. This is 
not the meaning used in this chapter. 
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pleasure” (p. 1), but one could as well say that games are simulations that are enjoyable. 
Hays (2005) reports that the following characteristics of games have been noted by Bright 
and Harvey (1984) and by Leemkuil, de Jong, and Ootes (2000): voluntary play, pursuit 
of a goal state, constraints and/or rules, and competition—which may include competition 
with oneself. It may be that some or all of these characteristics are responsible for the 
enjoyable quality of games. More rigorously, a simulation may be considered a game if 
it incorporates these characteristics – learners choose to use it, they pursue a goal in the 
simulation, there are constraints to be met, and the users can compete, either trying to 
best others or to best their earlier performances. There are games that are not simula
tions (such as Tetris™ or WebSudoku™) and there are simulations that are not games. 
Of the games that can be used for instruction and training about real world subjects, 
however, most have a number of structural features in common with simulations. In 
both, the user has considerable autonomy, is initially unaware of all the likely outcomes 
of actions, and learns about outcomes as a result of making decisions and carrying out 
actions. 

In a summary of the 2004 Serious Games Summit, participants are described as admit
ting that initial expectations for automatic learning from games have not been realized 
(Michael & Chen, 2004). 

In the panel “How Can Games Shape Future Behaviors?” James Paul Gee, author of 
What Video Games have to Teach Us about Learning and Literacy, talked about the 
amount of “transfer” (of ideas, skills, etc.) that happens between games and players. 
The views on the subject have shifted over the years, from “transfer is easy” to 
“transfer is impossible” to the current position of “transfer is possible”–but it isn’t 
cheap, quick or easy (p. 1). 

It is worth remembering that commercial video games and computer games are not 
developed primarily with the goal of teaching facts or skills. Instead, their purpose is to 
provide entertainment. Would a game provide good value if it could be quickly mastered? 
How many game buyers would be pleased to find that they saw everything and attained 
maximum performance in short order? Entertainment value requires that the goals of the 
game not be achieved too easily, so that the consumer’s expenditure on the game provides 
the value of many hours of diversion. Consider a puzzle-solving exploration game such as 
Myst™. The player moves among locations on a virtual island, finding clues, searching 
for controls, and trying combinations of actions. Correct action combinations lead to new 
locations and/or new clues. The process is sometimes laborious, but the user learns a 
good deal about the locations of objects on the island and how to create certain effects 
using controls. This knowledge could be taught much more directly and more quickly, 
but the entertainment value of the game would be much reduced. 

In contrast, a normal goal of teaching and learning institutions is to impart knowledge 
or skill as rapidly as possible. In the real world of adult training for job performance, 
employers want to provide effective learning experiences in as little time as possible. 
The US Department of Defense, arguably the largest training and learning organization 
in the world, is continuously looking for ways to train better at lower cost. The most 
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effective means of lowering costs is by reducing time spent in training. Even in schools, 
budget constraints weigh in favor of approaches that make it possible to meet learning 
objectives in shorter, rather than longer, periods of time. So, on the face of it, the design 
of commercial games has goals incompatible with efficient teaching and learning. 

2. Learning in Guided and Unguided Contexts 

There has been a frequently recurring belief among a portion of the educational research 
community (e.g., Brunner, 1961; Jonassen, 1991; Jonassen, Howland, Moore, & Marra, 
2002; Papert, 1980) that certain approaches to learning that take a good deal of time are 
nonetheless worthwhile, because the acquired knowledge is better understood or will be 
more productively utilized by the learners. These proponents of discovery learning – now 
reincarnated as constructivism (Jonassen, 1991; Jonassen et al., 2002) – believe that the 
process of acquiring knowledge in much the same way that it was first discovered will 
help students to understand and make effective use of that knowledge. The efficiencies 
that result from guided learning are less important than the quality of learning in discovery 
environments, in their view. 

Mayer (2004) and Sweller (1999, 2004) have pointed out that discovery-learning 
environments impose a heavy cognitive load on learners, and would therefore be expected 
to interfere with learning of subject matter. In fact, numerous studies have either failed 
to find a significant advantage for discovery learning or have found that the discovery-
learning treatment disadvantaged students. For example, Clark (1989) reported that a 
review of many studies showed that lower aptitude students actually have posttest scores 
that are lower than their pretest scores after experiencing unguided or discovery learning. 
It could be that, without guidance, students carried out series of actions that produced 
results they found confusing, causing them to erroneously doubt or modify previously 
correct portions of their understanding of the subject matter. 

Kirschner, Sweller, and Clark, in a 2006 analytical survey, show that research on 
human cognition should lead to an expectation that relatively unguided instruction should 
be inferior (at least for all but the most able students) to well-designed guided instruction. 
They also point out that controlled research studies on the topic show, on balance, that 
no reliable measurable advantages for unguided instruction can be found. 

What does this result imply for learning in game contexts (and, more generally, for 
learning in any interactive simulation context)? Clearly, it means that conventional game 
experiences alone are unlikely to promote effective and efficient learning. Despite the 
beliefs of the discovery-learning/constructivist community, there is little evidence to 
support any claims of learning superiority in the data, as shown by Kirschner et al. (2006). 
Guidance and instruction can be used to ensure that students are rapidly exposed to crucial 
concepts, important features, effective procedures, and other important information about 
the subject matter, rather than being left to ‘discover’ these facts for themselves. Active 
guidance results in better learning in less time. 
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3. Evidence for Learning from Games 

The questions of whether students can learn from games and under what conditions they 
are most likely to do so have been addressed in a number of studies. Many of these studies 
have, in turn, been evaluated and analyzed from different perspectives in two recent 
papers. O’Neil, Wainess, and Baker (2005) look at the classification of learning outcomes 
in multi-player computer-based games. Their approach looks at learning outcomes very 
broadly, considering a variety of different approaches to measuring learning from games 
and classifying these approaches using two different systems, Kirkpatrick’s (1994) levels 
of evaluation and the CRESST model of learning (Baker & Mayer, 1999). Of the thousands 
of published articles on games, only 19 met the empirical research criteria that O’Neil 
et al. (2005) set. Most of these studies sought to measure learning of problem-solving 
knowledge and skills in particular contexts. 

Hays (2005) looked at studies with single-player games, and so had a larger number of 
studies to examine. In addition, 26 review articles were surveyed in this paper. Among the 
original empirical studies, only a few sought to study the effects of instruction versus non-
instruction in game contexts. Leutner (1993) compared two types of instructional support 
with no guidance in a role-playing simulation. The results indicated that instructional 
support is essential if the goal of the game is to support the learning of content. De Jong 
and von Joolingen (1998) found that successful discovery learning required instructional 
support for the learner. Hays concludes that some games have been shown to have 
instructional value, if they are designed to meet specific instructional objectives, but that 
this is rarely the case. In fact, the interdisciplinary design teams that create learning games 
never included instructional designers or developers. 

Both of these analytical reviews of research on games and learning commented on the 
surprisingly limited results. O’Neil et al. (2005) concluded that “the empirical evidence 
for the effectiveness of games as learning environments is scant” (p. 468). They state 
that their position is “that games themselves are not sufficient for learning, but there are 
elements in games that can be activated within an instructional context that may enhance 
the learning process” (p. 465). 

Is the importance of guidance and explicit instruction recognized in conventional 
simulator training, such as pilot training by the armed forces? Traditionally, yes. Although 
most military simulators do not have automated guidance or instructional features built 
in, the simulators are typically used in the presence of human instructors. In some 
cases, more instructors and knowledgeable technicians are present than learners. These 
instructors often provide introductory demonstrations and other orienting experiences. 
When they judge that the cognitive task load imposed by the simulation is not too great, 
they may recommend actions, point out salient features, or ask pointed questions about 
the simulated environment in order to guide the student’s understanding of the simulated 
task. In almost every case, instructors participate in a post-simulation debriefing for the 
student, sometimes including a simulation replay with commentary and discussion. 

The border between games and interactive simulations is not always sharp. Are military 
flight simulator-trainers games? Some are very engaging, even though many of the 
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entertainment features of commercial games are absent. For example, because real air-
to-air engagements are likely to take place over such large distances, there is ordinarily 
no requirement for the visually spectacular and noisy explosions that would be part of 
a commercial fighter game. Whether a simulation is also a game or not, instructional 
guidance is very likely to enhance learning in that context. 

It is even a question whether first-person shooters like America’s Army (http://www. 
americasarmy.com/) are learning games. Like other first-person role-playing games, 
America’s Army presents threats, a variety of means for responding to those threats, and 
generated outcomes that depend on the choices made by the player. It is a game, but is 
it an effective or efficient learning experience? Judging from the results reported in the 
studies by Clark (1989), Kirschner et al. (2006), Mayer (2004), and Sweller (2004), it 
seems very unlikely that such a game would be as effective as one that contains explicit 
instruction. In fact, Belanich, Sibley, and Orvis (2004) assessed learning in the context 
of this game. They found, according to Hays (2005), that “the players only learned pro
cedures, experiences, and facts about the game. There is no indication that any of the 
learned information is relevant to real-world Army requirements” (p. 40). 

Would it still be a game if there were demonstrations with commentary on appropriate 
tactics to use in different contexts? Would it be a game if play were sometimes interrupted 
to point out relevant features or to remind the player of the rules that apply in the 
situation? What makes a simulation entertaining enough to be a game is not the topic 
of this chapter. Our goal as educators and educational researchers is to teach or train as 
effectively as possible. If doing that makes a simulation no longer fun enough to be a 
game, so be it. It would make sense to eschew guidance only if explicit instruction is so 
demotivating that learners will refuse to use the simulation, or will use it so little that they 
would be better off in an unguided game. Yet the results of the studies referred to above 
provide no evidence of such an effect occurring due to the use of active instruction. 

4. Ways to Guide and Teach in Game Contexts 

Since the evidence shows there is reason to provide instruction and guidance in simulation 
or game environments, it now makes sense to ask how this should be accomplished. 
In what ways can guidance and instruction be added to games in order to support 
learning and transfer of knowledge to the real world? Fortunately, there is a body of 
research and development in the area of simulation-based learning that can be applied to 
learning in game contexts. For the past 17 years, my colleagues and I at USC have been 
working on the development of generic authoring tools and delivery systems for providing 
education and training in simulation contexts. The major issues we have encountered 
for simulation-based learning are likely to apply as well to game-based learning, which, 
as I have suggested, can be thought of as a near-subset of simulation-based learning. 
Before considering these issues, however, let us consider what kinds of knowledge are 
best conveyed in game contexts. 

(http://www
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4.1. How Can Content Be Explicitly Taught in Game Contexts? 

Consider eight possible types of learning objectives for game contexts, listed in List 1. 
These are not exhaustive, but they illustrate a variety of learning objectives that are likely 
to be attempted in game contexts. We can ask what services an instructional component 
would need to request of a simulation in order to provide effective instruction for each 
of these types of learning objectives in the simulation context. 

List 1

Eight types of learning objectives in game contexts.


1. Learning to recognize surface game cues 

2. Learning to recognize the meanings of objects and events in the real world that are simulated in the 
game; learning typologies, instances of a concept, etc. 

3. Learning causal relationships qualitatively 

4. Learning causal relationships quantitatively 

5. Learning about relative effects, nested effects, feedback effects and other complex behavioral 
relationships 

6. Learning action sequences, including conditional actions 

7. Learning goal hierarchies 

8. Learning to solve novel problems in the game context by applying strategies 

These range from learning objectives that apply only to game interactions, to learning 
abstract principles and techniques that can be applied to problem-solving in related real-
world contexts. For many of these learning objective types, one or more of the effects 
noted by Sweller (in press) can be applied to select appropriate instructional techniques. 
The techniques selected for achieving these objectives can be implemented using a set 
of low-level action types, such as presenting text, highlighting a simulation object, and 
so on. Some of these low-level instructional actions (such as highlighting a simulation 
object) will consist of a service request from an instructional component to the game. 
A set of all the common types of service requests to games by instructional components 
could be the basis for a universal interface between games and instruction control objects. 
I now consider each of these eight example learning objectives for game-based learning 
contexts, and ask what low-level services will be required of a game in order to effectively 
achieve learning through instruction and guidance in the game context. 

1. Learning surface game cues. Many games are mastered by practicing—learning to 
quickly recognize each graphical or auditory cue and learning the appropriate action to 
take in response to that cue. 

Although one might hope that games designed to promote learning for application 
to real problems would focus on teaching transferable skills in recognition, reaction, 
carrying out procedures, and making decisions, there is no a priori reason to expect that 
learning surface game cues would have wide application outside of games. Although this 
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type of learning is not a conventional educational goal, it is sometimes a goal of training 
software, such as the ship recognition training developed by Hollan and his colleagues in 
the early 1980s. That program presented the silhouettes of naval vessels of both friendly 
and potentially hostile nations as they might be observed on the horizon at sea, in random 
order, requiring that the learner determine the class of each ship. 

This sort of recognition training has a game-like quality, in that scores can be run up 
and compared, students can compete for time, and so on. Even here, however, there is 
scope for useful training guidance. Features that distinguish one class from another can 
be explicitly pointed out and described. When a student makes a classification error, the 
student can be shown the differences between the features of the class chosen and those 
of the class of ship displayed. Explicit guidance thus can play a crucial role even in 
simple recognition training games. 

Sweller’s split-attention effect predicts that when the same perceptual channel is used to 
present two types of information on the same topic (such as text and graphics that require 
each other for interpretation), cognitive load will increase and learning will decrease. 
Rather than use text labels and explanatory presentations, therefore, it would be better to 
exploit Sweller’s modality effect, presenting names and explanations with audio, while 
highlighting the game objects under discussion. Low-level game services utilized: 

highlight object 
unhighlight object 

(Presentation of instructional audio is the responsibility of a component of the instructional 
system, not of the game. Although both components may share an execution environment, 
the separation of modules promotes the maintainability of both software and content.) 

2. Learning to recognize the meanings of objects and events and learning to respond. 
In many first-person shooter games, the player must learn to classify threats so as to 
choose the appropriate weapon for use against that threat. In law enforcement, Shoot/Don’t 
Shoot exercises are frequently used to give the learner opportunities to practice rapidly 
evaluating the threat posed by possible assailants. Other, more reflective games of strategy 
or problem-solving also require that salient cues be attended to, so that users will select 
appropriate responses or take necessary initiatives in the game. 

For this type of learning, explicit instruction and guidance can play a major role. 
First students can be presented with demonstrations of correct responses to different 
events. The instructional system can provide explicit information about salient features 
of the example. Possible errors of classification can often be detected and remediated. An 
instructional monitor can also notice when the wrong action set (or tactic) is used after 
a correct classification. This, too, can provide an opportunity to teach general principles 
in the context of specific examples. As with the simpler recognition objective in (1), the 
application of Sweller’s modality effect, especially for novices (and the avoidance of the 
split-attention effect) should help to promote the attainment of this learning objective. 

Low-level game services utilized: 

highlight object 
unhighlight object 
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report occurrence – informs instruction when a condition of interest has occurred. This 
is used to detect game states of interest. 

register occurrence interest – dynamically adds an occurrence descriptor to the list 
of conditions that should be reported to the instructional component whenever 
they occur. 

3. Acquiring a qualitative understanding of causal relationships and 
4. Acquiring a quantitative understanding of causal relationships. Games may pro

vide a natural context for conveying to students a qualitative understanding of causal 
relationships. There is a long history of research on the use of qualitative models and 
scaffolding in teaching basic concepts in electricity (White, 1984; Gutwill, Frederiksen, 
& White, 1999). 

Effective game-based training about causal relationships among events should usu
ally provide one or more demonstrations of the effect. Sweller (in press) identifies this 
instructional tactic as one that exploits the worked example effect. In order to conduct an 
effective demonstration, an instructional component must be able to draw the attention 
of the learner to objects in the game, and it must be able to make the game behave. This 
can be done by setting the value of some variable in the game, or by imitating a set of 
user actions. In the latter case, there may be visual cues, such as a moving mouse pointer, 
to convey the idea that the demonstration is being carried out by an invisible instructor, 
acting as a second user of the game. 

Low-level game services utilized: 

highlight object 
unhighlight object 
set game internal value – the instructional object asks a game to set an attribute or 

variable to a specific value 
emulate user action – instruction asks the simulation to emulate a user action, resulting 

in a chain of simulation effects 

5. Learning about complex behavioral relationships. Games, like simulations, may be 
well-suited to helping users learn about complex relationships that may hold between 
objects and events. Complex concepts like relative motion, additive and subtractive 
effects, and positive and negative feedback can be illustrated interactively in a well-
designed game context. The same types of instructional primitives that are employed for 
learning objective types (3) and (4) would be utilized for this type of learning objective, 
as well. 

In addition, however, the game itself may need to be pre-programmed with special 
modes to help convey complex concepts. For example, a game that includes multiple 
freely moving entities with a realistic through-the-windshield view may sometimes be 
able to clarify a situation by also presenting a schematic overhead view of the evolving 
situation. The game would have the capability of presenting this view, and would do 
so when the instructional system made a particular set game internal value request. In 
some cases, the use of two such views would illustrate Sweller’s modality effect. When 
incorrectly applied, it might constitute an illustration of the redundancy effect, in which 
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an additional source of available information increases the cognitive load and reduces 
learning. Another approach to coping with the cognitive load imposed by understanding 
complex interactions is to explain portions (or elements) of a complex system in isolation. 
Sweller (in press) calls this the isolated interacting elements effect. This approach is most 
likely to be feasible when the game was designed for pedagogical purposes and so can 
support views and simple interactions in which only a subset of the full game elements 
are involved. An instructional component can utilize this feature of the game by setting 
game internal values. 

Low-level game services utilized: 

highlight object 
unhighlight object 
set game internal value 
emulate user action 

6. Learning a sequence of actions. Procedures for accomplishing tasks can be learned 
as sets of actions and observations in a game context. Such sequences may be ordered, 
unordered, or partially ordered. An example of a partially ordered sequence is “A, B, C, 
and D in any order, except that step B must be carried out before step D.” 

Although many first-person role-playing games are mastered by learning a sequence of 
actions, including conditional actions, it would be very inefficient to try to get students 
to learn a real-world task by having them blunder through it over and over again, seeking 
the correct sequence. Games like Myst™ include puzzles that can only be solved by 
repeatedly trying different combinations of lever settings or valve positions. This is a fine 
way to spend a lot of time, but it is not a very efficient way to learn how to carry out 
a task. 

Instead, learners need to be given a structured sequence of actions, together with the 
steps needed to carry out each of them. Explanations should be given for constraints in 
the order in which a set of actions must be carried out. Students should be given the 
opportunity to practice, and instructional feedback should be presented on how to improve 
performance. 

Sweller’s (in press) guidance fading effect can be an effective approach to teaching 
about procedures in a game context, as described by Van Merriënboer, Schuurman, de 
Croock, and Paas (2002). First, the procedure is demonstrated one or more times for the 
student. Then the student is guided through a substantial portion of the procedure and 
then asked to complete the remaining steps. Guidance can be progressively weened as 
the student learns. When a student gets stuck, it may be useful to demonstrate how the 
task is done, while providing an explanation. Then a new problem can be presented. This 
process can continue until the student exhibits a desired level of proficiency. 

Low-level game services utilized: 

highlight object 
unhighlight object 
set game internal value 
emulate user action 
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register occurrence interest 
report occurrence 

7. Learning goal hierarchies. Students or trainees can learn how to flexibly carry out 
complex tasks that can be characterized as a set of nested goals. The terminal nodes 
of such a tree are actions and observations that define sub-goals. Learning complexly 
structured procedures specified by goal hierarchies involves many of the same activities 
described for simple procedures in (6). An extension of Sweller’s isolated interacting 
elements effect is to separate sub-goal elements, teaching them in isolation. 

When each new sub-goal is to be demonstrated, explained and practiced, the game will 
need to be placed into a state in which necessary prerequisite goals have already been 
met. Although this could be done with a sequence of set game internal value requests, 
some games support the installation of a complete block of values in a single service 
request. This notion is conveyed by the use of the instructional service set game internal 
value(s). 

Low-level game services utilized: 

highlight object 
unhighlight object 
set game internal value(s) 
emulate user action 
register occurrence interest 
report occurrence 

8. Learning to solve novel problems in game contexts by applying knowledge and 
strategies. A deep understanding of a subject matter can be utilized to define new goal 
hierarchies for carrying out new tasks, or for accomplishing standard tasks in novel 
contexts, such as tasks with defective initial states. 

Presenting worked examples to the learner will facilitate this type of learning. Instruc
tion can guide the student by pointing out how the particulars of a given problem map 
to the roles referenced in a strategy, tactic, or other problem-solving system. In this type 
of training, the instructional text may provide an explicit typology of problem types in 
the simulated domain. The set game internal value(s) service would be used to present 
problems in the game context. Learning aids may be made available to help students 
appropriately classify novel problems and choose potentially useful solutions. Exactly 
the same set of service request types can be utilized to carry out this type of advanced 
training in a game context, as well. 

Low-level game services utilized: 

highlight object 
unhighlight object 
set game internal value(s) 
emulate user action 
register occurrence interest 
report occurrence 
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A naïve approach to learning in simulation contexts would be to expect students to 
acquire all of these types of learning objectives simply as a result of being exposed to the 
simulation. In fact, some proponents of games for learning (Aldrich, 2004; Prensky, 2001) 
have at least implicitly made the claim, “If you simulate it, they will learn!” Perhaps so, 
but without any instruction, it can take a long time. 

Instructional developers tend to think in terms of “pages.” Game-makers ordinarily do 
not. In ordinary web-based instructional systems, a learner is presented with a webpage 
with text and graphics. The users sometimes are allowed to choose which page to view 
next; in other cases, the answer to a question about the just-presented content determines 
what page will be presented. In contrast, in graphical games and simulations, the user 
is engaged with an environment that represents some part of the world – or some part 
of a possible world. Interacting with that world is not seen as bringing up a new page, 
but rather of moving about in that world, taking actions that have effects, observing 
those effects, and then planning and carrying out new actions. To be effective in game 
contexts, the authors of instruction often avoid thinking in terms of a sequence of pages 
that will be presented to teach the learner. Instead, they think about the opportunities 
for learning in the game context. There are many such opportunities. The simplest ones 
are due to the graphical nature of games. The positions of objects can be pointed out to 
learners, including relative proximities, lines of sight, and so on, and the consequences 
of these relationships can be explained. When a procedure is being learned, an error is an 
opportunity to show the undesired consequences of the erroneous action. An instructional 
system can detect anticipated error types by using the register an occurrence interest 
service. When the game notifies the instruction system that one of the registered con
ditions has occurred, that naturally occurring error can be used as an opportunity to 
instruct. 

The use of games and simulation contexts is not, by itself, a sufficient condition for 
learning. Self’s (1995) study examining the effectiveness of computer-based discovery 
environments found that only rare, highly motivated, intelligent learners with high tol
erances for ambiguity and uncertainty will ordinarily learn spontaneously in a discovery 
environment. Most students need guidance, instruction, hints, and practice with instruc
tional feedback. 

5. A Universal Application Programming Interface for Interfacing Games to 
Interactive Instructional Systems 

Munro, Surmon, and Pizzini (2006) identified a possible universal set of services that 
computer-based simulations might provide for collaborating instructional control objects. 
The core elements in that set of low-level services are identical to those identified above 
as being necessary for effective interactive instruction in a game context. There are many 
advantages to not entangling the code for a particular game or simulation with the code 
for teaching in the context of that game or simulation. The most important of these is 
that the encapsulation of function promotes code maintainability. If either the game is 
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to be modified or the doctrine about how the game should be played must change, the 
necessary modifications will be much more expensive in an entangled system. A second 
reason is that a well-constructed general-purpose instruction engine can be built just one 
time, and it can interpret specific instructional scripts to control guidance an instruction 
in many different simulations or game contexts. This has the advantage of turning over 
specific instructional development to subject matter experts (SMEs) and instructional 
designers, without having to make use of systems programmers every time anything has 
to be changed about a game. Not only will this reduce costs in a training development 
process, but it will also greatly reduce the chances that programming errors will result in 
thread lockups and other software glitches when instruction is delivered in the context of 
a running game or simulation. For such an approach to work, however, each game that 
is to collaborate with the independent instructional engine must provide a set of services 
that can be called upon by that engine. 

By using its own text (or text-to-speech, recorded speech, video, etc.) interfaces to 
present language content and calling upon the game for instructional services such as 
those listed above, complete sequences of introductory, remedial, practice, and assessment 
vignettes can be delivered in the context of a game. If games offer these services through 
a consistent API (application programming interface), then instructional engines can use 
that API to interact with those games for the benefit of the learner. 

The successful implementation of the iRides system (Munro, 2003; Munro, Surmon, 
Johnson, Pizzini, & Walker, 1999) demonstrates the feasibility of such an approach, 
although in the context of interactive graphical simulations, rather than games. In the 
iRides architecture, there are two major components, an instructional system with its 
presentation interfaces, and a collaborating simulation object. The iRides instructional 
engine interprets instructional specifications in an XML file and presents instruction to 
the student while requesting services from the simulation engine. A simulation engine 
reads appearance and behavior specifications from a different type of text file. These 
specifications determine the look and feel of iRides simulations. In the following discus
sion, the design of iRides is presented as an example of an integration of an instruction 
system with another interactive component, a simulation. The architecture may be suffi
ciently robust to also support the integration of training with appropriately designed game 
engines, as well. 

The suggestion of a universal architecture for delivering instruction in the context 
of games can only apply to the design of future games. At the time of game design, 
the game engine must be designed and programmed to include the basic services that 
instructional systems could make use of. Existing games could be modified to work 
with such instruction systems only by being, at least in part, reprogrammed to offer the 
specified services. 

Higher level instructional specifications. Patterns of service requests and presentations 
are utilized repeatedly in game-based instruction. For example, when the function or 
nature of an object in a game is introduced to a learner, the instructional system often 
asks the learner to touch (click on) the object as a way of determining that the learner 
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knows what is being discussed, and it can be used to pace the instructional process. The 
instruction system does this by carrying out the following sequence of actions: 

•	 It asks the game to begin ignoring actions by the user. (This makes it possible for the 
student to indicate an object without causing the game response that would normally 
occur when the object is clicked.) 

•	 It presents text (or voice, etc.) introducing the object. 
•	 It waits for the student to click on something. If too much time goes by, it asks the 

game to highlight the object and tells the learner that the object to click is the one 
that is highlighted. 

•	 If the student clicks on an incorrect object, it offers remedial feedback. This may 
include a hint, followed by another invitation to indicate which object is under 
discussion. After a specified number (sometimes only one) of erroneous clicks, it 
has the game highlight the object and asks the learner to click on it. 

•	 After the correct object is indicated by the student, the instruction system tells the 
simulation to turn off the highlighting (if highlighting was used), and it asks the 
game to resume responding to the user’s game actions. 

This standard set of low-level activities can be gathered into a simple instructional 
template, which can be repeatedly used with different object and textual content during 
instruction. In iRides, instructional templates can be built of instructional primitives, like 
highlight object, present text, set internal value, and so on. The iRides template that 
consists of the primitives described above is called the Find template, and it is used to 
ascertain that students can identify objects in a game or simulation by pointing to them. 
Templates can also reference other templates, so higher level instructional patterns can 
be built up of lower-level templates, together with primitive instructional actions. 

Implementing ways to guide and teach in simulations. Consider the eight types of 
learning objectives for game contexts that were introduced in List 1 above. For each 
of these types of instruction, one or more teaching or training strategies can be devised 
that can be re-used for almost any instance of that type. As an example, consider learn
ing objective type (6), learning action sequences. Clark (2004) proposes a consistent, 
evidence-based approach to teaching procedures. Could his design be implemented as a 
template in iRides? 

An approach for designing learning-to-do instruction. Whether teaching someone how 
to carry out a task in the context of a game or in a less entertaining simulation context, 
research studies suggest a principled approach may be very effective. Clark’s (2004) 
GEL system for Guided Experiential Learning Design proposes that effective training on 
how to carry out tasks should always have five components, which are presented in a 
fixed order: 

1. Goals – A clear and precise description of what trainees will be able to do after 
training is complete; 

2. Reasons – A description of the benefits and risks of the training; 
3. Overview – The background information needed; 
4. Demonstration of the procedure; 
5. Practice and feedback. 
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Clearly the last two steps of a GEL training system will often make use of some 
kind of simulation or other practice environment. In addition, however, it may often be 
useful to introduce background information in the context of the game or simulation. 
The interaction of elements in the game (which presumably emulate the interaction of 
real-world entities) can be illustrated graphically and/or with animation, as well as being 
explained propositionally. 

Authoring instruction for learning-to-do. Learning to carry out a task (the third and 
fourth entries in List 1) is an important use of games for learning. My colleagues and I 
at USC have constructed several authoring applications that can be used to build lessons 
on how to carry out tasks. Munro and Pizzini, (2004) describe an application for building 
interactive graphical simulations and training that can be offered in simulation contexts. 
In Figure 1 a sequence of screen shots from Rivets editor is shown. Rivets is an authoring 
environment that produces simulations (which may have game-like features) that can be 
delivered by iRides. Here, a mini-lesson on achieving a particular goal state by carrying 
out a sequence of actions is authored. In the left panel of Figure 1, the author has 
specified that a Goal Drill is being authored. A list of possible initial states for the 

Figure 1. A Rivets (Munro & Pizzini, 2004) interface for authoring a demo by performing actions that are 
recorded. 



70 Allen Munro 

game is shown (start_00, start_01, etc.). The author selects one of these (start_00) and 
hits the Install button to place the game in that initial state. The author also enters a 
name for the mini-lesson, “Docking_simple.” (This simulation-game was about docking 
a space craft at a space station – an environment that offers opportunities to learn about 
Newtonian mechanics, including the relationships among force, mass, inertia, time, speed, 
and acceleration.) 

After the initial state is selected, the author simply carries out the steps of the task, as 
it should be performed under the condition specified. Every time an object that is marked 
in the game/simulation-environment as a control is manipulated, a record is made of that 
action, and the name of the object is listed in the Controls panel. When the task was 
complete, the author clicked on Stop Controls. At this point, the Indicators panel became 
active. The author clicked on the object whose visible condition reflected the goal state 
of the task. (In this case, the docking lights of the target spaceport hanger had switched 
from flashing to steady when the spaceship was successfully docked. It is also possible 
to point to multiple objects whose states taken together represent the goal condition.) See 
the second panel in Figure 1. 

When the author clicks the Save button, the record of his or her actions is converted into 
a mini-lesson specification, and a lesson editor window opens to display that automatically 
constructed lesson specification (see Figure 2). This generated lesson can be used to 
demonstrate to a game learner how to carry out the set of actions that the author did. While 
it presents the demonstration, the lesson delivers comments about its actions, using names 
of the objects that were provided by the simulation during the task recording process. 

Authors can modify generated lessons like that shown in Figure 2. Steps can be 
deleted, changed in sequence, or modified. Additional text (or speech) presentations can 
be inserted in the lesson. Objects can be graphically highlighted to draw the learner’s 
attention, and the simulation can be put into new states under the control of the lesson. 
Naturally, authors can change the names of the steps in a lesson so that they will make 
more sense, which supports long-term lesson maintainability. 

The right side of Figure 3 shows such an edited lesson, after modifications. (The 
left side of the figure shows part of the prototype game environment for the spaceship-
docking game.) In this lesson, the author has modified a simulation so that events are 
spaced by authored pauses of predetermined length. Additional explanatory text has been 
inserted, and the demonstration sequence is now initiated when the learner shows that he 
is attending by clicking on the spaceship icon when directed to do so. 

We have found that many authors find it easy to modify generated text, to modify 
the timing of instructional actions, and to provide meaningful names for the steps in an 
instructional sequence. It is much more difficult for them to generate the basic control 
structure of the lesson, starting with an empty lesson editor. This is why the task-step 
recording environment (Figure 1) is a useful tool for quickly roughing out a demonstration 
lesson with the appropriate structure. 

Rivets lessons can be delivered in three different modes. In demonstration mode, the 
lesson performs the actions required to carry out a task, while explaining the steps. 
In practice mode, learners are asked to perform the task. The lesson can operate in either 
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Figure 2. The structure of the generated mini-lesson. 

of two ways in practice mode, at the option of the instruction author. One way is to 
require that each step be carried out in sequence, and to permit no deviation from the 
authored/recorded sequence. When a learner tries to deviate from the required sequence, 
the lesson shows which step must be taken next. The other way practice mode can work 
is to permit any set of actions, and to notice when the goal state is achieved. If the student 
asks for help (or, at the option of the author, if the student takes too much time), the 
lesson can present the demonstration mode to show how the task can be carried out. The 
third mode is test mode, which is similar to practice mode, but does not include detailed 
remediation or guidance. These modes of delivery provide a basic sequence of instruction 
that implements the GEL framework. 
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Figure 3. Authoring instruction about a procedure. 

6. Conclusion 

Games can play a number of roles in learning, but they are most effective as learning envi
ronments when they have well-integrated guidance and/or instructional support. Using 
separate instructional control software and game software systems will reduce total cost 
and improve software reliability, and, in concert with appropriate authoring tools, may 
it may promote the evolution of training and instruction in game contexts. The iRides 
system constitutes a demonstration of the feasibility of the instructional services concept 
for interactive environments. Its authoring tools, including Rivets, support the develop
ment of separate executable specifications of simulations and games and of instructional 
interactions that can be delivered in the game contexts. 
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Abstract 

Modern multi-player computer games (or multi-player games) show great potential for 
enabling distributed training of a variety of skills, including effective teamwork, in a 
variety of simulated environments. We explored the utility of a fantasy-based multi-
player game for training teamwork skills. Forty members of the United States Army 
Infantry participated in the study. The lessons learned indicate that multi-player game-
based training systems can elicit teamwork behaviors and provide a viable environment 
in which those behaviors may be practiced and improved. Our methodology, design, 
exercise, and results are discussed. 

1. Introduction 

The recent rise in the popularity and technological robustness of multi-player games has 
led to a variety of efforts to use such applications for training groups of people in general, 
and members of the military in particular (Bonk & Dennen, 2005). These efforts seek to 
exploit the ability of multi-player games to engage players in an immersive, enjoyable 
simulated environment to elicit complex behaviors and improve performance on targeted 
tasks and goals. As training systems, multi-player game technologies have the potential 
to facilitate learning by providing opportunities that are readily available, low cost, 
widely distributed, and engaging. In order to explore this potential, we conducted a study, 
named Gorman’s Gambit, to explore the use of multi-player game technologies to support 
military training of teamwork skills (Hussain & Ferguson, 2005; Weil, Hussain, Diedrich, 
Ferguson, & MacMillan, 2004; Weil, Hussain, Brunyé, Sidman, & Spahr, 2005a,b). 
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Our work is based upon the thesis, put forward by General Paul Gorman (US Army, 
Ret.), that teamwork skills can be taught effectively to military personnel using modern 
commercial off-the-shelf multi-player games and that there is no need for the game to be 
realistic with regard to modern military operations to be effective (Gorman, 2003). Although 
the level of weaponry and the obstacles faced are very different, the elements of teamwork 
required for a “siege of Camelot” are similar to those for many military operations. 

In an 8-month effort, we developed the foundations for a training system targeted to 
teams of 20–40 individuals using a multi-player game based in a fantasy world, developed 
a framework for evaluating the training value of this system, and conducted a two-day 
exercise to validate our design. In the following sections, we first discuss some related 
research. We then describe the methodology we followed in creating our training system 
and the methods we developed for assessing the level and types of teamwork exhibited 
by players. We discuss the specific results as well as their general implications and 
summarize both the lessons learned about designing and conducting empirical studies of 
large teams (i.e., “meta-level” lessons), as well as the lessons obtained from our study on 
the value of game-based training of teamwork skills for large teams. 

2. Background 

2.1. Game-Based Training for Teams 

The rise of global network connectivity, together with the development of multi-player 
games that exploit that connectivity, has made it possible for individuals distributed 
around the world to interact in common virtual environments. For instance, commercially 
available “massive” multi-player games allow dozens to hundreds of geographically 
distributed participants to work together in simulated locations, often displaying high 
degrees of coordination to accomplish complex goals. The potential of this type of 
interaction to be used for training purposes has not gone unnoticed, and a number of 
people have explored the use of multi-player games as training tools (Alexander, Brunyé, 
Sidman, & Weil, 2005; Bonk & Dennen, 2005). 

In particular, many game-based training technologies have been fielded within the US 
military (see http://www.dodgamecommunity.com for a complete listing). For example, 
the US Army uses America’s Army (registered trademark of the US Army) and Full 
Spectrum Warrior (registered trademark of Pandemic Studios). Several fielded games 
also exist for the Air Force, Navy, Marines, and Joint Forces, such as Quickstrike Time-
Sensitive Targeting Trainer (developed by MÄK Technologies), the SOCOM: US Navy 
Seals family of games (copyright Sony Computer Entertainment America Inc.), Close 
Combat Marines (based on Close Combat, a trademark of Atomic Games/Destineer 
Publishing), and Joint Force Employment, respectively. 

DARWARS Ambush! (Diller, Roberts, Blankenship, & Nielson, 2004; Diller, Roberts, 
& Willmuth, 2005), currently used for convoy-operations training, is one example of 
successfully developed and deployed game-based training. Specifically, the system trains 

http://www.dodgamecommunity.com
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soldiers skills required to anticipate and react to ambushes and improvised explosive 
devices and facilitates the transfer of effective strategies during personnel rotations. The 
system, based on commercial gaming technology, enables the collection and dissemination 
of lessons in a contemporary environment, ultimately providing timely and low-cost 
training to improve warfighter adaptability. 

DARWARS Ambush! has been adapted and integrated into training regimes across 
the US military, starting with its initial Iraq deployment with the 1st Brigade, 25th 
Infantry Division, Stryker Brigade Combat Team. Further, the Fort Lewis Mission Support 
Training Facility has adapted the system to platoon-level training with upward of 60 
trainees interacting within a single training simulation, while other users have adapted 
it to mounted infantry tactics, dismounted operations, rules-of-engagement training, and 
cross-cultural communications training. 

The widespread use of gaming technologies across services is testament to military 
demand for game-based training systems. The challenge is for research, design, and 
development communities to collaborate toward producing relevant and effective training 
technologies that are portable, engaging, extensible, and easy to use. In fact, many training 
technologies have been met with harsh criticism for not fulfilling one or more of these 
important characteristics (e.g., Brian, 2005; Erwin, 2000). Furthermore, a number of 
factors have been identified regarding the transfer of knowledge and skills acquired in 
multi-player games to the operational environment, namely, fidelity, immersion, presence, 
and operator buy-in (Alexander et al., 2005). 

Fidelity in this context can be described as the extent to which the multi-player game 
emulates the real world. Fidelity can be measured on multiple continua, and a large 
number of subcategories (e.g., physical, functional, psychological) have been described 
in the literature (e.g., Andrews & Bell, 2000; Nystad & Strand, 2006). 

Across the currently fielded US military training systems, the focus has been placed 
on developing multi-player game-based systems that play particular attention to the 
graphic realism, or physical fidelity, of the tactical environment and equipment. An 
implicit premise has been that a game-based simulator that holds to how the soldiers will 
experience the real world is necessary and sufficient to produce a training effect. 

However, it has been shown more broadly that fantasy-based games, like simulation-
based training (SBT) environments, provide training capabilities by conceptually and 
functionally capturing and representing the critical characteristics of military environ
ments, known as functional fidelity, to facilitate training (Hollenbeck, Colquitt, Ilgen, 
LePine, & Hedlund, 1998; Wickens & Hollands, 2000). Further, learning by analogy is 
an effective means of obtaining skills that will be applied in unrelated contexts (Gentner, 
Holyoak, & Kokinov, 2001). 

Immersion is another factor which has been shown as relevant to the transfer of 
knowledge and skills – immersion refers to the degree to which an individual feels 
absorbed by or engrossed in a particular experience (Witmer & Singer, 1998). The degree 
of immersion experienced within a multi-player game may contribute to the amount of 
information acquired, skills developed, and subsequent transfer of knowledge to real 
environments. Many activities are considered immersive (e.g., a game of chess, a book, 
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a conversation), but the term is particularly germane to videogames, as evidenced by the 
rising phenomena of videogame addiction (Young, 2004). 

While immersion may be viewed as the objective description of a multi-player games 
capability to draw the user into the act of playing the game, presence – also referred to 
as situated immersion – refers to the subjective experience of actually existing within the 
computer-mediated environment even when one is physically situated in another (Slater 
& Steed, 2000; Witmer & Singer, 1998). The amount of human–computer and avatar– 
avatar interaction required by many multi-player games, compounded by high levels of 
fidelity on a number of dimensions, may lead to a more vivid feeling of presence in the 
experience. 

Varying the levels of fidelity or increasing the feelings of presence and immersion are 
thought to impact the degree of transfer from the multi-player game to the operational 
setting. However, there is another construct that may influence transfer: user acceptance or 
“buy-in.” In the present context, buy-in refers to the degree to which a person recognizes 
that an experience or event is useful for training. The conjecture is that higher levels of 
buy-in imply that the user will invest more effort to extract generalizable lessons from 
training and more effort to transfer those lessons to the real world. Transfer is consequently 
more frequent and successful as a result. 

2.2. Teamwork 

Psychological, sociological, and anthropological research has clearly distinguished 
between “teamwork” and “taskwork” (Salas & Cannon-Bowers, 2001). According to this 
literature, taskwork involves an individual using a particular set of skills to perform a 
job; for instance, knowing the sequence of button-presses to successfully draw, aim, 
and fire a weapon within a combat-oriented multi-player game. In contrast, teamwork 
skills are not only a compilation of several individuals’ skills, but the ability to use 
these interactively to support team functioning. Orasanu and Salas (1993) note several 
fundamental characteristics that facilitate team functioning, including multiple members, 
multiple information sources, interdependence among members, clearly defined roles, 
and common goals. Team functioning is clearly critical for most military operations, and 
teamwork behaviors are the observable processes that support effective team functioning, 
and ultimately increase mission effectiveness. 

There is a large body of work demonstrating that these teamwork skills exist, and 
that they can be defined, trained, and assessed (e.g., Salas & Cannon-Bowers, 2001). 
Among others, these skills include adaptability, monitoring and backup, communication, 
and leadership, as detailed in Table 1 (e.g., Cannon-Bowers, Tannenbaum, Salas, & 
Volpe, 1995; Freeman, Diedrich, Haimson, Diller, & Roberts, 2003; Serfaty, Entin, & 
Johnstonn, 1998; Sims, Salas, & Burke, 2004; Smith-Jentsch, Johnston, & Payne, 1998; 
Smith-Jentsch, Zeisig, Acton, & McPherson, 1998). 

These teamwork skills form the basis of our training development; we ask whether 
they can be observed in multi-player game environments, and how these environments 
can be used in the future for training. 
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Table 1

Teamwork skills supporting team effectiveness.


Leadership: The ability to direct and coordinate the activities of other team members, assess 
team performance, assign tasks, motivate team members, plan and organize and establish a 
positive atmosphere 

Monitoring: The ability to develop common understandings of the team environment and apply 
appropriate task strategies and processes in order to accurately monitor teammate performance 

Back-Up Behavior: The ability to anticipate other team member’s needs through accurate 
knowledge about their responsibilities. Includes the ability to shift workload among members 
to achieve balance during high periods of workload pressure 

Adaptability: The ability to adjust strategies based on information gathered from the 
environment through the use of compensatory behavior and reallocation of intra-team 
resources; altering a course of action or team repertoire in response to changing conditions 
(internal or external) 

Team Orientation: Propensity to take other’s behavior into account during group interaction 
and the belief in the importance of team goal’s over individual member’s goals 

Closed Loop Communication: The practice of confirming receipt and understanding of others’ 
communications. This practice builds trust in the communication skills, knowledge, and intent 
of others and ensures that information is accurately conveyed 

Team Mental Models: The ability to accurately represent the capabilities of others, their 
responsibilities, and their perception of the state of the world 

Coordination: The practice of planning, preparing, organizing people and/or tasking to 
accomplish a goal 

Communication Push: The practice of sharing or sending information with/to others 

Communication Pull: The practice of seeking information from others or other data sources; 
asking questions; attempts to gather intelligence 

3. Methodology 

Gorman’s Gambit not only represents an attempt to examine the utility of multi-player 
games for training, but also an opportunity to assess the process of multi-player game-
based training system development (Hussain & Ferguson, 2005). In order to achieve 
the desired learning in training system users, both technical and pedagogical assump
tions need to be periodically examined. We adopted an iterative development method
ology based on best practices from both software development and the psychological 
sciences. 

The Gorman’s Gambit project had a 4-month high-level planning phase (April–August, 
2004) in which we explored different commercial game solutions and identified the 
general form of our study (including design approach and basic system design). The 
development of the training system and assessment tools took place in three main devel
opmental phases over a period of 4 months (September–December, 2004), culminating 
in a final exercise held at Fort Benning, GA (December 15 and 16, 2004). 
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4. Goals and Development 

In the Gorman’s Gambit project, we had multiple high-level goals that influenced our design. 
We sought to elicit a variety of observable teamwork behaviors from a large team using 
a multi-player game-based training system and gather information on the utility of such 
systems for training teamwork. However, we also sought to identify processes for rapid 
development of multi-player game-based training, gather information on the utility of such 
systems for training in general, and investigate the importance of issues such as the fidelity of 
the simulation and immersion produced by the game for multi-player game-based training. 

Given these high-level goals, we did not have highly specific “training objectives” as 
such. However, we did focus on developing conditions and measures intended to capture 
data on a variety of different issues pertaining to multi-player game-based training. Rather 
than simply list our goals out of context, we introduce them below as the supporting 
reasons behind a variety of design and development decisions. 

4.1. Basic Technical Design 

During our planning phase, we made several basic design decisions in order to achieve 
our high-level goals of eliciting observable teamwork behaviors from a large team while 
minimizing development effort. 

To avoid the potential of restricting teamwork behaviors, we adopted a weakly scripted 
approach in which the terrain and non-player characters were made relatively simple, but 
the gameplay options open to the human players were plentiful (i.e., rather than heavily 
scripted approach that carefully guides players using in-game cues, events, and non-player 
character actions). In particular, we chose to create a scenario in which two large teams 
(or “platoons”) of players would play against each other in a “capture-the-flag” mission, 
described in the next section. 

To encourage a variety of interactions among teammates, we chose to divide each 
platoon into multiple squads, give different players game characters (or avatars) with 
different strengths and weaknesses, and to limit communication channels among squads. 

To facilitate development and minimize risks, we chose Neverwinter Nights (Trademark 
of Wizards of the Coast, Inc.) to be the basis for our training environment. Neverwinter 
Nights supports up to 64 distributed players; provides extremely stable operation, with 
straightforward and robust setup and execution of multi-player sessions; allows for the 
customization of avatar skills and inventory; includes a powerful scenario development 
environment, the Aurora Toolset (Trademark of Bioware Corp, copyright 1997–2005); 
allows for non-intrusive observation and control via a “Dungeon Master” avatar; and 
includes pre-scripted game and interface tutorials. 

4.2. Iterative Development 

Throughout our development process, our goals guided our decisions. We present here 
a brief summary of this process to illustrate factors to consider when developing fielded 
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Figure 1. Simulated world for teamwork training scenario. 

training systems. We describe three development phases, each culminating in a pilot study 
that was used to validate whether we were achieving certain goals. 

In the first development phase, each platoon had a separate “camp” in the simulated 
world (largely the same as shown in Figure 1), and avatars were distinguished primarily 
by the items carried by those avatars (e.g., weapons, healing items, magic items) and 
their intrinsic skills (sword-fighting, trap detection, spell casting). To limit communica
tions, we augmented Neverwinter Nights with a hierarchical chat-based communication 
capability based on the third-party Talus Speech System software (developed by Josh 
Dalton (Lanthar D’Alton); includes code copyright 2003 by Ingmar Stieger and Jeroen 
Broekhuizen; this product includes software developed by the Politecnico di Torino and 
its contributors; available at http://nwvault.ign.com/) so that each platoon had distinct 
communication channels, members of one squad could only talk to their leader and squad 
leaders could talk to each other and to the platoon leader. The communication hierarchy 
restricted unrealistic chat channels in order to increase functional overlap between the 
voice-over IP system and true military communications. To ensure that players could 
actually use the game and to minimize the amount of time spent designing and developing 
interface training, we chose to use the in-game tutorial to train players. We conducted a 
pilot run on October 29, 2004 with 12 game-novice personnel from the author-affiliated 
institutions comprising two “platoons” of six players each, organized in two “squads” of 
three players each. Following this, the scenario was tested with the mission objective of 
occupying the enemy camp, operationalized as having two of a team’s players alive in the 
enemy camp for any 2-min period. The pilot showed that the text-based chat interfered 
significantly with gameplay, that the in-game tutorial was lengthy and ineffective, and 
that our mission goal resulted in a very fast-paced game that did not encourage players 

http://nwvault.ign.com/)
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to exploit their various capabilities. The pilot also provided an opportunity to test our 
assessment techniques and revealed that several improvements were required in our data 
collection tools. 

In the second development phase, we made large modifications to individual avatar 
characteristics, such as endurance and strength, in an effort to promote teamwork through 
necessitating dependence on teammates’ skills sets. We incorporated the BBNTalk Voice-
over-IP system (copyright BBN Technologies) that was developed as part of and used 
successfully in the DARWARS Ambush! system, and which is capable of readily handling 
20–40 players with hierarchical communication channels. The voice-over-IP software 
was set up external to the game and players wore a headset and microphone. To improve 
the tutorial process, we developed a guide for participants to follow in order to minimize 
non-essential aspects of the tutorial (e.g., aspects of an entertainment-based storyline, 
teaching skills that were not to be used by that avatar in the Gorman’s Gambit scenario). 
We also developed two additional semi-scripted tutorials, the Tutorial Arena and the 
Tutorial Mission (described later) that emphasized experiential learning. We conducted 
a second smaller pilot with seven personnel from the author-affiliated institutions which 
validated our changes. 

In the final development phase, we added a third hidden camp and adapted the mission 
objectives in order to encourage differentiated strategies and avoid simple race conditions. 
We also incorporated several capabilities to enable an in-game observer (via a “Dungeon 
Master” class) to keep better track of game activities. We conducted a final pilot using 
32 personnel from the author-affiliated institutions as participants, and using a reasonably 
fast game server machine (Pentium M 1.7 GHz) and a variety of client machines (Pentium 
III to Pentium M 2.0 GHz). The pilot showed that our system scaled well; only low-end 
client machines (i.e., Pentium III) exhibited significant slow-downs under heavy load. It 
also validated our measurement tools and showed that the new conditions elicited a variety 
of teamwork behaviors, such as resource management, communications, strategizing, and 
working toward common goals. 

5. Conditions 

5.1. Final Training System Design 

The world used in the Gorman’s Gambit training system is illustrated in Figure 1. A new 
mission would begin with each platoon stationed within its own home camp (i.e., Platoon 
A in Camp A, Platoon B in Camp B). Travel between the two camps was constrained. 
There were two routes that the players would be informed about in advance, a “long
but-safe” route and a “short-but-dangerous” route. The long-but-safe route traversed the 
Southern Hills, a safe area with no traps, while the short but dangerous route traversed the 
Central Cavern, an area filled with hidden traps of varying severity. There was also a third 
route that was both safe and of medium length, but which players would not be informed 
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Table 2

Exercise characters and their respective roles and resources.


Character class Role in scenario Resources 

Platoon Leader 
Platoon Leadership 

Squad Leader 
Squad Leadership 

Archer 
Long-Range Weapons 

Artillery 
Long-Range Magic 

Medic 
Health Support 

Scout 
Primary Reconnaissance 

Tank 
Primary Close-Combat 

Coordinates activities directly with the 
Squad Leaders 

Communicates with the Squad, other 
Squad Leaders, and the Platoon Leader. 
Moderate combat ability, moderate 
speed, vulnerable to injury 

Provides long-range weapons support 
with low-moderate close-range combat 
abilities 

Capable of short and long-range 
attacks. Low physical combat ability, 
high resistance to spells 

Provides health support via resurrection 
and healing. Very low combat ability, 
but high speed 

Provides fast reconnaissance, stealthy 
maneuvering, trap setting, detection 
and disarming, and mild offensive 
fighting capabilities 

Provides powerful fighting capabilities, 
but cannot travel quickly 

Small dagger 

Long sword 

Long bow, crossbow, and 
several arrow types 

Scrolls, potions, wands, staves 
and rods. No armor 

Healing magic, small weapon 

Short sword and claw blade. 
Able to set traps (i.e., mines) 

Long sword, short sword, and 
great sword 

about and would therefore need to discover. Upon death, avatars would respawn (after a 
1-min period) to the Healer’s Hut, at a significant distance from both home camps. 

To encourage teamwork, mission-essential skills were distributed among five primary 
avatar types (archer, artillery, medic, scout, and tank), as detailed in Table 2. For example, 
disabling a trap in the Central Cavern would require the assistance of a Scout, while 
healing a serious wound quickly would require a Medic. The platoon and squad leader 
were given avatar types with general skill sets. 

A third camp (“Hidden Camp”) also existed which was heavily protected by non-player 
characters. At the beginning of each mission, the location of this camp was randomly 
determined (within the Southern Hills or Central Cavern areas), and the players would 
not be informed of that location. The third camp was considered neutral territory until 
captured and defended by a team. 

Within all three camps was a pillar of colored light (i.e., the “flag”) that indicated 
the current “possessor” of the camp. To obtain the possession of a camp for his team, a 
player’s avatar would have to pull a lever placed adjacent to the flag; the territory would 
then remain in that team’s possession until an avatar from the opposing team pulled 
the lever. 
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The general goals of a mission were for each platoon to defend their own flag, capture 
the enemy’s flag, and find and capture the hidden flag. We defined two distinct winning 
conditions. The first was to hold the most flags at the end of a given period of time. The 
second was to hold as many flags as possible for the longest total amount of time by the 
end of a given period of time. 

5.2. Tutorial Process 

Three structured tutorial steps were used to ensure that all players would be proficient 
with the Neverwinter Nights game mechanics prior to using the training system. The 
tutorials progressed in their levels of complexity and interactivity, and are described 
below. In particular, though, there was no explicit tutorial on teamwork skills. 

The first tutorial step used the existing tutorial exercise contained within Neverwinter 
Nights to train novice players on game and interface basics. The in-game tutorial would 
place the player’s avatar into a virtual environment containing virtual instructors that 
would engage in simple training dialogs. Under the auspices of these virtual instructors, 
the player could practice the essential gameplay fundamentals, such as using their avatar’s 
inventory, weapons, and basic functions. The players were given specific written materials 
to help them focus on learning the gaming and character skills that were of particular use 
for the Gorman’s Gambit training system. 

The second tutorial step provided each team with a relatively free-form “tutorial arena” 
within which the players could gain detailed specifics about their avatars’ individual 
skills and abilities (provided by several avatar-specific non-player characters with which 
players could hold brief dialogs) and engage other teammates to practice those skills 
(e.g., combat, casting spells, healing others, etc). 

The third tutorial step provided a squad with a “tutorial mission” that required all 
squad members to work together toward locating and capturing a hostage princess, 
located somewhere within a “tutorial village.” In order to reach the princess’ location, 
the squad needed to perform a variety of tasks. These tasks included finding hidden 
keys to unlock doors along their path, detecting hidden doors, obtaining information 
from villagers, engaging enemies, and ultimately defeating a dragon. The tutorial mission 
was designed to emphasize the importance of each individual avatar’s unique skills, 
attributes, and abilities (e.g., certain tasks could only be accomplished by certain avatars; 
for example, a hidden door or key could only be detected by a scout; while others could 
only be accomplished together; for example, the dragon could only be killed through a 
collaborative effort of several different avatar types). 

5.3. Gorman’s Gambit Exercise Structure 

The Gorman’s Gambit exercise was structured to involve three successive sessions. In 
order to facilitate effective teamwork, we adopted a session design that enabled each team 
to privately coordinate together in person prior to playing a mission (planning period) 
and then to privately discuss the events occurring immediately after conducting a mission 
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(debriefing). We determined that both of these sessions would be more effective if done 
in person, occur more quickly than if performed online (using, say, the in-game text chat), 
and have the benefit of being easily observable. At the end of the third and final session, 
all participants would complete a post-experiment questionnaire and then participate 
together in a final AAR. While debriefings were intended to be used to reflect on specific 
instances in specific sessions, the AAR was intended to be used as an opportunity for 
the participants to reflect on the larger questions pertaining to the potential of using 
multi-player games to train teamwork. 

6. Measures 

The primary dependent measures for the Gorman’s Gambit effort were observations of 
teamwork skills. Accordingly, the first step was to ensure that our exercise was designed 
to elicit teamwork (as described in the previous sections). The second step was to develop 
a technique to capture the behaviors that are indicative of teamwork within the context 
of a multi-player game. It is important to note that our aim was not to capture every 
instance of teamwork, but rather to obtain a sample of representative behaviors to support 
the notion that multi-player games can be used for training. Given the broad nature of our 
goals, we chose to capture data through both observer-based and self-report techniques. 
We chose not to capture data via systems-based techniques. On the one hand, the level of 
data we could capture easily within the training system (e.g., number of casualties, traps 
disarmed, buttons pressed, or menus accessed) would not have provided direct support for 
our goals. On the other hand, significant software development would have been required 
to capture data that would have supported our goals (e.g., instances of decision making, 
communication of situation reports, issuing of commands). 

As such, we developed a suite of measurement techniques and tools that would enable 
us to capture a broad array of data: 

• observer in-game evaluation forms; 
• post-session team debriefings; 
• post-exercise questionnaires; and 
• final AAR participant feedback.

Each of these measurement techniques is described in turn, below.


6.1. Observation Tool 

Our primary tool to capture data on the teamwork elicited during gameplay was the 
Observer In-Game Evaluation Form, which was filled-in by experimenter/observers using 
one of three techniques. Our primary technique was over-the-shoulder observation of 
player activities; a second technique was the use of the in-game observation capability 
(provided by a “Dungeon Master”) which enabled viewing of other players’ activities 
without them being aware (the “Dungeon Master” avatar was invisible to other avatars); a 
final technique was the use of a video camera to capture gameplay (over-the-shoulder) as 
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Figure 2. An event captured on the Observer In-Game Evaluation Form. Quality scale ranged from 1 to 5; 1 
indicates a poor example of the behavior; 5 indicates an exemplary example. 

well as more general player activities. These observation techniques were adopted in order 
to allow us to monitor participants’ behavior (e.g., see actions, hear communications) 
without disrupting gameplay. 

The observation form allowed for the recording of event details (i.e., event #, time, 
players involved), a detailed description of the event, the presence or absence and quality 
rating of several key teamwork skills, and comments. An example of an event recorded 
onto the Observer In-Game Evaluation Form can be seen in Figure 2. 

A critical component of the observer form was the ability to record instances and 
quality of observed teamwork skills. Toward this end, the form included a subset of skills 
identified by contemporary teamwork psychology literature (monitoring, back-up, team 
orientation, communication push and pull, coordination; see Sims et al., 2004). A content 
dictionary (Table 1) provided operational definitions for each teamwork skill. 

Observers sampled across multiple participants and throughout the entire exercise dura
tion. Sampling rates varied across observers, given differences in teamwork frequencies 
and durations, and participants’ locations; average sampling rates were one observation 
per minute, per observer. Observers were instructed to actively gather information from 
multiple participants regarding a variety of teamwork behaviors; it is possible, of course, 
that certain teamwork behaviors were unobserved, or that particular behaviors were more 
salient than others. Following the exercise, the video was analyzed to capture additional 
instances of teamwork that had not been noted previously. All observations made during 
the exercise, including planning periods, missions, debriefings and the AAP, and from 
the video were collected into a single multi-data source (Figure 3). 

6.2. Team Debriefings 

The team debriefings were intended to be used for actively capturing measures, with the 
teams explicitly being instructed to discuss such topics as goals, strategies, performance, 
and lessons learned; this debriefing format is quite similar to that used in actual military 
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Teamwork behaviors 

Teamwork observed 
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Data 
source 

Team and/or 
mission details 

At start up of mission. PL 
assessed map, coordinated 
group, pushed commands 
and instructions, discussed 
setting up booby traps. PL 

also described environ
ment and instructed 

platoon to move slow. 

Monitoring, 
coordination, 

comms-pushed 
and pulled, 
leadership, 

team 
orientation 

1 1 1 1 1 1 
LS 

observa
tion sheet 

Mission #1, 
Platoon B, 8:40 
AM, observing 
Archer S1 and 

PL 

Figure 3. An example of teamwork captured and archived in the multi-data source. 

operations. Observers used this opportunity to ask specific questions related to ambiguous 
or incomplete teamwork recordings from the mission, elaborating on observations, and 
filling in any gaps in knowledge. 

6.3. Post-Experiment Questionnaire 

We designed a Post-Exercise Questionnaire to be presented to and completed by the 
participants before the final AAR (see Appendix A). The Post-Exercise Questionnaire was 
of two pages and was comprised of 21 questions addressing several areas, such as game 
experience (e.g., pleasurable, stressful), knowledge about their avatar, team interactions, 
self and team assessment, situational awareness of self and team, and practical applications 
of the game as a learning tool. Nineteen of the 21 questions asked participants to give 
their answers on a seven-point Likert scale relevantly anchored at low, midpoint, and 
high. Five of the 21 questions also included comments fields where participants could 
further detail their experiences and opinions. 

6.4. Final AAR 

The final after action review was a critical part of our measures since it was a communal 
activity in which all participants could offer their views. In particular, the AAR was 
intended to address experiences and elicit opinions on the following six topics: 

1. positive and negative feedback regarding gameplay; 
2. challenges faced by the team; 
3. examples of teamwork used to overcome challenges; 
4. generally adopted strategies and adaptations; 
5. suitability for army training needs; and 
6. comparison to other multi-player games.

Appendix B lists the prepared AAR questions.
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7. Exercise 

The entire exercise was conducted over the course of 2 days, the first of which 
was dedicated to the tutorial process and the second to the main Gorman’s Gambit 
exercise. 

7.1. Participants 

Forty members of a US Army Infantry Platoon, between the ages of 19 and 33 years 
�M = 23�6�, participated in the exercise. Military rank and experience varied from E-2 
(Private) to O-1 (Second Lieutenant), and from 1.5 to 174 months, respectively. Over
all, the participants reported both computer game (M = 3�7 hours/week) and console 
game (M = 4�0 hours/week) experience within the preceding year (see Appendix C for 
demographic form). 

Participants were randomly divided into two groups of 20, each roughly represent
ing a platoon. Each group contained one Platoon Leader and three similarly composed 
squads, with six or seven players each, as defined in Table 2. Critically, roles, resources, 
and responsibilities varied widely within squads as a function of avatar type. Figure 4 
illustrates the composition and communication hierarchy of each platoon. All participants 
used a personal computer (PC) with a 15 inch CRT monitor, keyboard, optical mouse, 
and voice-over-IP headset. 

7.2. Tutorial Day 

On the first day, the participants were presented with the tutorial materials relevant to 
their avatar, and then all participants executed all three steps of the tutorial process. We 
ended each step of the process only when everyone had completed it. The first step (in
game tutorial) lasted approximately 45–50 min, and staff were available to field questions 
as necessary. The second step (tutorial arena) lasted approximately 30 min. The third 

Platoon Leader 

Squad 1 Leader 

Archer 

Artillery 

Medic 

Scout 

Tank 

Squad 2 Leader 

Archer 

Artillery 

Medic 

Scout 

Tank 

Squad 3 Leader 

Archer 

Artillery 

Medic 

Scout 

Tank 

Tank 

Figure 4. Platoon composition and communication hierarchy. 
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step (tutorial village/mission) lasted approximately 40 min. During the tutorial mission, 
it was clear that teamwork suffered and many avatars were injured and killed, until the 
participants became aware of, and leveraged, each avatar’s unique characteristics. This 
mission also provided a last opportunity for participants to practice using their complex 
array of skills and resources (e.g., voice-over-IP) before the main Gorman’s Gambit 
exercise took place. 

7.3. Main Exercise Day 

The same participants returned on the second day for the main Gorman’s Gambit exercise. 
The exercise involved three successive sessions, each with a 15-min planning period, 
30 min mission, and 15-min debriefing. Different winning conditions and communication 
mediums were used in different sessions: 

•	 possession of at least two levers at the end of 30 min of play using voice-over IP; 
•	 possession of at least two levers for the longest duration in 30 min of play using text 

chat; and 
•	 possession of at least two levers at the end of 30 min of play using voice-over IP. 
The use of alternating conditions was intended to encourage different strategies across 

missions. For gameplay, all participants were instructed to behave as they would in a 
true military mission, for example, they were to maintain contact with their leaders, assist 
their teammates, and engage the opposing team as necessary. 

The planning periods were used effectively by the platoon leaders to devise a strategy 
for that session and to convey it to the team. It was interesting to note that the two 
platoon leaders followed very different styles (one discussing a plan with the entire 
team on a white board and the other collaboratively discussing the plan with his squad 
leaders, who then relayed the decisions to their squads). During mission execution, the 
two platoons were physically separated; one (Platoon A) was seated in cubicles within 
a single large room, while the other (Platoon B) occupied four separate rooms due to 
facility restrictions. During the debriefing, the platoon members discussed their execution 
of the mission, focusing positive and negative aspects of the platoon’s performance, as 
well as potential strategy improvements. At the end of the third and final session, all 
participants completed the post-experiment questionnaire and participated together in the 
final AAR. The questionnaire enhanced the quality of the data received through the 
AAR and enabled those who are less vocal an anonymous medium for sharing their 
experiences and opinions. During the semi-structured AAR, the staff facilitators presented 
several core questions probing for global information regarding overall game experiences 
and the potential utility of multi-player games for use in military training. Some of the 
questions had been determined in advance of the exercise (Appendix B), but others had 
been identified during the exercise itself. The AAR produced a rich discussion and many 
valuable insights into the utility of multi-player game-based training systems for military 
training, as perceived by the participants. 
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8. Results 

The results of our study are highly varied in form. We present some of the objective 
measures here and introduce more subjective results primarily in the context of our 
discussions in the next section. 

8.1. Scenario Outcomes 

The overall results for each of the three scenarios were as follows: 
• At the end of mission one, Platoon B possessed the majority of levers. 
• At the end of mission two, Platoon A had the longest total lever control time. 
• At the end of mission three, Platoon B possessed the majority of levers. 

8.2. Teamwork Observations 

A total of 550 instances of specific teamwork skills were extracted from over 115 recorded 
observations, the post-session team debriefings, and final AAR. The teamwork behaviors 
seen in these instances are enumerated in Table 3. Critically the number of teamwork 
skills observed during each mission (mission 1 = 114; mission 2 = 136; mission 3 = 158) 
increased substantially over the course of the exercise ��2�2� = 7�12� p < 0�05�. Most 
events involved multiple teamwork skills (five to six skills), as teamwork skills often work 
in conjunction with each other, such as leadership and monitoring. Leadership involves 

Table 3

Instances of teamwork observed in the current exercise.


Behavior Number of observations 

Monitoring 75 

Coordination 88 

Pushing information 57 

Pulling information 35 

Leadership 69 

Orientation 66 

Backing-up 53 

Adaptability 43 

Closed loop 6 

Mental models 58 

Total 550 

Total mission 1 165 

Total mission 2 176 

Total mission 3 209 
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directing and coordinating the activities of others, assessing performance and/or assigning 
tasks (Sims et al., 2004). Monitoring involves understanding the team environment and 
applying appropriate strategies (Sims et al., 2004). The two skills have overlapping 
definitions that would make it probable, although not without exception, that where you 
have leadership you also have monitoring and vice-versa. 

The events that were observed varied highly, even when considering a single type of 
teamwork skill. For instance, the 43 occurrences of adaptability included: 

•	 revising strategies in between missions based on lessons learned from previous 
missions; 

•	 adjusting to a breakdown in communication medium (e.g., by setting up a message 
relay protocol between the avatars in the game); 

•	 adopting new roles (e.g., by recognizing that an avatar with a typical non-combat role 
was best suited for a particular offensive attack since it was faster than the enemy); 

•	 changing the team organization to improve offensive capability (e.g., by splitting up 
into pairs of avatars with complementary skills); 

•	 modifying the mission plan dynamically upon discovering that an avatar had a useful 
capability they had not been notified of (e.g., discovering that they could summon a 
flying goblin led to its use for remote surveillance, much in the manner of a modern 
unmanned aerial vehicle). 

Although we could present detailed examples of each of the behaviors observed, space 
precludes this. Rather, we will introduce some illustrative behaviors in the context of our 
discussion of the lessons learned. Further, note that it would be possible to extract several 
hundred more examples of teamwork from the data sources. However, our intent is not 
to document all of the instances of teamwork, but, rather, to demonstrate that teamwork 
is readily elicited (and, therefore, that multi-player game environments may provide at 
least some of the conditions necessary for teamwork skills training). 

8.3. Questionnaire Responses 

Table 4 summarizes the responses of the 40 participants, giving the mean and standard 
deviation for all questions. Some of the original questions had multiple parts and these 

Table 4

Summary of questionnaire results �N = 40�.


Short wording Mean StdDev 

Understand avatar? 6�2 1�2 

Game exciting? 4�1 1�6 

Game interesting? 4�2 1�6 

Game stressful? 1�7 1�8 

You help teammates? 5�1 1�9 

(continued on next page) 
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Table 4 
(Continued) 

Short wording 

Teammates help you? 

Push info? 

Receive info? 

Provide non-combat help? 

Receive non-combat help? 

Overall teamwork of team? 

Overall performance of team? 

Coordinate with teammates? 

Monitor teammates? 

Anticipate teammate needs? 

Your situational awareness? 

Workload level? 

Good teamwork tool? 

Learn to strategize? 

Enough tutorial training? 

Aware of need to manage resources? 

Aware of lack of resources? 

Aware of real-world parallels? 

Playing leads to better teamwork? 

Mean 

4�5 

5�6 

5�4 

2�8 

4�1 

5�4 

5�7 

5�3 

4�7 

4�9 

5�2 

3�6 

3�9 

3�9 

4�9 

0�9 

0�8 

0�8 

3�5 

StdDev 

2�2 

1�8 

1�8 

2�5 

2�2 

1�5 

1�2 

1�5 

2�0 

1�5 

1�4 

1�7 

1�8 

1�8 

1�6 

0�2 

0�4 

0�4 

2�0 

are separated out here. For improved readability, Table 4 uses highly shortened versions 
of the questions. We discuss most of these responses in our discussions. 

9. Discussion 

Based on our experiences in developing the training system, the results obtained from 
observing the participants during the tutorial and exercise sessions, and the comments 
and suggestions experienced during the AAR, we are able to identify a number of lessons 
that validate the goals of the Gorman’s Gambit project. In this section, we discuss 
the training utility and fidelity of multi-player games and convey lessons learned for 
efficiently developing and studying game-based training. 

9.1. Training Utility 

The results of the exercise show, in several ways, that multi-player games may be 
useful for supporting team training. First, it is clear that a variety of teamwork skills 
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(550 instances) were demonstrated, which is highly suggestive that multi-player games can 
support large-scale exercises in which many individuals with differing but complementary 
skills work together toward a single effort. 

Second, when asked, soldiers were able to see several positive aspects to the game 
they participated in. From the questionnaire, we see that soldiers rated playing games 
like the Gorman’s Gambit scenario as having a moderate �M = 3�4� ability to help them 
become a better team member. Moreover, the most frequent positive verbal comments 
provided by soldiers were related to teamwork. Soldiers viewed the game and scenarios 
as a reasonable tool to train teamwork �M = 3�9� and for promoting development and 
adaptation of strategies �M = 3�9�. 

Interestingly from the observer’s standpoint, the soldiers appeared to demonstrate 
better and better team coordination as time passed and over successive missions. In 
fact, the number of teamwork instances increased substantially over the course of the 
three missions, with the fewest and most occurring during the first and third missions, 
respectively. In other words, it appears that the participants were learning better ways 
of working together within the context of the game. However, during the AAR, the 
soldiers did not acknowledge that they had learned any teamwork – rather that they were 
already experts in teamwork and that the game would have training utility primarily 
for novices. Thus, the results argue that properly developed games can have favorable 
training outcomes, but that participants may learn while using a game-based trainer 
without consciously realizing its training value. 

9.2. Fidelity 

In terms of seeing functional similarities between a game environment and a military 
environment, a large majority of the sample (80% of the soldiers) reported verbally in 
the AAR that they saw such similarities. This sub-sample of soldiers went on to enu
merate several examples where the game environment provided a functional relationship 
to a military environment; the examples were: teamwork, specializations, communica
tions, hierarchy, fighting in squads, coordination, setting defensive positions, short/long 
range weapons, healing times, traveling in formations, strategizing, and conserving 
resources. 

The Neverwinter Nights software is largely limited to ground-based interaction, con
gruent with the operational requirements of the infantry. There were several powerful 
(unexpected) analogies that occurred during the exercise. For instance, Neverwinter Nights 
allows the artillery avatar to summon a small flying goblin. The soldier’s point of view 
could be changed to take on the goblin’s perspective and fly quickly through dangerous 
areas, avoiding traps and enemy engagement, and allowing for reconnaissance. This was 
quickly recognized as being analogous to the real-world function of a UAV and exploited 
accordingly. 

Game-based simulators operating on a laptop or desktop do not have the same phys
ical or visual fidelity as large simulators, but they can still, if designed appropriately, 
reflect real-world characteristics to a high degree. For instance, an important component 



96 Talib S. Hussain et al. 

of teamwork skills is communication and coordination. We explicitly attempted to pro
vide an adequate and realistic communication capability by augmenting the game with 
hierarchical text and voice-over-IP communications. Our efforts were rewarded, for the 
soldiers commented that the communication system was a good analogue to their typi
cal hierarchical system. The questionnaire results show that soldiers thought they were 
able to push information at a high level to others �M = 5�6�, receive a high level of 
communications �M = 5�4�, and coordinate at a high level �M = 5�3�. 

It is clear that, as predicted by General Gorman, the use of a fantasy setting afforded the 
exhibition of the teamwork behaviors. However, the departure from their usual operational 
environment also makes it more difficult for buy-in from military participants. Some 
soldiers reported having difficulty taking on a military mindset while playing the game, 
and the most frequent negative comment voiced during the AAR by soldiers was poor 
realism (43%). This indicates that a sizable minority of soldiers is conflicted by the game 
environment and believes that more operational realism is required for adequate transfer 
of training to occur. However, the non-operational setting could easily be used to train 
critical thinking skills and challenge participants to engage appropriately in unfamiliar 
environments. 

9.3. Developing Games for Training 

Several lessons were learned regarding the development of games for training and the 
development of effective empirical studies of such games. Developing our training system 
so that it would elicit the desired teamwork behaviors was not always straightforward. As 
shown in the pilot studies, subtle imbalances in gameplay led to a complete breakdown 
in the effect we were targeting. The iterative development strategy we adopted and the 
authoring capability provided by Neverwinter Nights turned out to be crucial for rapid 
development and for achieving the effects we wished in the game. 

When conducting a study of games for training, time for an exercise is a limiting 
factor – both in terms of availability of participants (i.e., it is hard to get soldiers to 
participate for extended periods of time) and cost (i.e., if paying the participants, costs 
will increase with time required). One area to which it is critical to devote sufficient time, 
but in which it is also important to minimize that time, is the tutorial process for playing 
the game itself. As revealed in the pilot studies, this was a key factor. With too little 
tutorial time, many players were ineffective during the actual scenario and therefore less 
immersed and poor at teamwork. With the wrong type of tutorial activities, the players 
spent much of the time during the actual scenario playing independently or trying to learn 
capabilities, which in turn resulted in poor teamwork. The three-step tutorial process we 
developed was validated since, mostly, the soldiers “hit the ground running” on the first 
scenario played. In the questionnaire, soldiers clearly understood what their avatars were 
capable of �M = 6�2� and rated the tutorial process as moderately to highly effective 
�M = 4�9�. 
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The ease of conducting and maintaining a training session is critical for success
ful participation within a game-based training system. When managing the interaction 
of 40+ players, simple connectivity that is mostly transparent to the user is a neces
sity. Within Neverwinter Nights, setting up the client and getting started playing the 
game took a matter of seconds. Further, if a restart of the server (e.g., to start a 
new mission) or of a client (e.g., machine crashed) was needed, the users could eas
ily join or re-join the game (within seconds). Without this capability, the exercise 
would have been constantly delayed and participant buy-in would have been negatively 
impacted. 

Likewise, the ease with which changes to the system may be made can impact buy-in. 
For instance, platoon leaders reported increased levels of satisfaction and effectiveness 
as a result of the following rapid manipulations. 

•	 At the end of the first day, the platoon leaders indicated that they felt that the written 
map materials were insufficient for them to maintain situational awareness. After an 
hour’s effort, we introduced an in-game item that performed localization analogous 
to a compass. 

•	 After the first session of the second day, both platoon leaders expressed dissatis
faction with their avatar’s slow speed and low combat abilities and believed these 
deficiencies detracted from their ability to lead their platoons effectively and gain 
their soldiers’ respect. In only a few minutes, we improved the speed and effective
ness of their avatars. 

Despite all design efforts and interventions, it is of course possible for software vul
nerabilities to be exposed, especially by inventive gameplayers. For example, during the 
second mission several soldiers found a way to bypass an intentional game manipulation; 
by exiting and restarting the Neverwinter Nights application upon death, players were able 
to immediately respawn, fully healed, at the location where they had died (i.e., thereby 
circumventing the mandatory visit to the Healer’s Hut). Even though both platoon lead
ers subsequently ordered their teams not to do that, it continued to happen increasingly 
toward the end of the final mission. (We note, though, that several simple technical solu
tions would have been available if we had realized the extent of the abuse earlier; one 
such solution being as simple as changing a password.) In addition, by inviting opponent 
team members into chat groups, several players were able to view enemy communi
cations during the text chat gaming session. These examples of soldier resourcefulness 
led to frustration and reduced effectiveness of the opposing team (until they figured 
out how to do it too	 	 	 ) and undermined the facilitator-imposed scenario structure. For 
these reasons, while the training product must be robust enough to allow for flexibil
ity, it must also guard against user or environmental factors that could mitigate training 
value. 
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10. Conclusions 

The military is interested in supporting effective large-scale distributed simulation-based 
training that will enhance and expedite soldier instruction. In the Gorman’s Gambit effort, 
we focused upon clearly demonstrating the potential of multi-player games for training 
of teamwork skills. The training system we developed was shown, in an exercise, to 
elicit a variety of teamwork behaviors and was perceived by both the participants and 
the observers to have some potential value for training. Collectively, the lessons learned 
from this exercise demonstrate that multi-player games may be good models to emulate 
for military training. However, there are inherent challenges with using commercial, off-
the-shelf gaming systems in assessment-intensive applications such as military teamwork 
training that were not directly addressed in Gorman’s Gambit which must be considered 
in future efforts. 

For instance, the observer-based sampling methodology used in this study was effective 
in capturing instances of teamwork and sufficient for our needs. However, if we had 
desired to achieve a truly representative sample of teamwork behaviors under the dynamic 
conditions of our multi-person environment, it is unclear how many observers would 
have been required, whether the fields of our Observer In-Game Evaluation Form are 
the ideal fields, and whether the scales used were sufficient to capture the complexity of 
interaction. Furthermore, as the number of simultaneous users increase, the sustainability 
of using human observers diminishes. 

Effective, large-scale multi-player game-based training systems will clearly require 
mechanisms to capture participant performance directly within the training system. How
ever, existing commercial multi-player games, being originally designed for entertainment 
purposes, do not generally have the components critical for enabling monitoring of train
ing progress and objectives fulfillment. This includes, for example, the ability to readily 
specify in-game performance measures as well as the ability to automatically capture 
low-level and high-level data that may be used to identify complex, interactive team
work behaviors, support after action reviews, and aid trainers in making performance 
assessments. 
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Appendix A - Post-Exercise Questionnaire

Gorman's Gambit Exercise - Post-Exercise Questionnaire
Ft. Benning, December 2004

Participant Number:
Character Name/Type:
Team: A or B (Circle One)

99

1.

2

3.

4.

5.

6.

7.

8.

9.

10

Please answer the following questions by circling the point on the line
that corresponds to your answer and/or writing short answers in the

space provided.

How well did you understand what
your character was supposed to do?

Regarding the game, how...

... exciting was it?

...interesting was it?

... stressful was it?

How often did you help another
teammate with a combat task?

How often were you helped by a
teammate with a combat task?

How often did you pass information to
another teammate during the game?

How often did a teammate pass
information to you during the game?

How often did you provide non-combat
resource/service to another teammate
(e.g., healing spell, trap detection)?

How often did another teammate
provide you with non-combat
resource/service (e.g., healing spell,
trap detection)?

How would you characterize the
overall teamwork exhibited by your
team^

How would you rate the overall
performance exhibited by your team?

Not Understood

Not Very

Not Very

Not Very

Very infrequently

Very infrequently

Very infrequently

Very infrequently

Very infrequently

Very infrequently

Very Poor

Very Poor

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Well Understood

Very

Very

Very

Very often

Very often

—• * •
Very often

—• * •
Very often

Very often

—• * •
Very often

Very good

—• * •
Very good
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11.

12.

13.

14.

15.

16.

17.

18.

19.

How well did you coordinate with your
teammates? If midpoint or lower, why?
(For example, Distractions, Difficult to
do in Game, Hardware wasn't working,
etc...). Use the space below for your
answer.

How well did you monitor (pay
attention to) the behavior of your
teammates?

How well did you anticipate the needs
of your teammates?

Overall, how good was your situational
awareness during the missions?

Overall, how would you describe your
workload?

Overall, how would you characterize
the game as a tool to learn teamwork?

To what extent did playing the game
help you learn how to develop and
adapt strategies to accomplish your
mission?

Did you receive enough training to play
the game well? How would you change
training to make it more effective?
(Use the space below to answer)

Not Very

Not Very

Not Very

Very Bad

Very Low

Very Poor

Not Helpful

Not Adequate

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Midpoint

Very

Very

Very

Very Good

Very High

Very good

Very Helpful

More than Adequate

This game was designed to force team members to manage limited resources (i.e., the skills of the
archer or medic, limited ammunition). Were you aware of this? Yes or No (Circle One). Did you
notice the lack of resources? Yes or No (Circle One). If yes, how did you overcome these limitations?
(Use the space below to answer)
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20.

21.

Although the fantasy setting of this game was not realistic, many aspects of the game were designed to
have parallels to the military. Were you aware of any similarities between the team structure or the
scenario and the characteristics of the Army? Yes or No (Circle One). If yes, which aspects of the
game? If no, how do you think we could strengthen this relationship? (Use the space below to answer)

Overall, to what extent do you believe
playing a game like this for some
period of time can help you to become
a better team member of a fire team,
squad or platoon? Why or why not?
(Use the space below to answer)

Not Much Midpoint Very Much

Do you have any additional comments about the exercise? Please use
the back of this page. We appreciate any thoughts you might have.

Appendix B - AAR Questions

Gorman's Gambit Exercise - AAR Questions
Ft. Benning, December 2004

1. What aspects of the game did you like the most and why? Which would you change?
How and why?

2. Can you think of any specific instances of good teamwork? What were they?
What made it a good example? (use observer forms as a guide). Can you think
of instances which you could have done better? What would you have done
differently?

3. What difficulties did your team encounter in completing the mission? Were any of
these difficulties teamwork related?

4. What were successful and unsuccessful strategies? Why do you think they
were successful or unsuccessful? Did these strategies require teamwork to be
successful?
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5. What adjustments or changes did your team make during the scenario? Which 
appeared to be most effective? Why? 

6. How would you improve the game? 
7. What did you learn from the game? 
8. Do you think what you learned in this game would help in other army tactical 

games? What would and what wouldn’t? 
9. Do you think what you learned in this game would help in actual army tactical 

operations (e.g., Baghdad)? What would and what wouldn’t? 

Appendix C – Demographic Form 

Gorman’s Gambit Exercise – Demographic Survey

Ft. Benning, December 2004


Please fill in the following information to the best of your ability. 

Participant Number: ______________ Rank: ____________ Age: __________ 

Assignment for the Demonstration: 

1. Team A or B (Circle One) 

Education and Military Experience 

2. Formal Education (in years): ________

(high school diploma/GED = 12, 2 years college = 14, etc.)


3. Current MOS: ______________ 

4. Months of experience in Infantry-related MOS: ______ 

5. Months of military service: ______ 

6. If you have been an infantry fire team leader, squad leader, platoon leader, platoon 
sergeant, etc., list the number of months you served in these leadership 
positions: 

a. Position: ____________ Months: ______ b. Position: ____ Months: _____ 
c. Position: _____ Months: ______ 

7. Number of months of military deployment for peacekeeping, peace enforcement, 
stability operations or combat: _____ 
If so, where? ________________________________________________________ 
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Computer and Gaming Experience 

8. In the past year, on average, how many hours per week have you used a computer 
for any activity (e.g., internet, school, work, etc.)? 

0 1–5 6–10 11–15 16–20 21–25 26–30 31–35 36–40 More than 40 

9. In the past year, on average, how many hours per week have you spent playing 
any type of video game (e.g., PC-based, Nintendo, Playstation, arcade, etc.)? 

0 1–5 6–10 11–15 16–20 21–25 26–30 31–35 36–40 More than 40 

10. Have	 you played the PC-based game Neverwinter NightsTM? YES NO 
(Circle One) 
If yes, approximate number of hours played: __________ 
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Abstract 

We investigated the comparative effectiveness and efficacy of human and intelligent 
agents as team training partners in terms of trainee complex skill acquisition (on Space 
Fortress), affective reactions to the training, and levels of task-specific self-efficacy. Using 
a dyadic training protocol in which 92 participants were paired with either a human or 
intelligent agent, trainees engaged in two consecutive days of 2-h training sessions on 
Space Fortress, a research-based computer game designed to simulate a complex and 
dynamic aviation environment. We found no difference in performance or self-efficacy for 
individuals who trained with a human partner versus those who trained with an intelligent 
agent. Although trainees with a human partner had more favorable affective reactions, the 
two conditions did not differ on their training utility perceptions. These findings suggest 
that individuals may train with intelligent agent partners without experiencing losses in 
learning and self-efficacy. Thus, the use of intelligent agents can, amongst others, address 
some of the team composition and administrative and scheduling challenges of team 
training. 

The objective of the present study was to investigate the efficacy and comparative effec
tiveness of human and intelligent agents as team training partners in terms of trainee 
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complex skill acquisition (on Space Fortress), affective reactions to the training, and levels 
of self-efficacy. With the rapid pace of technology advancements and complexity, many 
work tasks now consist of cognitive and physical demands that are too diverse and com
plicated for most individuals to successfully accomplish single-handedly. Consequently, 
reliance on teams is now a pervasive reality in many military and civilian settings. With 
this surge in the use of teams in organizations, there has been a concurrent interest in how 
to efficiently and effectively train teams (e.g., Arthur, Edwards, Bell, Villado, & Bennett, 
2005; Arthur, Villado, & Bennett, in press; Day et al., 2005; Salas & Cannon-Bowers, 
2001; Salas, Dickinson, Converse, & Tannenbaum, 1992; Swezey & Salas, 1992). 

1. Intelligent Agents as Team Training Partners 

Team training can have one of two foci – the performance of the team as a collective 
(i.e., team performance) or the performance of individuals within the team (i.e., individual 
performance) with the latter more accurately described as cooperative learning instead 
of team training. Regardless of the foci, training partners play an important role in both 
team and individual performance because they can assist the trainee in learning and 
performing the task. Thus, for example, Day et al. (2005) reported a strong influence for 
trainee general mental ability on team and individual performance on Space Fortress such 
that at the individual level, high-ability trainees acquired more skill when paired with 
high-ability partners instead of low-ability partners, but low-ability trainees benefited 
very little from being paired with high-ability partners. High-ability teams also performed 
better than low-ability teams. 

In addition to ability, other self or team member factors that have been shown to 
influence trainee learning and performance in team training contexts include aggressive
ness (Bowler, Woehr, & Rentsch, 2006) and social interaction anxiety (Arthur, Young, 
Jordan, & Shebilske, 1996). Specifically, Bowler et al. showed that the presence of an 
aggressive individual was detrimental to the knowledge acquisition and performance of 
the trainee, as well as their partner, such that teams that included an aggressive individual 
demonstrated significantly lower levels of taskwork schema congruence between team
mates and subject matter experts. And from the self-characteristic perspective, Arthur 
et al. demonstrated that some individuals may benefit more from team training than others 
by showing that assignment to a dyadic training protocol adversely affected the perfor
mance of high-social interaction-anxiety trainees but appeared to be advantageous for 
low-social interaction-anxiety trainees. In summary, the results of the preceding studies 
all suggest that who one trains with makes a big difference to the achievement of the 
specified outcomes of interest. 

From a more administrative and program management perspective, whether the focus 
is the performance of the team or the performance of the individuals within the team, one 
critical challenge in team training contexts is gathering and scheduling team members 
for the training sessions. Scheduling team training sessions can be a challenge because 
the absence of any team member may make it impossible to proceed with the training 
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session. One potential solution to both the team composition and scheduling problems is 
to use intelligent agents as virtual teammates. Intelligent agents are software programs 
that can autonomously make decisions and act to achieve goals in dynamic environments. 
Thus, they are goal oriented, reactive, and autonomous (Wooldridge & Jennings, 1995). 
Specifically, they are proactive and seek to achieve assigned goals; they are situated in 
dynamic environments in which they take actions to change the state to achieve their 
goals; and they can make decisions without human intervention. These software programs 
may be programmed to complete a particular task, such as operating a piece of software 
(e.g., games), and to model the behavior of a novice, expert, or any other level of 
performance. In the present study, using neural networks (Mitchell, 1997), we developed 
and used an agent that learned its game strategy and play by observing a human expert 
play and subsequently, played the game like a human expert (Whetzel, 2005). 

Specifically, we used a supervised learning approach (Russell & Norvig, 1995) where 
we designed an agent that developed strategies for handling the task by observing a 
human player. Supervised learning begins by collecting training examples, data that 
describe scenarios that the agent will see while performing the task. Every training 
example the agent views has a classification attached to it. As the agent views each 
training example, the agent makes predictions about the example’s classification. For 
each training example the agent classifies incorrectly, the agent makes adjustments to 
its learning structure. The agent continues viewing the training examples, adjusting its 
learning structure when necessary, until its accuracy in classifying the training examples 
can no longer improve. Once the agent enters the task environment, the agent is able to 
recognize the scenarios from the training examples and make the proper classifications. 
For an unknown scenario, one not included in the training examples, the agent classifies 
it based upon which known scenario is most analogous to the unknown one. Hence, the 
agent can make educated, and often correct, classifications about every scenario without 
exposure to all possible scenarios beforehand. 

For learning human player behavior, the agent learned to classify what actions a player 
takes at different moments in the game. We started by recording data of the player’s 
performance in the game environment. These data described the game environment at 
certain times along with the actions that the player took. From these data, we selected key 
features and generated training examples from them. These features included information 
that described the environment as seen on the game screen (e.g., distance between objects, 
objects present) as well as “traits” that characterize the player’s behavior (e.g., reaction 
time, the last time an action occurred). Each training example that was produced was 
classified by what action the player took at that point in time. During training, the agent 
observed the training examples and learned what action the player took. Once placed 
into the game environment, the agent interpreted the input it received and determined the 
scenario that best fit its current state. The agent returned a classification for the scenario, 
the action to be performed, and executed it within the game. If trained correctly, the agent 
should mimic the actions that a player takes in the known scenarios. In addition, the 
agent should have reasonable predictions for unknown scenarios and take actions similar 
to what the human player would do at those times. 
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Like human partners, intelligent agents can also serve as tutors who assist trainees in 
learning and performing the task. They have a potential for training that goes beyond 
traditional intelligent tutoring systems (Anderson, Boyle, Corbett, & Lewis, 1990) because 
they are able to dynamically interact with the problem-solving environment, actively 
participating with trainees to solve the specified problem (Ioerger, Sims, Volz, Workman, 
& Shebilske, 2003). Consequently, if intelligent agents could effectively replace human 
partners in team training contexts, then there are several advantages that would accrue 
from this. However, the critical question is whether intelligent agents can be as effective 
as human partners in terms of trainees’ complex skill acquisition and learning, their 
affective reactions to training, and their levels of task-specific self-efficacy. 

A major difference between human and intelligent agent team training partners is 
the absence of social contact associated with the latter. On the basis of social learning 
theories (e.g., Bandura, 1986), this absence of social contact might lead one to posit that 
intelligent agents may be less effective than humans as team training partners. However, 
this may also be mitigated by certain facets of social contact still present or available 
with intelligent agents such as the opportunity to still observe and model a partner’s task 
strategy and performance and the absence of evaluation apprehension (Arthur et al., 1996) 
when paired with an intelligent agent. In addition, assuming that the performance level of 
the agent is within the trainee’s zone of proximal development (Vygotsky, 1978, 1987) 
the tenets of scaffolding might be sufficient to compensate for the loss of social contact. 
Scaffolding refers to a variety of instructional approaches that involve collaboration and 
providing just enough assistance to extend the trainee’s current capabilities. Assistance 
can come in the form of providing hints or asking probing questions but, generally, 
scaffolding refers to modeling advanced response patterns that are within reach of the 
trainee’s current capabilities. 

The challenge then is to design an agent whose performance level is higher than 
the trainee’s but still within their zone of proximal development to capitalize on the 
advantageous effects of scaffolding. However, it is also important to note that given 
the current state of the artificial intelligence architecture and technologies, the use of 
intelligent agents in training focuses almost exclusively on the taskwork (i.e., behaviors 
involved in the execution of team tasks; these behaviors are typically task specific) and not 
teamwork (i.e., non-task-specific general behaviors required for cooperative functioning 
and focuses on team process variables such as communication, team cohesion, team 
spirit, and morale) facets of team training and performance (Arthur, Villado, & Bennett, 
in press). 

2. Reaction and Behavioral/Performance Training Evaluation Criteria 

The choice of training evaluation criteria (i.e., the dependent measure used to operational
ize the effectiveness of training) is a primary decision that must be made when evaluating 
the effectiveness of training – in this particular instance, the comparative effectiveness of 
intelligent agents and humans as team training partners. Although newer approaches to, 
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and models of, training evaluation have been proposed (e.g., Day, Arthur, & Gettman, 
2001; Kraiger, Ford, & Salas, 1993), Kirkpatrick’s (1976) four-level model of training 
evaluation and criteria continues to be the most popular (Arthur, Bennett, Edens, & Bell, 
2003). We used this framework in the present study because it is conceptually the most 
appropriate for our purposes. In addition, given the nature of the study, specifically a lab-
based study, our evaluation criteria were limited to reaction and behavioral/performance 
criteria. 

Reaction criteria represent trainees’ feelings, impressions, or attitudes to training – in 
the present study, being paired with either a human or intelligent agent team training 
partner. Thus, reaction criteria can be conceptualized in terms of trainees’ affective 
reactions toward the training (how much they liked it) and their perceptions of the 
usefulness or value of the training. We assessed both affect and perceptions of utility 
in the present study. Although there is very little empirical reason to believe that how 
trainees feel about a training program or whether they like it tells researchers much about 
how much they learned from the training and their subsequent performance (Alliger, 
Tannenbaum, Bennett, Traver, & Shotland, 1997; Arthur, Tubre, Paul, & Edens, 2003; 
Noe & Schmitt, 1986), information about how trainees’ feel about a training program 
or intervention can be useful. For instance, it can be used to inform future attempts to 
recruit individuals into and retain them in training. 

Behavioral/performance criteria, in contrast to reaction criteria, pertain to actual mea
sures of task or job performance. Thus, whereas reaction criteria are operationalized via 
trainee self-reports, behavioral/performance criteria are based on assessments of trainee 
task or job performance. In the present study, we operationalized this criterion as perfor
mance on Space Fortress and we compared the performance of trainees paired with an 
intelligent agent to those paired with a human team training partner. 

3. Self-Efficacy 

A third criterion that we used to assess the comparative effectiveness of human and 
intelligent agents as team training partners was task-specific self-efficacy. Self-efficacy 
is defined as individuals’ beliefs about their capabilities to produce designated levels of 
performance on a specified task (Bandura, 1994). Historically, the relationship between 
self-efficacy and training performance has been explained from a social cognitive theoret
ical perspective based on the evaluative and agentive properties of human self-regulation 
(Bandura, 1997). Consistent with this, the relationship between self-efficacy and task 
performance would seem to have been extensively documented (Bandura & Locke, 2003; 
Sadri & Robertson, 1993; Stajkovic & Luthans, 1998). Conceptually, it is posited that high 
self-efficacy causes individuals to set higher goals, increases their goal commitment, and 
subsequently results in increases in performance (Bandura, 1997; Bandura & Wood, 1989; 
Locke & Latham, 1994). However, an accumulating body of recent empirical research 
has espoused the counter position that self-efficacy is redundant with prior performance 
(e.g., Ackerman, Kanfer, & Goff, 1995; Arthur, Bell, & Edwards, in press; Heggestad & 
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Kanfer, 2005; Richard, Dieffendorf, & Martin, 2006; Vancouver, Thompson, Tischner, 
& Putka, 2002; Vancouver, Thompson, & Williams, 2001). Specifically, it would seem 
that the observed relationship between self-efficacy and performance is due to the effect 
of past performance on self-efficacy instead of self-efficacy on subsequent performance. 
Consequently, from this perspective, self-efficacy can be used as a training effectiveness 
criterion such that in the present study, we investigated the differential effects of train
ing with an intelligent agent versus a human partner on trainees’ levels of post-training 
self-efficacy. 

4. Performance Task Platform and Training Protocol 

The performance task platform used in the present study was Space Fortress, a video 
game-based task that has a long history as an excellent research tool in the area of complex 
skill acquisition (Donchin, 1989; Gopher, 1993; Mane & Donchin, 1989). Specifically, 
Space Fortress is “an experimental game which was designed to simulate a complex and 
dynamic aviation environment” (Gopher, 1993, p. 299). Space Fortress (Gopher, 1993; 
Shebilske, Regian, Arthur, & Jordan, 1992) is a complex perceptual-motor skill task that 
represents important information processing demands that are present in aviation and 
other complex tasks (Gopher, Weil, & Bareket, 1994; Hart & Battiste, 1992). These pro
cessing demands include short- and long-term memory load, high workload, and dynamic 
attention allocation, decision-making, prioritization, resource management, discrete 
motor responses, and difficult manual control elements (Gopher, Weil, & Siegel, 1989). 

The training protocol used in the present study was the active interlocked modeling 
(AIM)-dyad protocol (Shebilske et al., 1992). The AIM-dyad protocol requires trainees to 
simultaneously perform each half of the Space Fortress task components (i.e., pilot-gunner 
functions versus copilot mine-missile manager functions) while being interlocked with a 
teammate who performs the other half. Therefore, the AIM-dyad protocol requires that 
team members share taskwork, creating a highly interdependent team training environ
ment so that successful overall performance requires the proper coordination and effective 
performance of all components (e.g., Day et al., 2001). For instance, the actions of a 
team member require reactions from the other and vice versa. Task workflow ratings 
provide additional evidence for the high interdependency of Space Fortress task com
ponents (Arthur, Villado, & Bennett, in press). Day et al. (2005) have also shown that 
due to the high interdependency (resulting from the fact that partners are yoked in the 
AIM-dyad protocol), a trainee’s learning and performance is influenced by the ability 
and performance level of their teammate. From an applied perspective, the AIM-dyad 
protocol’s time and resource-saving efficiencies served as the impetus for the design 
of innovative team training protocols for Israeli Air Force pilots, US navigators, and 
Aer Lingus airline pilots (Johnston, Regian, & Shebilske, 1995; Shebilske, Goettl, & 
Regian, 1999). 

In summary, the objective of the present study was to investigate the comparative 
effectiveness and efficacy of intelligent agents and humans as team training partners 



111 Intelligent Agents 

on individual trainee complex skill acquisition, affective reactions to the training, and 
levels of task-specific self-efficacy. The intelligent agent used in our study was trained 
to model the performance of an expert. The study objective was accomplished using 
Space Fortress (Gopher et al., 1994) as the task performance platform and the AIM-dyad 
protocol (Shebilske et al., 1992) as the training protocol. Therefore, our protocol used 
a dyadic training team and a game which was designed to emulate combat aviation 
environments such as F-16B/D and F-15B/D fighter aircraft teams which, like Space 
Fortress, comprise specialized two-person roles. The research design consisted of two 
between-subject partner conditions – human and intelligent agent. 

5. Method 

5.1. Participants 

The final study sample (i.e., individuals for whom complete data were available on all 
variables) consisted of 92 volunteers (27 females) recruited from a large southwestern 
university using advertisements in the university newspaper, announcements in class
rooms, and posted notices around campus. Participants were paid $7.50 per hour for 
5 h of participation. A cash incentive of an extra $20 was also offered and awarded to 
individuals whose scores were in the top quartile. The mean age of the participants was 
19.62 years �SD = 2�30�. 

5.2. Measures 

Raven’s Advanced Progressive Matrices (Raven, Raven, & Court, 1998). Because general 
mental ability has been shown to be predictive of Space Fortress performance (e.g., Day 
et al., 2005), the training conditions were matched on this variable. This was done on the 
basis of the Advanced Progressive Matrices scores. The Advanced Progressive Matrices 
is a measure of general mental ability consisting of 36 design problems arranged in an 
ascending order of difficulty. We used an administration time of 40 min and Advanced 
Progressive Matrices scores were obtained by summing the number of problems correctly 
solved. We obtained a Spearman–Brown odd–even split-half reliability of 0.82 for the 
Advanced Progressive Matrices scores. 

Performance Task – Space Fortress. The trainee performance task was Space Fortress, 
a video game-based task (Arthur, Day, Bennett, McNelly, & Jordan, 1997; Day et al., 
2001; Mane & Donchin, 1989). Trainees had their own task station which consisted 
of an IBM PC compatible computer, a high-resolution color monitor, a right-hand 
joystick, and a three-button mouse for the left hand. In Space Fortress, trainees con
trol a space ship’s flight path using a joystick and shoot missiles with a trigger on 
the joystick (pilot-gunner functions). A fortress was located center-screen with two 
concentric hexagons surrounding it. An information panel at the bottom of the screen 
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indicated the fortress vulnerability which changed with each missile hit. Trainees used the 
three-button mouse to perform functions associated with mines and bonus opportunities 
(copilot mine-missile manager). Pressing the right-button twice with an interpress interval 
of 250–400 ms was necessary to “prime” foe mines before they could be destroyed. Bonus 
opportunities were available whenever the second of a pair of “$” symbols appeared 
on-screen. Points or missile bonus could be selected at this time by pressing either the 
left- or right-button, respectively. 

Mines appeared every 4 s and remained on-screen for 10 s unless they were destroyed 
by the ship, collided with the ship, or until the ship was hit by the fortress. A single 
fortress hit damaged the trainees’ ship with a concomitant loss of 50 points; four hits 
destroyed the ship with a concomitant loss of 100 points. While mines were on the screen, 
the fortress was invulnerable to the ship’s missiles. 

Before each 3 min game, trainees memorized three computer-generated letters which 
identified foe mines. When a mine appeared on-screen a letter always appeared in the 
identify-friend-or-foe (IFF) indicator. If a letter indicated a foe mine, trainees had to press 
the IFF button twice within an interpress interval of 250–400 ms. The information panel 
displayed this interval. If the interval was correct, one missile hit could destroy a mine; if 
incorrect, the ship’s missiles were ineffective against mines. However, trainees could try 
again until a correct interval was achieved. Mines continually chased the ship attempting 
to destroy it by colliding with it. If the IFF button indicated a friendly mine, trainees 
were to avoid pressing the IFF button. If the IFF button was pressed, the friendly mine 
would become a deadly enemy mine incapable of being destroyed. If the IFF button was 
not pressed, the friendly mine pursued the ship waiting to be energized by a ship missile, 
subsequently scoring points and increasing the fortress vulnerability counter by one. A 
friendly mine could destroy the ship if it was not energized and collided with the ship. 

When mines were not on the screen, the ship’s missiles could damage and eventually 
destroy the fortress. Each of the first 10 missile hits on the fortress increased its vul
nerability. After 10 hits, it could be destroyed by a double shot, which had to have an 
interpress interval of 250 ms or less. If a double shot hit the fortress before the 10th hit, 
the vulnerability was reset to zero. 

The ship started with a main supply of 100 missiles. Trainees could fire more missiles 
after the main supply was depleted at a cost of three points per missile. The main missile 
supply could be replenished during bonus intervals, which were indicated by the second 
of two consecutive $ symbols appearing below the fortress. Symbols changed every 4 s 
and consisted of other symbols in addition to the $ symbol. The $ symbol always appeared 
in consecutive sets of two. If a bonus button was pressed during the first of the pair, no 
bonus was delivered, and the bonus buttons were deactivated during the second $ symbol. 
However, if the trainee waited until the second $ symbol appeared they could press the 
missile bonus button to receive extra missiles. If more than 50 missiles were remaining, 
their total would be restored to 100. If less than 50 missiles were remaining, 50 more 
would be added. Alternatively, the trainee could press the points bonus button to obtain 
100 points during the bonus interval. 
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The spaceship flew in frictionless space so a thrust in one direction would move the 
ship at a constant velocity in that direction until another thrust was applied. Thrusts in 
the same direction accelerated the ship, in the opposite direction slowed the ship, and in 
other directions changed the ship’s course. Pushing the joystick forward applied thrust, 
moving the joystick left or right rotated the ship, and pulling back on the joystick did 
nothing. If the ship left the screen, it wrapped and reappeared on the opposite side of the 
screen following the same trajectory. 

As summary information, the information panel at the bottom of the screen showed the 
number of available missiles, a battle score, and component scores based on ship velocity, 
ship control, and the speed of dispatching mines. At the end of each game, the screen 
displayed a total score which was a composite of the subscores; this score was used as the 
measure of Space Fortress performance in the present study. Although participants trained 
(practiced) with either a human or intelligent agent partner using the AIM-dyad protocol 
(Arthur et al., 1997; Shebilske et al., 1992; also see Procedure section below), their test 
sessions were performed alone. Consequently, Space Fortress performance scores were 
operationalized as participants’ total scores on their test sessions. 

Intelligent Agent. Machine learning techniques were used to develop an agent that 
learned its Space Fortress game strategy from a human expert player. Consequently, using 
neural networks, this agent was trained to play the game like a human expert. Specifically, 
the agent used in the present study was designed based on a learning structure that uses 
the analogy of biological learning systems for finding the classification hypotheses within 
a training data set. Neural networks (Mitchell, 1997) use a series of interconnected units, 
called neurons, with each unit taking a number of real-valued inputs and outputting a 
single real-valued number. Each neuron contains a set of weight values, with a weight 
assigned to a particular input. After combining these neurons together into a network, the 
network begins receiving the training example’s attributes as input into the network. As 
the network observes each example, the neuron weights tune themselves such that the 
network output maps to the proper classification. After several iterations through the data, 
the weights within the network represent the classification hypotheses for the training 
data. The network represents a function that, given any example, should produce the 
correct corresponding classification output. A detailed description of the development of 
the agent can be found in Whetzel (2005). 

Self-Efficacy Measure. Participants’ levels of efficacy for performing Space Fortress 
was assessed using a six-item self-efficacy measure that was developed (see; Arthur, 
Bell, & Edwards, in press; Arthur et al., 2006) following principles and guidelines 
recommended by Bandura (1997) for developing self-efficacy scales. In the present study, 
coefficient alphas of 0.94 and 0.95 were obtained for the self-efficacy scores for the 
Time 1 and Time 2 administrations, respectively. 

Partner Reaction Measure. We developed a 10-item measure to assess trainees’ reac
tions to their training partner. The measure consisted of five utility and five affect items 
and were responded to on a 5-point Likert scale (1 = strongly disagree, 5 = strongly 
agree). Coefficient alphas of 0.79 and 0.77 were obtained for the utility, and affect ratings, 
respectively. The alpha for the composite ratings (i.e., all 10 items) was 0.88. 



114 Jonathan H. Whetzel et al. 

5.3. Design and Procedure 

The experimental design was a 1-way (i.e., human versus intelligent agent partner) 
repeated measures (multiple training sessions) design. Participation involved two consec
utive days of 2-h training sessions. Table 1 provides an overview and summary of the 
research protocol. On the first day, trainees began with 20 min of video-taped instruc
tions which explained the rules and optimal strategies to Space Fortress. Participants 
also received a reference packet (that was available to them throughout the study) which 
covered the same material presented in the video. Trainees then performed four 3-min 
baseline Space Fortress games followed by a 5-min review of the instructions. Follow
ing the review, trainees completed the Time 1 measure of task-specific self-efficacy. 
Trainees were then assigned to their specified training conditions (n = 40 and 52 for 
human and intelligent agent partner conditions, respectively) and completed training as 
presented in Table 1. Following the completion of training, trainees completed the second 
measure of task-specific self-efficacy followed by the reaction questionnaire. Because 
of well-documented sex-based performance differences in Space Fortress (Sanchez-Ku 
& Arthur, 2000), an attempt was also made to balance the training conditions on their 
sex composition. Furthermore, all human partner teams were homogeneous sex teams. 
Table 2 presents the ability and sex composition of the study sample. 

Training was conducted using the AIM-dyad protocol (Arthur et al., 1997; Shebilske 
et al., 1992). For the human training partner condition, participants were seated next to 
their partner at an adjacent computer workstation. Both players saw the same game screen 
on their monitors. They also had their own computer along with their own joystick and 
mouse set for inputs. During a standard training session, trainees performed eight team 
practice and two individual test games. That is, practice games were performed as a team 

Table 1

Overview of training and data collection procedures.


Day Activity 

Day 1 (3 h) 1. Informed consent and experiment overview 
2. Video-taped Space Fortress instructions 
3. Baseline (4) games 
4. Video-taped Space Fortress summary instructions 
5. Self-efficacy measure (Time 1) 
6. Assignment into conditions 
7. Practice (8) and test (2) games (Session 1) 

Day 2 (2 h) 1. Practice (8) and test (2) games (Session 2) 
2. Practice (8) and test (2) games (Session 3) 
3. Practice (8) and test (2) games (Session 4) 
4. Self-efficacy measure (Time 2) 
5. Reaction measure 

Practice games were team games and test games were individual games. 
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Table 2 
General mental ability and sex composition of study sample. 

Human partner 
Male Female 

Intelligent agent 

High ability 
Low ability 

19 
9 

Male 

6 
6 

Female 

n = 40 
APM mean = 27.90 (SD = 3.50) 

High ability 
Low ability 

22 
15 

7 
8 

n = 52 
APM mean = 26.46 (SD = 5.05) 

APM = Raven’s Advanced Progressive Matrices. High ability = APM score is equal to or greater than sample 
median of 26.70 �SD = 4�70�. 

and test games were preformed individually. All games lasted 3 min. For each practice 
game one trainee, using his/her left hand, controlled all functions related to the mouse 
(mine-missile manager), and the other trainee, using his/her right hand, controlled all 
functions related to the joystick and trigger (pilot-gunner). Trainees alternated roles at the 
end of each practice game. Communication between trainees was encouraged. For test 
games, trainees played the two test games by themselves, simultaneously controlling all 
aspects of the game using the mouse and joystick. Participants’ Space Fortress session 
performance was operationalized as the average of the total scores from the two test 
games. 

The intelligent agent condition was identical to the human partner condition with the 
exception that during the practice sessions, one set of functions was controlled by the 
agent while the other was controlled by the trainee. 

6. Results 

Consistent with Sanchez-Ku and Arthur (2000) and Day et al. (2005) there were 
significant sex, F�1� 88� = 23�28� p < 0�001� �2 = 0�21, and general mental abil
ity effects, F�1� 88� = 17�60� p < 0�001� �2 = 0�16, such that males performed 
better than females, and higher ability trainees performed better than lower ability 
trainees. However, because their interactions with partner conditions were not significant, 
F(1, 88) = 0.54� p > 0.05� �2 = 0�00, and F�1� 88� = 1�43� p > 0�05� �2 = 0�01, these 
variables were not included in subsequent analyses. 

6.1. Comparative Effectiveness of Intelligent Agent and Human Partners 

For descriptive purposes, the intercorrelations amongst all the study variables are pre
sented in Table 3. Table 4 presents the Space Fortress test session descriptive statistics and 
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Table 3

Descriptive statistics and intercorrelations amongst study variables.


Variable	 1 2  3  4  5  6  7  8  9 10  11  12  13  

1. SF Baseline — 
2. SF Session 1 0�85 — 
3. SF Session 2 0�67 0�81 — 
4. SF Session 3 0�69 0�86 0�88 — 
5. SF Session 4 0�65 0�83 0�85 0�95 — 
6. Average scorea 0�75 0�92 0�94 0�97 0�96 — 
7. Self-efficacy T1 0�50 0�43 0�43 0�36 0�37 0�42 — 
8. Self-efficacy T2 0�35 0�48 0�63 0�61 0�68 0�64 0�62 — 
9. Affect −0�19 −0�18 −0�15 −0�14 −0�10 −0�15 −0�06 0�01 — 
10. Utility −0�16 −0�13 −0�05 −0�04 0�03 −0�05 0�13 0�20 0�79 — 
11. Overall reaction −0�19 −0�17 −0�11 −0�10 −0�04 −0�11 0�04 0�11 0�95 0�95 — 
12.	 Partner −0�06 −0�04 −0�05 −0�08 −0�03 −0�05 −0�05 0�13 −0�23 −0�16 −0�20 — 

conditionb 

13. GMAc 0�44 0�43 0�36 0�42 0�42 0�43 0�10 0�19 0�00 0�05 0�03 −0�16 — 
14. Sexd 0�47 0�48 0�41 0�39 0�36 0�43 0�43 0�25 −0�19 −0�09 −0�15 0�01 0�11 — 

Mean −2367�00 −503�49 411�36 886�63 1304�00 524�75 3�11 3�71 3�81 3�80 3�81 — 27�09 —

SD 1252�00 2120�00 2191�00 2219�00 2212�00 2070�00 1�02 0�99 0�80 0�80 0�76 — 4�48 —


SF = Space Fortress. All correlations larger than 0.34 are significant at p < 0�001.

a Average score = average of four Space Fortress test sessions.

b Partner condition, human partner = 0, intelligent agent = 1.

c GMA = general mental ability.

d For sex, females = 0, males = 1.
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Table 4

Descriptive statistics and standardized mean differences between human partner and


intelligent agent conditions on all Space Fortress Test Sessions.


Human partner Intelligent agent 
Space Fortress 
Test Session Mean SD Mean SD db 

Baseline −2286�22 1382�18 −2430�00 1152�18 −0�11 
Session 1 −415�11 2096�72 −571�48 2155�08 −0�07 
Session 2 547�48 2004�79 306�66 2338�41 −0�11 
Session 3 1098�18 2161�88 723�89 2269�90 −0�17 
Session 4 1378�98 2184�38 1247�19 2252�16 −0�06 
Average scorea 652�38 2013�38 426�57 2126�62 −0�11 

a Average of four test session scores. 
b	 In computing the ds, the intelligent agent condition �n = 52� was treated as the experimental 

condition and the human partner condition �n = 40� as the control. None of the ds were 
statistically significant. 

standardized mean differences (ds) between the human partner and intelligent agent con
ditions. (These results are also illustrated in Figure 1.) Two-tailed univariate significance 
tests are also presented. Results at the baseline indicated that the initial Space Fortress 
performance of the intelligent agent and human partner trainees was not significantly 
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Figure 1. Mean Space Fortress test scores for human and intelligent agent partner conditions across training 
sessions along with standardized mean differences at each session. 
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different prior to their assignment into the training conditions, F�1� 90� = 0�30� p >  
0�05� d = 0�25. In addition, using a 2 ×4 mixed analysis of covariance (ANCOVA), with 
baseline performance as the covariate, we obtained a nonsignificant between-subjects 
main effect indicating that participants in the human and intelligent agent conditions did 
not differ in their Space Fortress performance, F�1� 89� = 0�03� p >  0�05� �2 = 0�00. 
Furthermore, we obtained a significant within-subjects effect for sessions, F�3� 267� = 
8�71� p <  0�001� �2 = 0�09, indicating a positive effect for training over time. Specif
ically, with a d of 1.82, the mean performance (i.e., 50th percentile) at Session 4 was 
equivalent to 97th percentile on the baseline. However, the partner conditions were not 
differentially effective in improving performance over sessions; that is, the Condition × 
Session interaction term was not significant, F�3� 267� = 0�46� p > 0�05� �2 = 0�00. 

6.2. Affective Reactions to Training 

Table 5 presents the partner reactions descriptive statistics and ds between the human 
partner and intelligent agent conditions. Two-tailed univariate significance tests are also 
presented. The results indicate that although trainees in the human partner condition 
had more favorable affective reactions to their partners �d = −0�46� p <  0�01�, the two 
conditions did not differ in their perceptions of utility �d = −0�31� ns�. In addition, it 
is worth noting that even for the intelligent agent condition, the average ratings were all 
above the mid-point of the rating scale. 

Table 5

Descriptive statistics and standardized mean differences for partner reaction ratings.


Human partner Intelligent agent 

Mean SD Mean SD db 

Affect 
Utility 
Overall reactiona 

4�01 
3�95 
3�98 

0�70 
0�74 
0�69 

3�65 
3�70 
3�67 

0�83 
0�84 
0�78 

−0�46∗ 

−0�31 
−0�42∗ 

a Average of affect and utility ratings. 
b In computing the ds, the intelligent agent condition �n = 52� was treated as the 

experimental condition and the human partner condition �n = 40� as the control. 
∗ p <  0�01 (two-tailed univariate test). 

6.3. Effects of Human and Intelligent Agent Partners on Self-Efficacy 

Table 6 presents the self-efficacy descriptive statistics and ds between the human partner 
and intelligent agent conditions. Two-tailed univariate significance tests are also pre
sented. Using a 2 ×2 mixed analysis of variance (ANOVA) we obtained a nonsignificant 
between-subjects main effect indicating that participants in the human and intelligent 
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Table 6

Descriptive statistics and standardized mean differences for self-efficacy ratings.


Human Partner Intelligent agent 

Self-efficacy Mean SD Mean SD da 

Time 1 3�17 1�02 3�06 1�02 −0�11 
Time 2 3�85 1�00 3�60 0�98 −0�25 
db 0�67∗ 0�54∗ 

a In computing the between-groups ds, the intelligent agent condition �n = 52� was 
treated as the experimental condition and the human partner condition �n = 40� as 
the control. 

b In computing the within-groups ds, Time 1 ratings were subtracted from Time 2 
ratings. 

∗ p < 0�01 (two-tailed univariate test). 

agent conditions did not differ in their ratings of self-efficacy, F�1� 90� = 0�91� p > 0�05� 
�2 = 0�01. Conversely, we observed a significant within-subjects effect for sessions, 
F�1� 90� = 43�10� p < 0�001� �2 = 0�32, indicating an increase in self-efficacy from 
Time 1 to Time 2. However, self-efficacy did not increase differentially between partner 
conditions; that is, the Condition × Session interaction was not significant, F�1� 90� = 
0�59� p > 0�05� �2 = 0�00. 

7. Discussion 

The data presented here provide evidence for the potential utility of intelligent agents 
as team training partners. In spite of the absence of social contact and other facilitating 
factors, there were no performance differences between individuals who trained with a 
human partner and those who trained with an intelligent agent. Furthermore, both self-
efficacy and perceived utility were not differentially affected by the partner condition. 
Specifically, individuals who trained with an intelligent agent reported levels of task-
specific self-efficacy and perceived utility that were similar to those of individuals who 
trained with a human partner. 

However, the absence of social contact and other facilitating factors seem to be reflected 
in the finding that affective ratings were higher in the human partner condition than the 
intelligent agent condition. Nevertheless, our data overall suggest that intelligent agents 
can be a potential substitute for human partners to serve as virtual teammates without 
any learning loss to the trainee or diminished levels of task-specific self-efficacy. Indeed, 
within the context of scaffolding and zone of proximal development, since our intelligent 
agent performed the task at the level of an expert, one could go a step further by 
manipulating the ability or performance level of the intelligent agent to further increase its 
potential effectiveness as a tutor and learning partner (Day et al., 2005). Specifically, one 
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could conceivably vary the expertise level of the agent across the phases of skill acquisition 
to capitalize on the benefits of scaffolding that could possible result in comparatively 
higher acquisition with an intelligent agent partner compared to a human partner. 

Our results suggest that individuals may be trained in a team context by replacing a 
human partner with an intelligent agent with no decrements in individual performance 
or self-efficacy. Although it appears that individuals may prefer to train with a human 
partner, decrements in affective reactions associated with training with an intelligent agent 
may not be large enough to warrant concern. That is, trainees may prefer training with a 
human, but training with an intelligent agent may still elicit acceptable trainee reactions. 

7.1. Implications, Limitations, and Directions for Future Research 

This study defined the skill acquisition phase as a fixed amount of training time (i.e., 4 h 
of training) as opposed to a specified level of performance (e.g., one errorless trial, three 
errorless trials, or asymptote). However, training to a specified level of performance could 
display differential effects not present in our data. Specifically, training to a specified level 
of performance would necessitate longer skill acquisition times. And with longer training 
times, it is plausible that differences not present in our data may emerge (cf. Edwards, 
Day, Arthur, & Bell, 2006). Thus, additional follow-up studies investigating whether the 
effects reported in this study are stable across different skill acquisition criteria and across 
lengthier training protocols are an important avenue of research. Relatedly, future research 
could also address a common limitation in the skill acquisition literature by investigating 
the comparative effectiveness of human and intelligent agent team training partners in 
terms of resilience to skill decay and enhancement of transfer (Arthur, Bennett, Stanush, 
& McNelly, 1998; Arthur et al., 1997; Schmidt & Björk, 1992). 

A second point worth noting is our focus on taskwork as opposed to teamwork. 
Teamwork refers to the team’s efforts to facilitate interaction among team members in the 
accomplishment of team tasks whereas taskwork refers to the team’s efforts to understand 
and perform the requirements of the job, tasks, and equipment to be used. However, 
because we focused exclusively on taskwork, our data do not speak to the role of intelligent 
agents in the development of teamwork. It is conceivable that the effectiveness of one 
type of training partner (human versus intelligent agent) may be a function of whether the 
training focus is on taskwork, teamwork, or some combination of the two. Nevertheless, 
we have demonstrated that when taskwork is the focus of training, both intelligent agents 
and human partners are equally effective in terms of trainee learning and task-specific 
self-efficacy. Future research could focus on investigating the comparative effectiveness 
of intelligent agents used to train teamwork skills in a team training context. 

Finally, the proportion of humans to intelligent agents may be an important considera
tion when opting to employ intelligent agents in team training. Again, it may be possible 
that the effectiveness of intelligent agents may be limited to a range of proportions within 
any one team. We focused on dyads, thus resulting in only two proportions (i.e., 0, and 
50% intelligent agents). Future research may investigate the effectiveness of training 
teams with teams consisting of various proportions of intelligent agents. 
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8. Conclusions 

A major administrative challenge or hurdle to team training is the scheduling of multiple 
individuals for team training session. Specifically, the inability to schedule or the absence 
of one team member may make it impossible to hold the training session. In addition, who 
one trains with plays a big role in the amount of learning and performance attained by 
the trainee (Arthur et al., 1996; Bowler et al., 2006; Day et al., 2005). Thus, these issues 
collectively pose a challenge not only in terms of administratively scheduling training, but 
also in situations where the performance of individuals in team-based training and learning 
contexts is used to make decisions pertaining to grades, selection, promotions, and other 
desirable rewards. A potential solution to these challenges is to substitute intelligent agents 
for human partners in team training. Consequently, our study investigated the viability of 
replacing a human partner with an intelligent agent by examining the comparative effects 
of human and intelligent agent team training partners on trainee complex skill acquisition, 
affective reactions to the training, and the trainee’s level of task-specific self-efficacy. 
Our results indicated that the type of team training partner did not affect the level of skill 
acquisition. Furthermore, there was no difference in ratings of self-efficacy or perceived 
utility between trainees who trained with an intelligent agent and those who trained with 
a human partner. Finally, although trainees who were paired with human partners had 
more favorable affective reactions to the training than trainees paired with intelligent 
agent partners, the average affective ratings were above the mid-point of the rating scale. 
Our results suggest that intelligent agents may serve as effective surrogates for human 
partners in team training contexts with no loss in individual performance or self-efficacy. 
However, trainees may prefer to train with a human partner as reflected in their affective 
reactions to training. 
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Abstract 

The current research investigated the influence of trainee videogame experience on affec
tive and motivational learner outcomes of a videogame-based training environment. In this 
research, 413 participants played a first-person-perspective videogame which included a 
single-player section followed by a multi-player section. Results indicated that greater 
prior videogame experience was predictive of less difficulty using the game interface 
and greater perceived team cohesion, training satisfaction, and time spent engaging in 
the training game. Further, a videogame genre-specific effect was demonstrated in that 
only specific prior game experiences that share similar characteristics with the current 
training game were predictive of the learner outcomes. These findings have implications 
for training game developers. 

Videogames are emerging as an increasingly popular training tool (Hays, 2005). Some of 
these videogames are initially built for entertainment purposes, but then are incorporated 
into training. Other games are developed specifically for a particular training purpose 
while including many features that appear in entertainment games (for a review of the 
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range of instances that can be defined as training games, see Hays, 2005). Compared 
to the more traditional lecture-based form of training, training games usually allow for 
greater interactivity, as well as providing realistic feedback and multi-sensory stimulation 
(Garris, Ahlers, & Driskell, 2002; Tarr, Morris, & Singer, 2002). These games are found 
to be intrinsically motivating and can facilitate learning (Gee, 2003; O’Neil & Fisher, 
2004; Prensky, 2001). Transfer of the skills learned in the game to real-life situations 
has also been demonstrated (Gopher, Weil, & Bareket, 1994). However, the research on 
videogame-based training is not all positive, with a fair share of research showing that 
instructional games do not always lead to instructional gains (Hays, 2005). This ambiguity 
in findings may be due to a variety of design issues that influence learning, or difficulty 
in identifying appropriate learning outcomes (O’Neil, Wainess, & Baker, 2005). 

Given the increasing popularity of using videogames for training, it is important to 
investigate factors that maximize the effectiveness of this training medium. Research 
suggests that training effectiveness is influenced by three primary determinants: (a) the 
training program itself (e.g., the actual videogame), (b) the trainee (in terms of prerequisite 
skills, personal characteristics, and attitudes), and (c) the situational context in which the 
training takes place (Campbell & Kuncel, 2001; Colquitt, LePine, & Noe, 2000; Mathieu, 
Tannenbaum, & Salas, 1992; Salas & Cannon-Bowers, 2001). Most available research on 
training games has primarily focused on the first determinant of effectiveness: videogame 
features or characteristics. Game features such as challenge, realism, and interactivity 
have been found to influence trainee motivation and the length of time in which trainees 
are willing to invest in mastering the skills taught during game play (Belanich, Sibley, & 
Orvis, 2004; Corbeil, 1999; Garris et al., 2002; Malone & Lepper, 1987). Such research 
has enhanced our understanding of how to design a training game to improve its effec
tiveness. Yet, to date, little emphasis has been paid to the second determinant of training 
effectiveness; how trainee characteristics influence learner outcomes in videogame-based 
training environments. 

There is reason to believe that individual characteristics of the trainee may play an 
important role in predicting learner outcomes. Research on e-learning environments has 
found that trainees’ characteristics significantly influence learner outcomes such as learn
ing and motivation. Both stable characteristics, such as personality traits, and more 
malleable characteristics, such as prior computer experience, have been found to predict 
e-learning outcomes (Brown, 2001; Orvis, Fisher, & Wasserman, 2003; Schmidt & Ford, 
2003). While e-learning and videogame-based training are distinct types of training, these 
two training mediums share several common characteristics, as they both represent self-
directed, technology-delivered training environments. As such, trainee characteristics may 
also play a role in various learner outcomes in videogame-based learning environments. 
Accordingly, the purpose of the current research is to investigate the influence of the 
trainee characteristic of prior videogame experience. For the purpose of this research, prior 
videogame experience was operationalized as any game experience with computer-based 
videogames or console-based videogames (e.g., Playstation®, Xbox®). This malleable 
trainee characteristic was chosen because instructors have the ability to influence trainee 
experience levels prior to training implementation in an effort to ensure maximum training 
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effectiveness. In contrast, stable characteristics, such as personality variables, are not 
easily altered. 

1. Learner Outcomes of Game-Based Training Environments 

The fundamental goal of training is to positively impact learners in terms of their knowl
edge, skills, and/or attitudes; therefore, identifying training variables that influence learner 
outcomes will lead to enhanced training effectiveness. The current research focuses on 
four affective and motivational learner outcomes that are significant in videogame-based 
training environments: time on task, training satisfaction, ease in using the training game 
interface, and perceived cohesion with one’s teammates while playing the game. 

One of the principal perceived benefits of using videogames for training purposes 
is that they are motivating for individuals to play (O’Neil & Fisher, 2005; Prensky, 
2001). Motivation can be defined as the direction, strength, and persistence of volitional 
behavior (Campbell & Kuncel, 2001); and in the context of instruction, the volitional 
behavior can be assessed in terms of the amount of time spent purposefully engaging 
in or interacting with the instructional media. The length of time in which a learner 
is engaged in learning the knowledge or skills to be mastered during instruction has 
consistently been demonstrated to be an important predictor of learning in both educational 
and organizational learning contexts (e.g., Bloom, 1976; Borg, 1980; Brown, 2001). 
For example, Brown (2001) found that amount of time spent engaging in an e-learning 
program was positively related to subsequent knowledge acquisition. Thus, identifying 
factors that positively influence the length of time in which a learner spends actively 
engaging in the content of a training program (i.e., learner’s time on task) is of great 
concern to instructors and is an important outcome to investigate in videogame-based 
learning environments. 

Another outcome of interest to the current research is the learner’s satisfaction with the 
training game experience. Training satisfaction includes both emotionally-based opinions 
concerning the training (e.g., the trainee liking the training) and reactions regarding the 
utility of the training (e.g., the trainee believing the training enhanced his/her knowledge 
or skills). Trainees’ level of satisfaction with the training has been found to be signif
icantly related to learning in an e-learning environment (Wasserman, Orvis, Fisher, & 
Barry, 2002). This may be because when trainees are more satisfied with their training 
experiences, they are likely to remain actively engaged and put forth greater effort toward 
learning the training content; thus, resulting in greater levels of learning. 

The perception of ease in using the training game interface is another criterion that 
may influence the level of engagement in a videogame-based training environment. 
If e-learning environments are frustrating and difficult to use, trainees may not fully 
engage in the training and may experience decreased motivation (Park & Tennyson, 
1980; Tennyson, 1980); subsequently, they may choose to withdraw from the training 
prematurely (Bell & Kozlowski, 2002; Steinberg, 1989). Indeed, difficulty with the 
technology or interface in which the instructional content is delivered has been cited as 
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a key frustration source and a reason for low completion rates in e-learning programs 
(Frankola, 2001). Prior research has also found that trainees’ perceptions regarding the 
user interface of an e-learning program were positively related to their satisfaction with 
the overall training; which, in turn, was positively related to learning (Wasserman et al., 
2002). This suggests that the ease in using a game user interface is a valuable learner 
outcome in game-based learning environments. 

Finally, many training videogames are collaborative in nature, requiring the interaction 
and cooperation among trainee team members in order to be successful in the game and 
to learn the training content. Previous collaborative learning research has found that the 
quality of intra-team interactions is a key element in determining the extent and depth of 
learning in such environments (Gilbert & Moore, 1998; Northrup, 2001; Shute, Lajoie, & 
Gluck, 2000; Wagner, 1997; Van den Bossche, Gijselaers, Segers, & Kirschner, 2006). 
Quality team interactions originate, in part, from collaborative team states such as team 
cohesion. Indeed, team cohesion, most commonly defined as members liking for one 
another (Evans & Jarvis, 1980) and the extent to which team members are attracted 
to the idea of the group (Hogg, 1992), has been found to be directly related to group 
effectiveness (Chang & Bordia, 2001; Evans & Dion, 1991; Mullen, Anthony, Salas, 
& Driskell, 1993; Mullen & Copper, 1994). Accordingly, this suggests that the level 
of cohesion trainees perceive with their teammates is an important learner outcome to 
investigate in collaborative game-based learning environments. 

2. Prior Experience 

There is a paucity of research on the influence of prior experience on learner outcomes of 
videogame-based training environments. However, research has examined the influence of 
prior experience in PC-based learning environments (e.g., Shih, Munoz, & Sanchez, 2006; 
Sitzman, Kraiger, Stewart, & Wisher, 2006). As aforementioned, e-learning and game-
based training both represent self-directed, technology-delivered training environments; 
thus, research findings from e-learning and other PC-based learning environments may 
be relevant in making inferences concerning the role of prior experience in videogame
based learning environments. Accordingly, we reviewed the literature on prior computer 
experience and PC-based learning. 

In general, research on the relationship between prior experience and various computer-
based attitudinal and learning outcomes is equivocal. Some research has found that 
previous experience is positively related to computer-related performance and attitudes, 
such as interest and comfort with electronic learning (Brinkerhoff & Korolghlanian, 2005; 
Dias, 2000; Dyck & Smither, 1994; Houle, 1996; Huang, 2002; Ivers, Lee, & Carter-Wells, 
2005; Rozell & Gardner, 1999; Shashaani, 1994; Shih et al. 2006), and negatively related 
to anxiety in using computers (Brown, Fuller, & Vician, 2002; Dyck & Smither, 1994; 
Keeler & Anson, 1995). Additional research has found previous experience to have a 
positive influence on PC-based learning, such that computer experience positively predicts 
motivation to learn, time on task in a distributed learning class (Patterson, 1999), learning 
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in a PC-based training course (Dyck & Smither, 1996; Martocchio & Webster, 1992), and 
willingness to participate in future training courses (Brinkerhoff & Korolghlanian, 2005). 
In contrast, other research has found no clear relationship between previous experience 
and computer-based outcomes (Kay, 1992). For instance, some research either failed to 
find or found mixed results regarding the relationships between computer experience and 
anxiety in using computers (Henderson, Deane, Barrelle, & Mahar, 1995; Houle, 1996; 
Rozell & Gardner, 2000), computer-related attitudes (Henderson et al., 1995; Woodrow, 
1991), and time spent in an e-learning course (Brown, 2001). 

Several researchers have suggested that these mixed findings may be due, in part, 
to the different approaches taken to operationalize prior computer experience (Hasan, 
2003; Smith, Caputi, Crittenden, Jayasuriya, & Rawstone, 1999). The majority of studies 
examine experience with computers globally as a unidimensional construct, and address 
level of computer experience as the frequency or length of time of general computer 
use (e.g., Al-Khaldi & Al-Jabri, 1998; Loyd & Loyd, 1985; McInerney, McInerney, & 
Sinclair, 1994; Salzer & Burks, 2003). Operationalizing experience as a global measure 
does not account for experiences with specific types of computer applications, such as 
word processing, spreadsheets, data analysis, computer games, e-mail, or programming. 
As such, the implicit assumption is that one type of computer experience is equivalent to 
all others, and any computer experience should positively influence subsequent training 
in a completely different type of computer task. 

Such an assumption may not be appropriate. Some research demonstrates that specific 
computer experiences are differentially related to learning outcomes in PC-based learning 
environments (Brinkerhoff & Korolghlanian, 2005; Polman & Fishman, 1995; Salanova, 
Grau, Cifre, & Llorens, 2000; Woodrow, 1991). For example, Woodrow (1991) found 
that prior programming experience significantly predicted learning (measured as final 
course grade) in a PC-based training course, while prior word processing experience 
was not predictive of learning. Woodrow explained that the final course grade was 
heavily skewed toward programming ability rather than other applications such as word 
processing. Likewise, Reed, Oughton, Ayersman, Ervin, and Geissler (2000) found that 
computer experience directly related to navigation through a hypermedia environment 
produced more efficient navigation than unassociated computer experience. 

Such findings indicate that previous experiences with tasks and technology similar 
to the given computer-based training environment are most predictive of attitudes and 
performance in such learning environments (Arthur, Bennet, Edens, & Bell, 2003). As 
such, a growing number of researchers have begun to adopt a multi-dimensional view 
of computer-related experience, arguing that reducing experience to a unidimensional 
construct has resulted in an oversimplication of the construct (Smith et al., 1999; Szajna 
& MacKay, 1995; Tracey, Hinkin, Tannenbaum, & Mathieu, 2001). This line of research 
advocates that measurements of computer experience assess diversity of computer expe
rience, in terms of familiarity or frequency of use of various computer technology 
applications (e.g., Anderson & Reed, 1998; Busch, 1995; Chu, 2003; Chua, Chen, & 
Wong, 1999; Hasan, 2003; Polman & Fishman, 1995). It also suggests that the validity 
of computer experience as a predictor of training outcomes depends upon the relatedness 
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of the particular training criterion of interest (e.g., particular learner outcomes) and type 
of computer experience examined. 

2.1. Videogame Experience 

Limited research has investigated the influence of prior experience on learner outcomes of 
videogame-based training environments. Research that has investigated prior experience 
in gaming environments tends to mirror the majority of work on previous computer experi
ence, operationalizing the experience construct as general experience in using computers. 
Other research has examined prior experience with videogames in particular and found 
that prior overall or general videogame experience (regardless of the type of videogame 
previously played) was related to future performance in videogame-based environments 
(Alvarez, Salas, & Garofano, 2004; Gagnon, 1985; Young, Broach, & Farmer, 1997). 

We propose that trainees’ previous videogame experience will predict the four learner 
outcomes of interest: time of task, training satisfaction, ease in using the game interface, 
and perceived team cohesion (Hypothesis 1). Specifically, we suggest that trainees with 
greater levels of experience (e.g., those who play videogames on a more frequent basis for 
personal enjoyment purposes) should be more motivated to engage in such environments 
for training purposes as well, and therefore will spend more time engaging in the training. 
Baldwin and Magjuka (1997) suggest that the motivating influence of any training design 
element is partially contingent on the trainees’ accumulated experience with that design 
element in other settings. Thus if trainees have had frequent, positive experiences with 
videogames in the past, they should be more likely to find such environments engaging 
in the future. Further, because trainees with greater levels of videogame experience enjoy 
this type of environment, they should be more satisfied with gaining new knowledge or 
skills from a training environment with similar characteristics, as compared to trainees 
who have not had much exposure to this type of environment in the past. In support 
of this proposition, previous research on computer-based training contexts has found 
that frequency of computer use (i.e., prior computer experience) is positively related to 
favorable attitudes towards computers (Mitra, 1998). 

Previous experience with a game interface should also lead to the development of 
strategies and heuristics that smooth a trainee’s navigation in a similar environment. 
It follows that prior experience should reduce the cognitive load of learning a new 
game, thereby increasing the utility of the game as a learning tool (Sweller, in press). 
Additionally, training programs in which the learner is primarily responsible for his/her 
own learning, as is often the case in e-learning and game-based learning environments, 
are more successful for trainees who have greater levels of prior knowledge on the 
relevant topics (De Rouin, Fritzsche, & Salas, 2004; Gay, 1986; Kirschner, Sweller, 
& Clark, 2006; Lee & Lee, 1991). We suggest that a trainee’s prior knowledge of 
videogames (e.g., knowledge of videogame interfaces obtained from prior experiences 
playing videogames) will enable the trainee to feel more at ease when presented with a 
similar training environment. 
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Correspondingly, we suggest that trainees with little prior experience working with 
others and building positive relationships in collaborative virtual learning environments 
are likely less equipped with the knowledge of how to interact effectively in such environ
ments. Thus, trainees with less prior collaborative videogame experience will have more 
difficulty forming cohesive relationships when engaging in videogame-based training 
environments that require virtual collaboration. 

Similar to the acknowledgement of the multi-dimensional nature of computer expe
rience, we suggest that previous videogame experience should be examined at a more 
specific level of analysis rather than only a unidimensional, global view of videogame 
experience. It is important to consider specific videogame experiences (i.e., an individual’s 
experiences with particular types or genres of videogames) as well. Based on prior research 
on computer experience (e.g., Polman & Fishman, 1995; Shih et al. 2006; Woodrow, 
1991), we propose that the impact of prior videogame experience on subsequent learner 
outcomes in a given game-based training environment will depend on the type of prior 
game experience one has acquired. Specifically, we hypothesize that only prior game 
experiences that share similar game characteristics to the given training game environ
ment will influence learner outcomes; while experience with unrelated games (i.e., games 
that do not share similar characteristics) will not predict learner outcomes (Hypothesis 2). 

Demonstrating that the relationships between videogame experience and various learner 
outcomes are dependent on the specific types of experience amassed is valuable in 
furthering our understanding of game-based learning contexts. However, there have been 
several recent calls in the literature to go beyond the examination of bivariate correlations 
(e.g., Avis, Kudisch, & Fortunato, 2002; Clevenger, Pereira, Wiechmann, Schmitt, & 
Harvey, 2001; Cortina, Goldstein, Payne, Davison, & Gilliland, 2000). Accordingly, we 
suggest that additional information is gained by demonstrating incremental validity of the 
specific game experiences above and beyond more general videogame experience. The 
primary issue is whether relevant specific game experiences (e.g., first-person-perspective 
videogames) account for variance in learner outcomes beyond that accounted for by a 
general measure of videogame experience. If an individual’s report of his/her specific 
game experiences do not significantly contribute beyond the report of his/her overall 
game experience, there would be less utility in operationalizing videogame experience 
as a multi-dimensional construct. We hypothesize that prior videogame experience with 
specific games that share similar characteristics with the training game will provide 
incremental validity over general videogame experience in the prediction of learner 
outcomes (Hypothesis 3). 

3. Method 

3.1. Participants 

Participants were 413 first-year U.S. Military Academy cadets who took part in a 
videogame-based tactics training exercise. The mean age of participants was 18.89 years 
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(SD = 1�26 years). Following the 4-day training exercise, cadets were asked to com
plete an online questionnaire. Approximately 1100 cadets participated in the training 
exercise, of which 413 cadets voluntarily completed the research questionnaire on their 
own time. 

3.2. Game 

The game used as the training exercise was America’s Army® (United States Army, 2004), 
an online, first-person-perspective game with both single-player and multi-player sections. 
America’s Army, created by the Office of Economic and Manpower Analysis at the U.S. 
Military Academy, was originally developed to serve as a recruiting tool in order to inform 
potential recruits about what to expect during basic training and about Army core values, 
history, and Army background. The distribution of America’s Army has been extensive, 
with over eight million registered players (http://www.americasarmy.com, retrieved June 
1, 2007). This game was chosen for the tactics training exercise because of its ability to 
simulate small team environments that require decision making and collaboration skills. 

3.3. Procedure 

First, the cadets completed a “basic training” single-player section, where they learned 
how to play the game. This section contains four segments: (a) marksmanship training, 
(b) an obstacle course, c) weapons familiarization, and (d) a MOUT (military operations 
in urban terrain) training mission. 

Once the basic training section had been completed, cadets were eligible to play the 
multi-player section. For this section, cadets were placed into small teams and engaged 
in several collaborative missions. For each mission, a team’s goal was either to attack 
or to defend a radio tower. Regardless of the team’s goal within a given mission, cadets 
took the perspective of a U.S. Soldier, while the opposing team was depicted as the 
enemy. 

The multi-player section of America’s Army represents a distributed, online environ
ment because all team members engage in the same mission during “real” time. However, 
each team member plays the game on an individual computer, in a different physical 
location. Team members interacted in terms of observing each other’s actions within the 
game environment and via typed communication using a chat feature built into the game 
interface. Team membership varied across missions depending on which cadets were 
currently online engaging in the videogame. Cadets were required to play a minimum 
of three collaborative missions over the course of the 4-day training exercise, with no 
maximum limit of missions set. 

Upon completion of the training exercise, cadets were provided with a brief description 
of the purpose of this research, as well as the website address of the research questionnaire. 

(http://www.americasarmy.com
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They were also assured of confidentiality of their responses. Note that all 413 cadets 
who completed the research questionnaire were eligible for the multi-player section and 
completed at least three collaborative team missions. 

3.4. Measures 

General game experience was assessed using one item, “Based on the past year, how 
frequently have you played videogames (e.g., PC-based, Nintendo, Playstation, arcade)?” 
Possible responses ranged from 1 (none) to 5 (much more than average). 

Specific game experience was assessed using a seven-item scale. Using a yes/no 
response (e.g., 0 or 1), participants were asked to note whether they had frequently played 
a specific type of videogame. The seven types of specific game experience assessed 
were (a) first-person-perspective (e.g., Battlefield 1942®, James Bond 007®); (b) simu
lation (e.g., Falcon®, Microsoft® Flight Simulator, Lock On™: Modern Air); (c) online 
multi-player games (e.g., EverQuest®, Planetside®); (d) action (e.g., Grand Theft Auto®, 
NBA®, car racing); (e) command/strategy (e.g., Risk®, chess); (f) creative development 
(e.g., Sims™, Tycoon®, Civilization®); and (g) puzzle (e.g., Minesweeper®). In addi
tion, participants were asked to indicate the extent to which they had previously played 
America’s Army. Possible responses for this item ranged from 1 (none) to 5 (much more 
than average). 

Satisfaction with training was assessed using a six-item scale. Sample items include 
“I was satisfied with the experience of using the America’s Army game” and “Using the 
America’s Army game allowed me to better understand combat-related cognitive skills 
and decision-making.” Possible responses ranged from 1 (strongly disagree) to 5 (strongly 
agree). The coefficient alpha for this scale was 0.86. 

Ease in using the game user interface was assessed using a three-item scale. Sample 
items include “How easy/difficult was it to learn how to use America’s Army game?” 
and “How easy/difficult was it to use the menu system?” Possible responses ranged from 
1 (very difficult) to 5 (very easy). The coefficient alpha for this scale was 0.81. 

Perceived team cohesion was assessed using a nine-item scale adapted from Craig and 
Kelly (1999) in order to fit the game environment. Sample items include “To what extent 
was your team engaged in the multi-player missions of the America’s Army game?” and 
“To what extent did members of your team like being a part of this team?” Because team 
membership varied across missions played, trainees were asked to respond to these items 
with respect to the most successful team in which they were a team member. Possible 
responses ranged from 1 (not at all) to 5 (great extent). The coefficient alpha for this 
scale was 0.95. 

Time on task was assessed using one item which asked participants to indicate the 
total number of hours spent playing the game during the 4 days allotted for this training 
exercise. We believe this reflects a trainee’s motivation to continue training, as this 
videogame-based training represents a self-regulated, voluntary training environment. 
Possible responses ranged from 1 (1–5 h) to 4 (more than 15 h). 
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4. Results 

4.1. Descriptive Statistics 

Means, standard deviations, and intercorrelations of the relevant variables are displayed in 
Table 1. Results indicate that there was a wide range of prior videogame experience across 
participants, with 17% of cadets reporting they had no experience playing videogames, 
44% reporting they had limited videogame experience, 22% reporting average videogame 
experience, and 18% reporting greater than average experience. 

4.2. Role of General and Specific Videogame Experience 

In support of Hypothesis 1, a general measure of prior videogame experience significantly 
predicted the learner outcomes. This indicates that the more experience individuals had 
playing videogames, the more at ease and satisfied they were using the training game 
(r = 0�37 and 0.33, respectively, p < 0�01), the more cohesive they felt with their team
mates �r = 0�33� p < 0�01�, and the more time they spent engaging in the training game 
�r = 0�20� p < 0�01�. 

Hypotheses 2 and 3 examined the role of prior videogame experience with specific 
games on learner outcomes. To test Hypothesis 2, four regression analyses were con
ducted, where each of the four learner outcomes (team cohesion, training satisfaction, 
ease in using the game interface, and time on task) were regressed onto the eight specific 
game type measures. Results indicate that generally only prior experiences related to the 
videogame used in the training were significant predictors. Specifically, previous experi
ence with the America’s Army game was a unique predictor for all four learner outcome 

Table 1

Means, standard deviations, and intercorrelations of variables.


Variable N M SD  1  2  3  4  5  6  

1. General videogame 413 2.44 1.05 – 
experience 

2. America’s Army 413 1.59 0.89 0�35∗∗ – 
experience 

3. First-person 412 0.63 0.48 0�45∗∗ 0�24∗∗ – 
perspective 
experience 

4. Training satisfaction 365 3.40 0.72 0�33∗∗ 0�32∗∗ 0�25∗∗ – 

5. Team cohesion 246 2.96 0.98 0�33∗∗ 0�32∗∗ 0�23∗∗ 0�45∗∗ – 

6. Ease in using 359 3.63 0.76 0�37∗∗ 0�26∗∗ 0�36∗∗ 0�38∗∗ 0�42∗∗ – 
interface 

7. Time on task 339 1.55 0.78 0�20∗∗ 0�19∗∗ 0�10+ 0�21∗∗ 0�22∗∗ 0�11∗ 

Note. +p < 0�10. ∗ p < 0�05. ∗∗ p < 0�01 (two-tailed). 
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variables. Prior experience with other first-person-perspective games was also a significant 
predictor of training satisfaction and ease in using the game interface; while it approached 
significance for team cohesion. As expected, experience using other types of specific 
games which did not share several similar characteristics to the current training game, such 
as puzzles and creative development games, were not predictive of these four outcomes. 
An unexpected result was that prior simulation experience predicted time on task. We 
revisit this unexpected finding in the discussion section. Results are presented in Table 2. 

To test Hypothesis 3, whether prior specific videogame experience provides incremental 
validity over general videogame experience in the prediction of the four learner outcomes, 
a separate hierarchical regression analysis was performed for each learner outcome. For 
each regression analysis, general videogame experience was entered first, followed by 
a block of variables in Step 2 consisting of the genre specific videogame experiences 
of prior America’s Army experience and first-person-perspective videogame experience. 
Results indicate that prior America’s Army experience and first-person-perspective expe
rience predicted unique variance above and beyond general videogame experience for 
two of the four dependent variables, training satisfaction and ease in using the game 
interface. For the other two dependent variables, prior America’s Army experience signif
icantly contributed above and beyond general videogame experience for team cohesion 
and approached significance �p = 0�06� for time on task. In short, genre-specific game 
experience predicted the learner outcomes of interest beyond what was explained by 
globally reported videogame experience alone. As such, there was value to measuring 
trainees’ prior specific game experiences as well as their general videogame experience. 
Results are presented in Table 3. 

5. Discussion 

The results of this research suggest that trainees’ prior videogame experience has impli
cations for several learner outcomes in a videogame-based training environment. Specif
ically, more experienced trainees reported greater ease using the training game interface, 
higher levels of training satisfaction, and a greater length of time spent engaging in the 
training game. This supports past research indicating that the exposure to computers 
and videogames is meaningful to a learner’s experience in a game-based learning envi
ronment (Alvarez et al., 2004; Gagnon, 1985; Greenfield, deWinstanley, Kilpatrick, & 
Kaye, 1996; Sims & Mayer, 2002; Subrahmanyam & Greenfield, 1996; Young et al., 
1997). The results also demonstrate that prior videogame experience has implications 
for videogame-based training environments which require trainee collaboration. In the 
current research, trainees with higher levels of experience more easily formed cohesive 
relationships with team members in the collaborative components of the training game, 
as compared to trainees who had less prior experience. 

Further, the results suggest that the specificity of a trainee’s prior experience predicts 
learner outcomes. Trainees with greater experience in playing games related to the cur
rent training game environment (i.e., America’s Army and other first-person-perspective 
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Table 2

Regression analyses for specific videogame experiences predicting learner outcomes.


Cohesion Satisfaction Ease using interface Time on task 

Variable B SE B � B SE B � B SE B � B SE B � 

America’s Army 0�29 0.07 0�27 ∗∗ 0�21 0�04 0�26 ∗∗ 0�12 0�04 0�14 ∗∗ 0�11 0�05 0�12 ∗ 

First-person-perspective 0�25 0.14 0�12 + 0�24 0�09 0�16 ∗∗ 0�38 0�09 0�24 ∗∗ −0�01 0�10 −0�01 

Simulation −0�03 0.18 −0�01 0�02 0�11 0�01 0�10 0�11 0�04 0�35 0�13 0�16 ∗∗ 

Online multi-player −0�02 0.18 −0�01 −0�01 0�11 −0�01 0�20 0�11 0�09 + 0�20 0�13 0�09 

Action 0�18 0.13 0�09 0�08 0�08 0�05 0�07 0�08 0�04 −0�03 0�09 −0�02 

Command/strategy 0�09 0.14 0�05 0�13 0�08 0�09 0�13 0�09 0�09 0�04 0�10 0�02 

Creative development 0�04 0.15 0�02 −0�12 0�09 −0�07 0�10 0�10 0�06 0�17 0�10 0�09 

Puzzles −0�02 0.12 −0�01 0�09 0�07 0�06 −0�06 0�08 −0�04 −0�06 0�09 −0�04 

Note. R 2 = 0�14 ∗∗ � 0�14 ∗∗ � 0�20 ∗∗ , and 0�09 ∗∗ , for team cohesion, training satisfaction, ease in using interface, and time on task, respectively. N = 244, 362, 
356, and 336, for each criterion, respectively. + p < 0�10. ∗ p < 0�05. ∗∗ p < 0�01. 
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Table 3

Incremental validity results of specific videogame experiences over general videogame experience.


Cohesion Satisfaction Ease using interface Time on task 

Regression B SE B � B SE B � B SE B � B SE B � 

step 

Step 1 

General game 
experience 

Step 2 

General game 
experience 

America’s 
Army 

First-person
perspective 

0�30 0�06 0�33∗∗ 0�22 0�03 0�33∗∗ 0�27 0�04 0�37∗∗ 0�15 0�04 0�20∗∗ 

0�20 0�06 0�21∗∗ 0�14 0�04 0�20∗∗ 0�16 0�04 0�23∗∗ 0�11 0�05 0�15∗ 

0�24 0�07 0�23∗∗ 0�17 0�04 0�21∗∗ 0�10 0�04 0�11∗ 0�12 0�05 0�13∗ 

0�19 0�13 0�09 0�16 0�08 0�11∗ 0�38 0�08 0�24∗∗ 0�01 0�10 0�01 

Note. R2 = 0�11∗∗ for Step 1; �R2 = 0�06∗∗ for Step 2, for team cohesion. R2 = 0�11∗∗ for Step 1; �R2 = 0�05∗∗ 

for Step 2, for training satisfaction. R2 = 0�14∗∗ for Step 1; �R2 = 0�06∗∗ for Step 2, for ease in using interface. 
R2 = 0�04∗∗ for Step 1; �R2 = 0�02+ for Step 2, for time on task. N = 244, 363, 357, and 337, for team 
cohesion, training satisfaction, ease in using interface, and time on task, respectively. +p <  0�10� ∗ p <  0�05� 
∗∗ p <  0�01. 

games) reported greater ease in using the game interface, higher levels of training satis
faction, and greater team cohesion. Prior experience with America’s Army also predicted 
time on task. In contrast, prior experiences with specific games that do not share simi
lar characteristics with the current game-based training environment were generally not 
related to learner outcomes. 

At first glance, one might have expected that online multi-player games would share 
several similarities with the multi-player component of America’s Army; and thus should 
have significantly predicted learner outcomes, particularly team cohesion. While other 
multi-player videogames developed and popularized in the private sector (e.g., Ultima 
Online®, Everquest) do simultaneously engage multiple individuals in game play, such 
games represent a very different game playing experience than America’s Army. First, 
the number of players interacting within the game at any one time is vastly different. For 
this research, participants playing America’s Army were formed into teams composed of 
a maximum of 16 players. Then, each team participated in a scenario by interacting with 
one opposing team of a similar size. Although many scenarios could be run at once, from 
the player’s point of view only a relatively small number of individuals were participating 
in game play at any one time. In contrast, games such as Everquest are termed massively 
multi-player online games because thousands of individuals are simultaneously involved 
in game play and the number of teams that can exist is not limited. 

Another distinction was that in the current training exercise with America’s Army, 
individuals were randomly assigned to a team for a given scenario and the scenarios in 
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America’s Army tend to be relatively short, about 10 min long. Further, membership in 
the teams could vary across scenarios such that when a new scenario starts there may 
be some changes in particular players participating. In contrast, in most massively multi-
player games, team membership is emergent and tends to be persistent, in that the game 
continues without a clear endpoint. Therefore, the groups and relationships develop over 
longer periods of time. We expect that individual’s prior experience collaborating with 
specific players based on one’s own selection, over longer periods of time, is likely to be 
a different experience than that of collaboration with other individuals assigned as team 
members for a relatively short time period. 

One unexpected finding was that prior simulation game experience (e.g., with Falcon, 
Lock On: Modern Air) was positively related to time on task for the America’s Army game. 
A possible explanation is that simulation games are more closely associated to training 
well-defined skills (versus solely providing entertainment) as compared to other types 
of videogames. Another explanation may be that America’s Army and flight simulations 
share some common game features or characteristics (e.g., first-person-perspective in a 
virtual 3D world and pacing of game actions/events) that are critical to game success. 

Finally, the results indicated that specific prior game experiences that share similar 
characteristics with the intended training environment provide incremental validity over 
general videogame experience in the prediction of learner outcomes. In other words, 
knowledge of both trainees’ general and specific videogame experiences was valuable 
in predicting their future experiences with and reactions to a given game-based training 
environment. 

5.1. Implications and Conclusions 

On the basis of the current research findings, we suggest some practical implications for 
instructors and training games developers, as well as some future research directions. 
First, for instructors utilizing training games, we provide support for the value of assessing 
trainees’ specific types of game experience. It seems intuitive that if one has prior general 
videogame experience, he/she should have more positive experiences in any videogame
based training environment. However, based on the current research, this is not the case. 
Experience with one type of gaming environment did not necessarily enhance the training 
outcomes in a different type of training game environment. 

The good news is that learner experience is a malleable trainee characteristic that 
can be compensated for fairly easily. By assessing the amount and types of previous 
gaming experiences trainees possess, instructors will be able to identify those who lack 
the prerequisite game experience. In turn, instructors can then provide these trainees with 
targeted opportunities to gain such beneficial experiences prior to training. For example, 
if learners are to engage in a first-person-perspective game-based training program and 
some learners have little prior experience with this type of game, then the instructor 
would know to give them ample practice time before the learning segment of the training 
(i.e., when learners are acquiring the new skills or knowledge taught in the game). To 
facilitate instructors in providing the appropriate amount of preparatory practice for a 
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given learner’s needs, training game developers should incorporate a feature within the 
game that enables the instructor to select the desired amount and content of trainee 
orientation and practice. 

Further, it may be assumed that most individuals who grew up in the digital age 
would have a great deal of experience with videogames. However, this assumption does 
not seem warranted given the experience levels of the students sampled, U.S. Military 
Academy cadets. In the current sample, 17% of students reported they had no experience 
playing videogames and 44% reported they had limited videogame experience. Given the 
selection process required to attend the U.S. Military Academy, this sample may not be 
indicative of typical college-age students or the general public. Nevertheless, the number 
of students with little to no experience was substantial; therefore, providing an orientation 
or additional practice with relevant games would likely be valuable. Doing so may improve 
a host of learner outcomes including training satisfaction, perceived team cohesion, ease 
in using the game interface, and the length of time spent engaging in the training. 

We suggest that future research investigate the role of trainee preference for videogames 
on learner outcomes. In the real world, videogame preference and prior experience should 
be positively correlated, such that the more one enjoys a type of videogame, the more 
frequently he/she plays this kind of game. An important question is whether it is one’s 
prior experience with videogames that influences subsequent learner outcomes or whether 
these relationships are a function of the individual’s preference for playing these games. 
It is possible that actual enjoyment or preference for game playing may be driving the 
relationships between game experience and learner outcomes of the training. 
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UTILIZING MULTIPLAYER GAMES FOR TEAM TRAINING: 
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Abstract 

This chapter examines the utility of multiplayer video games for the development of 
team skills. The focus of the chapter is to identify team skills that can be most saliently 
targeted in a multiplayer game. Characteristics of both commercial off-the-shelf and 
serious multiplayer games are then discussed in terms of how they can elicit these skills. 
From this we develop a set of guidelines that can be used to assess the strengths of a 
game in terms of team skills development. Finally, we suggest some things to consider 
for the future direction of multiplayer video games as training tools. 

Each year, teams from all over the world gather to participate in the Counter-Strike 
World Championships (The 4th edition, 2006). Counter-Strike (Valve, 2004), a team-
based first person shooter (FPS) video game with a modern warfare theme, has quickly 
become one of the faces of a new generation of video games. These video games 
allow players to go beyond the single-player limitations characteristic of the previous 
generation of games. Instead of single players only gaming with or against computer-
generated characters, these new video games allow multiple players to work together 
and in competition with other teams. At the Counter-Strike World Championships, for 
example, each team participated with five players who, in order to succeed, were required 
to utilize effective tactical planning, efficient communication, and quick reaction on a 
dynamic playing field. 

Video games are defined as games that require a screen for viewing and input devices, 
such as controllers, to interact in rule-governed, goal-focused, microcomputer-driven 
activities incorporating principles of gaming and computer-assisted instruction (Driskell 
& Dwyer, 1984; O’Neil & Fisher, 2004). There is no doubt that the teams competing in 
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the Counter-Strike World Championships had invested countless hours playing collabora
tively and honing their skills in preparation for the games. Although perhaps unintentional, 
the activity of playing the game together had become a way for the players to build 
camaraderie, shared expectations, and procedures for cooperation and collaboration, all 
of which are teamwork skills that are essential for effective team performance. 

For the reason that gaming formats, such as Counter-Strike (Valve, 2004), involve 
interactions that make up teamwork behaviors, it can be assumed that video games 
have the tools for supporting the development of teamwork skills. In this chapter the 
purpose is twofold, the capability of utilizing video games for training teamwork skills 
will be identified along with theoretically driven guidelines that should be followed when 
selecting a video game that targets the development of teamwork skills. In addition, this 
chapter presents a platform for which empirical research on the use of video games for 
team training can be designed and executed. 

The chapter is organized as follows. We begin by reviewing the nature of teams. We 
define teams, teamwork, and identify three critical constructs to the success of teams and 
the development of teamwork. We then discuss games and their utility in training. This 
discussion focuses on the use of commercial off-the-shelf video games as well as serious 
games (i.e., video games developed with a specific educational or training purpose). 
To accomplish our objective of identifying guidelines when selecting a video game for 
the purposes of training teams, we identify key components of multiplayer games in 
addition to game generic components. Finally, we close the discussion by suggesting 
future research efforts that will fill the gap found in the current literature on the use of 
video games for team training. 

1. Teams and Teamwork 

Teams and team behaviors have been studied extensively and as a result there is a 
cornucopia of works that provide theory on team functioning (Kozlowski & Bell, 2003; 
Levine & Moreland, 1990; Sundstrom, de Meuse, & Futrell, 1990; Sundstrom, McIntyre, 
Halfhill, & Richards, 2000). These works offer up many explanations on how teams 
operate based on processes, compositions, or functions specific to the team. Our intent is 
not to review these works or the theories presented therein but rather we identify three 
constructs found in teams that we designate as critical for successful team performance. 
These constructs or skills are described in terms of their impact on teamwork and are, in 
a later section of this chapter, discussed in relation to targeted features of video games 
that can be used to train teams. 

In order to explain how multiplayer video games are relevant to the development of 
teamwork skill we have chosen to focus on the components of teamwork that appear to 
have the most salient relationship from video game to team performance. The three team
work constructs discussed below are (1) communication, (2) coordination, and (3) team 
leadership. Each of these constructs is delineated after brief definition of team, teamwork, 
and team training is provided. 
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1.1. Definition of Teams and Teamwork 

Teams are very complex, adaptive, and dynamic systems made up of two or more inter
dependent individuals whose goal is to meet a common and valued objective (Hollenbeck 
et al., 1995; McGrath, Arrow, & Berdahl, 2000; Salas, Dickinson, Converse, & Tannen
baum, 1992). What occurs within teams is teamwork. Teamwork is defined by Salas, 
Sims, and Burke (2005) as a set of interrelated thoughts, actions, and feelings that com
bine to facilitate coordinated and adaptive behaviors with the ultimate goal of completing 
taskwork objectives. Once team members have become proficient in teamwork skills a 
team’s level of performance is greater than the combined efforts of its individual mem
bers. Teams are dynamic entities, thus it can be said that teams think, do, and feel. It is 
the synergy between these actions that allow teams to effectively complete their goals 
(Salas, Burke, & Stagl, 2004). 

Nevertheless, simply putting a team together does not guarantee that these skills will 
develop. Team training is necessary. Team training is made up of a combination of various 
elements that target team processes and outcomes through practice and feedback in a 
dynamic environment (Cannon-Bowers & Salas, 1997; Salas et al., 2004). Video games 
are capable of fitting into this ensemble of elements that make up effective team training. 
As mentioned previously, we will address three team constructs that can be enhanced by 
video gameplay. These constructs will namely be communication, coordination, and team 
leadership. These constructs or team processes all influence team behaviors and thus team 
performance. As previously stated, these constructs were chosen because of the influence 
that video gameplay can have on the training of these team skills. 

To elaborate, video games offer specific characteristics or features, such as commu
nication modes, that will mimic the behaviors that make up the teamwork process. For 
example, some video games offer communication methods similar to those that are used in 
distributed team environments; therefore, video games that possess these communication 
features can provide trainee’s with a medium for practicing their communication skills in 
a simulated environment. Coordination between team members can be enhanced by video 
game features that require teams to pre-plan their mission or to sequence those tasks that 
each team member is assigned. Also, team leadership can be enhanced by features that 
require team members to delegate tasks. These are only a few examples of how video 
gameplay can enhance team performance. Each of these three constructs identified are 
important teamwork processes and can be trainable through video gameplay. These three 
constructs chosen are the most saliently observable team process skills in video gameplay. 

1.2. Teamwork Processes 

Communication. Communication is seen as a means for enabling team processes such as 
coordination and cooperation. Research has shown that teams with exceptional commu
nication skills perform better than teams with deficient communication skills (Seigel & 
Federman, 1973). Communication within a team can serve two very important functions 
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that help team performance (Glickman et al., 1987); improvement of taskwork and in 
teamwork. 

Effective taskwork communication behaviors include an exhibition of a clear and an 
accurate exchange of information and a development of team solutions to problems. 
Salas and colleagues (2005) proposed the use of closed-loop communication in order to 
minimize information exchange difficulties. Closed-loop communication involves three 
steps (1) the sender introduces the message, (2) the receiver then receives, interprets, and 
acknowledges receipt of the message, and (3) the sender then confirms that the intended 
message was actually received (McIntyre & Salas, 1995). 

Teamwork communication focuses on establishing patterns of behaviors and enhancing 
their quality (Kozlowski & Bell, 2003). Research conducted on communication patterns 
between team members has found that team performance varies depending on these pat
terns (Ancona & Caldwell, 1992). What effective communication among team members 
does is, it affords shared understanding of the task at hand and ensures that all the mem
bers possess the information required to successfully accomplish a task. By considering 
communication as the means to develop other teamwork behaviors, as discussed later in 
this chapter (i.e., coordination), it is an invaluable skill that teams should foster in order 
to improve their effectiveness and performance. 

Coordination. Coordination is the process by which team resources, activities, and 
responses are organized to ensure that tasks are integrated, synchronized, and completed 
within established temporal constraints (Cannon-Bowers, Tannenbaum, Salas, & Volpe, 
1995). The idea of integrating markedly different actions together in conjunction with 
temporal pacing is central to the conceptualization of coordination (Argote & McGrath, 
1993). Task interaction and task organization are both examples of behaviors that make 
up coordination (Morgan, Glickman, Woodard, Blaiwes, & Salas, 1986). Task interaction 
is best characterized as the method that team members use to interact and accomplish 
tasks. An example of task interaction behavior is when teammates obtain information 
about their tasks from other team members when necessary for the completion of tasks. 

Other actions such as back-up behaviors and situational awareness add to the develop
ment of a well-coordinated team. Backing-up behaviors is defined as the helping actions 
provided to team members in order to perform their role (McIntyre & Salas, 1995; Morgan 
et al, 1986). In order for team members to be able to effectively engage in these behaviors 
they must have an understanding of their teammates’ jobs but they must also be willing 
and able to provide and seek assistance when needed (Porter et al., 2003). 

Situational awareness is the perception of the environment within a volume of time 
and space, the comprehension of their meaning, and the projection of their status in 
the near future (Endsley, 1995). Researchers have demonstrated that well-coordinated 
teams perform better than their less coordinated counterparts. In a study by Stout, Salas, 
and Carson (1994) it was found that coordination ratings positively predicted mission 
performance on a flight simulation task. 

Leadership. The role of leader can vary from being an assigned position to one 
individual, an assigned position based on natural selection, or a role that is considered 
to be shared in which several team members occupy the role of leader (i.e., shared 
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leadership). The traditional view of leadership is that there is a person that directs action, 
provides motivation, and has a final say in making decisions. A leader may face many 
challenges such as building a new team, socializing team members, or even developing 
team members. Development of team members may focus on establishing team orientation 
and team coherence. 

Recent works have suggested that leadership in teams is not limited to one person who 
is designated as team leader, but instead that team leadership is dynamic or distributed 
within the team (Day, Gronn, & Salas, 2004). For shared leadership to be effective, 
teams must de-emphasize power differentials among members and work to balance the 
various types of power across members (Nichols, DeFriese, & Malone, 2002). Leadership 
within a self-managing team is dynamic in the sense that the leadership at any given time 
will depend on the expertise needed for a task. In order to accomplish tasks effectively 
the team should be aware of the goal of the team, know their respective roles and the 
roles of team members, and distribute work effectively (Salas, Sims, & Klein, 2004). In 
other words, leadership assignment is dependent on the member of the team that has the 
appropriate skill set required to attain the current goal of the mission. Within teams where 
task decisions may be distributed among team members there is evidence that teams with 
trained leaders still outperform those that do not (Tannenbaum, Smith-Jentsch, & Behson, 
1998). The effectiveness of shared leadership among teams is dependent on each team 
member’s knowledge about the role other team members have and their ability to play 
that role. 

As mentioned before, the three team processes described above are the most saliently 
observable team process skills in video gameplay. Further, we believe video gameplay 
that focuses on improving these processes will contribute to the successful completion 
of the team’s goals. In the next section we discuss how video games, specifically the 
features of a game, contribute to the improvement of communication, coordination, and 
leadership skills. 

2. Video Games and Training 

The video game industry accounted for $10.5 billion in U.S. sales in 2005 (NPD, 2006) 
which surpassed the motion picture industry ($9.2 billion for 2005) in sales. As a result 
of the growing gaming market, there is a growth in the online video gaming community. 
The most popular online games have up to 6 million subscribers worldwide per game 
(Maragos, 2006). This does not account for the countless millions of casual gamers that 
do not pay subscription fees, but utilize the online format. Of these online video games, 
a majority involve interaction with players both in competitive and cooperative forums. 
In total the online multiplayer game industry is booming and as a result presents the 
potential for using this popular format of interaction for education or training purposes. 

In general, video games have been considered useful for improving skill-based perfor
mance in many domains (Lintern, Roscoe, Koonce, & Segal, 1990; Prensky, 2003). In 
addition to training technical knowledge in a specific domain, video games were quickly 



150 Michael T. Curtis et al. 

adapted by trainers to learn and practice psycho-motor skills, as well as perceptual and 
cognitive skills (Green & Bavelier, 2003; Griffith, Voloschin, Gibb, & Bailey, 1983). 
Findings such as these have helped to spur an increasing amount of industries to take a 
serious look at using video games for training purposes. Research involving the use of 
video games has improved recently with the quickly improving technologies in graphics 
and processing. These advancements allow for more realistic gameplay environments and 
software capabilities that provide researchers with more flexibility for training scenarios. 

Whereas previously the majority of the video game training took place in aviation 
and military, now it is not uncommon to find video game training utilized for corporate 
teams (e.g., Cold Stone Creamery, Cisco, and Canon; see Reena, 2006), medical training 
(Ali, Mowery, Kaplan, & DeMaria, 2002; Barach, Satish, & Streufert, 2001), and even 
firefighting (Tate, Sibert, & King 1997). The benefit of increased interest from a variety 
of sources is that more and more skilled developers will be drawn to this area. The flood 
of new products that will follow should, however, be examined with a critical eye to make 
sure that targeted skills are in fact elicited through gameplay. For example, if a video 
game is chosen based on its superficial characteristics, such as the game’s resemblance to 
“real” world situations or environments, it is likely that its effectiveness will be limited 
to only improving skills that are specific to the video game. When the goal, however, 
is to use video games to train teams to effectively complete a task or mission, certain 
video game characteristics may be irrelevant. For example, realism may be comparatively 
unimportant if the teamwork skills needed for completing a team’s task or mission are 
developed by the video game. 

In order to select an appropriate game for team skills development, it is important to 
understand the nature of the game and the game characteristics that facilitate learning 
these skills. The next few sections will describe the overall features of serious games, 
those games developed with a specific training purpose, in contrast to games which can be 
purchased off-the-shelf. To this end, a more specific description of video game features 
and how they relate or impact the team skills outlined earlier in this chapter will be 
addressed. 

2.1. Serious Video Games vs. Commercial Off-the-Shelf Video Games 

The distinction between serious games and commercial off-the-shelf (COTS) games is 
the impetus for developing the video game. Video games known as serious games are 
developed with a specific training goal in mind. On the contrary, COTS games are 
developed for entertainment purposes, but provide experiences that can elicit those specific 
to certain educational and training purposes (Woods, 2004). 

A number of video games were developed for the specific goal of training target skills. 
An early, and still utilized, example of this is the video game Space Fortress (Donchin, 
1995). This is a low-fidelity video game that was designed to simulate complex and 
dynamic flight environments. It was found to have a positive effect on pilot’s atten
tional strategy development (Gopher, Weil, & Bareket, 1994). Space Fortress (Donchin, 
1995) was an early example of how a game with low physical fidelity could provide 
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training experience without matching the task specifically. The high production cost and 
restricted access to serious games have limited the advancement of these video games to 
a few industries that are able to provide the necessary resources. 

In contrast to serious games, there is a potential for extracting a skills development 
program from COTS software (Jentsch & Bowers, 1998). An example of a COTS video 
game is the Microsoft Flight Simulator (Microsoft, 1996). There have been quite a few 
studies on the utility of the Microsoft Flight Simulator (Microsoft, 1996) in which crew 
resource management has been the focus (Brannick, Prince, & Salas, 2005; Prince & 
Jentsch, 2001). Previously the downside to COTS games was a lack of control over the 
simulated environment. As a result of advanced gaming technology, most games now 
come standard with editing software, reducing this problem. Another example of a COTS 
video game adapted for team training is the game Doom (Id Software, 1993) which 
was adapted to train four-person teams on small unit tactics for the U.S. Marine Corps 
(USMC; Gordon, 1996). The primary difficulty with using COTS video games today is 
isolating the team concepts for accurate measurement of performance. 

Until recently the differentiation between the types of video games was much more 
dramatic. With the availability to improved video game development technology in 
conjunction with skilled programmers with COTS video games experience, the distinction 
has begun to blur. In addition, there is an increase in the number of serious games 
that are available off the shelf. For example, America’s Army (US Army, 2002) was 
instituted by the military to provide a recruiting tool and to provide soldiers with another 
resource for learning concepts like rules of engagement, laws of war, and basic army 
values. In addition to providing these training benefits, the game, with over 5.5 million 
online subscribers, quickly became one of the most popular online action games available 
(America’s Army, 2006). 

2.2. Multiplayer Games Characteristics 

Multiplayer games have features that allow more than one player to participate simulta
neously in game scenarios. Regardless of whether a video game is developed for specific 
purposes or adapted from COTS games, there are several characteristics of multiplayer 
games which can, if effectively utilized, elicit the teamwork characteristics described 
earlier. The two most prominent features that not only distinguish them from single player 
video game but can also aid in team training are the mode of communication and the 
element of coordinated behavior to accomplish game tasks. 

Games that have multiplayer capability have long been used to examine aspects of 
training especially in the domain of aviation. The recent increase of online multiplayer 
games provides a new possibility of using video games to train and practice teamwork 
skills (Macedonia, 2003). In addition, multiplayer games are capable of mimicking dif
ferent team-oriented environments ranging from a co-located team with only two team 
members, to a worldwide distributed team with an almost infinite number of members. 

Recent research (Weil, Hussain, Brunyé, Sidman, & Spahr, 2005) examined the use of 
a multiplayer game in training teamwork skills in a distributed environment. The results 
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demonstrated instances of teamwork skills within the context of multiplayer games. 
Several other studies suggest that the use of video games in training can also improve 
skill development in coordination (Jentsch & Bowers, 1998; Stout et al., 1994; Stout, 
Salas, & Fowlkes, 1997), assertiveness (Brannick et al., 2005) and communication (Stout, 
Villegas, & Kim, 2001). 

We will now briefly describe each of the two game features, communication and coor
dination, that can be utilized for team training. These are features unique to multiplayer 
games which help drive team interaction within the game. For each feature we will 
describe how they can promote the development of various team skills. In addition to 
this, we will describe one game feature, engagement, not unique to multiplayer games, 
but is a critical component to the successful implementation of a video game training 
program. 

2.3. Communication Mode 

Communication in multiplayer video games is dictated by the modes of communication 
available. There are a variety of ways in which current gaming technology can provide 
means of communication that would be valuable to the team. A video game may include 
a text-generated communication mode, a voice communication mode, or an alternate 
communication option. 

Most multiplayer games provide a default text-generated communication mode that 
resembles the chat functions often available on the Internet. The primary driver of this 
form of communication is the typed messages that a player can provide. This is often 
supplemented by a set of preset commands that players can select in order to facilitate 
quick communication of commands that are highly relevant to the game task. For example, 
in Battlefield 1942 (Electronic Arts, 2004) players can coordinate team movement through 
a series of single button presses that will communicate commands such as “Follow me,” 
“Hold fire,” or “Request reinforcements” that provide quick communication in a text 
presentation. 

In addition to text communication many games are able to be equipped to support voice 
communication. This is generally embedded in the game design in newer games. For video 
games that do not support voice communication, downloading programs such as Roger 
Wilco, Teamspeak, Team Sound, or Game Voice will provide a voice communication 
medium that can run parallel with the game and enable players to talk within the group 
(Spohn, 2005). By using this feature, players are not restricted by having to stop to type 
in a request which can affect the flow of gameplay. 

In addition to these types of communication there are several games that provide 
alternative communication options that are often unique to the game. America’s Army 
(US Army, 2002) is a good example of a game with an alternative communication mode. 
The game features a hand signal communication mode which is simulated by pressing 
designated buttons. What result is the avatar that other team members see, on the screen, 
displays a hand signal. 
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Team Communication. Communication channels have been shown to impact team 
interaction and information exchange (Barkhi, 2005; Hightower & Sayeed, 1996). 
Communication within a team is critical for information exchange. The communication 
modes provided in some games do not isolate the communication within teams, but 
instead broadcast all communication to all players involved. In an effort to better match 
the types of communication that would take place within an actual work team, it is critical 
to be able to isolate communication within teams. The tank simulation video game Steel 
Beasts (eSim, 2002) is a good example of this. In this video game, players are able to 
play cooperatively and even operate different aspects of the same tank (i.e., one player 
may act in the role of gunner and another player may act in the role of navigator). Players 
on each team are limited to text chat, but are only in contact with members of their team. 
This focuses the interactions within teams to be a streamlined set of interactions that are 
not distracted by the bedlam of talk that universal communication systems provide. 

Guideline 1 

Ensure that the game has capability for team members to engage in information 
exchange (i.e., communicate). 

Coordination. In order for the communication mode to facilitate team coordination behav
iors, the mode must facilitate interaction among teammates (Poole, Shannon, & DeSanctis, 
1990). Communication modes frame the issues found in the video game such that the 
mode may encourage or discourage collaboration among team members. Generally the 
provision of communication on the game in itself is enough to help facilitate coordinating 
behaviors. That is, as long as the communication process is a two-way interaction, as 
opposed to a one-way receive and execute command method, coordination among team 
members should be facilitated. 

Guideline 2 

The communication mode of the game must facilitate two-way (or more) interactions. 

Team Leadership. When discussing the utility of games for the purposes of team skills 
development, it is imperative to determine the structure of the team. Teams with a 
designated leader will experience a more structured flow of information as well as use of 
vertical channels between the member and the leader (Galbraith, 1973). There is evidence 
suggesting that hierarchical and non-hierarchical teams perform differently based on how 
much communication is taking place (Urban, Bowers, Monday, & Morgan, 1995). There 
are video games that provide a forced chain of command which could benefit teams 
with a hierarchical structure to them. In the video game Battlefield 2 (Electronic Arts, 
2005) the command mode properly sets up a network of communication between players 
in which the highest command player has only two-way communication with players 
who are directly below him/her in the hierarchy. Those players in turn have two-way 
communication with both their leader and subordinates within their own squad. 
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In contrast to hierarchical leadership structures, there are teams that share leadership 
amongst team members. In these scenarios, it is much more conducive for the development 
of leaders if all members are able to hone their leadership skills. In this case, the 
communication mode can facilitate these behaviors by providing all teammates with the 
ability to contact all other team members. Shared leadership skills can be improved if 
individuals are able to communicate with the entire group or with just specific members, 
specifically for situations where it would be disruptive to include all team members in 
the communication. 

Guideline 3 

Select a game that creates opportunities (i.e., task assignment or communication 
options) to execute team leadership behaviors or actions (shared and 
hierarchical). 

2.4. Coordinated Gameplay 

There are several methods to play video games that are considered to be multiplayer. 
There are competitive games in which individuals compete against opponents; these types 
of video games do not require teamwork to succeed. In order to elicit team behaviors, 
it is important to find games that provide a cooperative or interdependent multiplayer 
mode. There are several features that can affect the quality of coordinated gameplay. 
Such an example is progress monitoring. Progress monitoring features give in-mission 
updates on performance in order to help team members monitor the pace in which they are 
performing the mission. Mission planning is an additional feature that can help emphasize 
the organization of tasks within a team. Mission planning can address such issues as 
which decisions and what information are pertinent to team success. In addition to these 
features, games that provide dynamic gameplay or constantly changing events can also 
help recreate more realistic events that require team skills in order to accomplish the 
events successfully. 

Team Communication. Communication can be facilitated by the presence of coordinated 
gameplay. In order to facilitate this, the game task should require interdependence between 
team members for success. In Counter-Strike (Valve, 2004), a counter-terrorism COTS 
video game, players can have similar roles on the same team, but the communication 
of locations and activity of opposing teams are crucial to the strategy and effectiveness 
of the team. In other words, the lone wolf strategy is not sufficient for success. A team 
that works interdependently and utilizes closed loop communication, in which players 
transmit, respond, and react to information that is exchanged, is crucial to the success of 
the game scenario. 

Guideline 4 

Select a game that supports task-interdependent team scenarios to accomplish 
game tasks. 
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Coordination. Coordination is a key component that relies on the efficient interaction 
between team members. The coordinated gameplay can aid this in several ways. In 
order to ensure that coordination behaviors are targeted, in addition to interdependency, 
a video game can require varying roles for team members. Although different roles can 
be assigned in video games where the skills of the players are generally the same, there 
are several video games, such as A Tale in the Desert III (eGenesis, 2006), that provide 
the option to take on different roles with different skill sets. For instance in Tom Clancy’s 
Rainbow Six: Raven Shield (Ubisoft, 2003) video game players can assign themselves 
one of several skill sets for their character (i.e., assault skills, explosive skills, or stealth 
skills). Each skill set provides different strengths that, depending on the mission, can be 
crucial for success. In many cases, several or all of the different skill sets are required to 
complete missions. This presents a situation where team success is based on the efficiency 
of the interaction of the team and its coordinated actions. 

In addition to providing differential roles for players, there are progress cues that can 
help the team to maintain situation awareness within gameplay. Often games will have 
maps or keys that help orient players on their surroundings. In the Distributed Dynamic 
Decision-Making (DDD) software developed by the Department of Defense, players are 
in charge of monitoring different sections of a map (Miller, Young, Kleinman, & Serfaty, 
1998). Each team member can view the location of the team’s assets on the map, but 
in addition to this, individual players on the team can view opposing assets in their 
area. Done efficiently, players who coordinate well should be able to synchronize the 
movements of their team assets to avoid attack from opponents. 

Guideline 5 

Select a game that supports differential individual roles within team scenarios. 

Guideline 6 

Select a game that provides progress cues (i.e., maps, reports, etc.) 

Team Leadership. Part of team leadership is the development of team orientation where 
team members become familiar with what is required of them to complete the team task. 
Of the coordination features contained in video games, the mission planning feature can 
help to provide teams with exposure to the process of assigning responsibilities to a 
team. An example of this is the mission planning available on Ghost Recon: Advanced 
Warfighter (Ubisoft, 2006). Players are able to view satellite images within a couple of 
blocks of where their team members are located. From this, players are able to designate 
waypoints and action points which players can use as a guide for strategic action in the 
game. This helps players understand what is expected and allows them to monitor how 
closely they adhere to the orders. 

In addition to this, adaptation is a key element of team leadership. Games can facili
tate this with dynamic gameplay elements. Games that have multiple possible solutions 
enhance a team’s ability to adapt to unexpected outcomes. An example of a video game 
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that executes this well is the Adaptive Thinking and Leadership Simulation (Raybourn, 
Deagle, Mendini, & Heneghan, 2005) developed to help train US special forces troops. 
Players assume a role in a constantly changing environment in order to improve their 
adaptation skills while in scenarios that have ill-defined consequences for different courses 
of action (Sandia National Laboratories, 2005). 

Guideline 7 

Select a game that provides mission planning features. 

Guideline 8 

Select a game that has more than one solution to reach the team’s goals. 

2.5. Engagement 

The features that distinguish a multiplayer game from the single player variety are critical 
to developing effective team training. Another critical feature of games that is not specific 
to multiplayer games is engagement. That is, does the game draw players in and have them 
not only actively involved in the storyline of the game, but also interested to continue play. 

The serious games industry has struggled with this in the past. Arguments have been 
made stating that educational games, which comprise 7–9% of the computer and video 
game market (ESA, 2006), should be both fun and informative (Quinn, 1997). Developers 
find it difficult to incorporate the educational needs of the game and at the same time 
deliver a product that keeps players coming back for more. 

Early research on the features that draw people to games suggest that external features 
of the game (i.e., visual appeal) are not enough to engage a user (Bowman, 1982), but that 
a combination of challenge, fantasy, and curiosity contribute to the level of engagement 
(Provenzo, 1991). Dickey (2005) outlined several specific features that help promote an 
engaged learning environment. By engaging a person to the task, that person becomes an 
active learner in the process. 

By considering these features of engaged learning, Dickey (2005) suggested that the 
critical elements of game design are point of view, narrative arc, and interactive choice. 
Point of view research seems to suggest that playing first person point of view games 
seems to enhance feelings of involvement (Tamborini et al., 2001). A first person point of 
view game occurs when the player is viewing a screen as if the player were experiencing 
the game through the eyes of the avatar he/she is controlling. Discussions on narrative 
arc contend that games that have a story, but can be affected by choice are most effective 
in engaging users (Dickey, 2005). The level of interaction with the game environment is 
also said to improve engagement to the game. By providing hooks or choices the player 
must make, the game takes on a more personal feel for players, therefore the video game 
is engaging. 

The cost of developing a game that provides a training or educational message, but 
does not engage the user is high. Not only are resources spent on development of the 
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game, but then costs must be dispensed in order to motivate users to utilize the product. 
By developing educational or training video games that are engaging to the user, there is 
potential for not having to prompt or lure users to continue with their training. 

Guideline 9 

Select first person point of view games. 

Guideline 10 

Select games with engaging and realistic story lines. 

Guideline 11 

Select games that provide choices that directly affect the outcome of the game. 

3. Conclusion and Future Research 

The goal of this chapter is twofold: to provide guidelines for choosing games for team 
training purposes (see Table 1), and to provide a theoretical platform to drive future 
empirical research on the topic. As a result of the variety of games with a variety of 

Table 1

Guidelines for video game selection.


Target team skill Game feature Guideline 

Communication Communication mode Ensure that the game has capability for team members 
to engage in information exchange (i.e., communicate) 

Coordination Communication mode The communication mode of the game must facilitate 
two-way (or more) interactions 

Leadership Communication mode Select a game that creates opportunities to execute 
team leadership behaviors or actions (shared and 
hierarchical) 

Communication Coordinated gameplay Select a game that supports task-interdependent team 
scenarios to accomplish game tasks 

Coordination Coordinated gameplay Select a game that supports differential individual 
roles within team scenarios 

Coordination Coordinated gameplay Select games that provide progress cues (i.e., maps, 
reports, etc.) 

Leadership Coordinated gameplay Select games that provide mission planning features 

Leadership Coordinated gameplay Select games that have more than one solution to 
reach the team’s goals 

Engagement Select first person point of view games 

Engagement Select games with interesting story lines 

Engagement Select games that provide choices that directly affect 
the outcome the game 
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features in both COTS and serious games, it is important to match the game to the 
training goals. This chapter served to initiate thought about the characteristics of video 
games that may impact the training of teams. That being said, one should consider the 
relatively sparse research in this area and consider the further examination of this to 
provide more solid evidence. For example, focusing on the examination of specific game 
features to identify by what methods these features can improve team skills is important 
for the advancement of using video games for training (see Table 2). In addition, it would 
be helpful to identify whether or not there are specific team skills that will transfer to 
the actual task from a video game that does not specifically match the task they would 
perform on the job. Identifying these skills can direct trainers to search games by skill 
instead of trying to match the domain in which the skill will be implemented. 

Table 2

Potential video games that can be used for training.


Video game Video game characteristic 
Targeted team 
skills/behaviors 

Counter Strike Communication mode Communication 
(Valve, 2004) – Voice 

– Chat 
Coordination 

– Open communication to all team members 

Coordinated gameplay 
– Interdependent gameplay 
– Player location cue 
– Multiple solutions 

Communication 
Coordinated 
Leadership 

Engagement 
– First Person Shooter 
– Realistic equipment actions 

Microsoft Flight 
Simulator X 
(Microsoft, 2006) 

Communication mode 
– Voice 
– Chat 
– Two way interaction with copilot 

Communication 
Coordination 

Coordinated gameplay 
– Flight planner 
– Play as pilot, copilot or air traffic controller 
– Interdependent team scenarios 
– Maps, Radar and Realistic Instrument panels 
– Fly in varying conditions (i.e., weather, daylight, heavy 
traffic, etc.) 
– Multiple airports and runways to take off and land from 

Communication 
Coordination 
Leadership 

Engagement 
– 3-D virtual cockpit 
– High fidelity 
– First person point of view 
– Pilot choices directly affect the performance of the scenario 
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Table 2 
(Continued) 

Targeted team 
Video game Video game characteristic skills/behaviors 

Doom (Id Software, Communication mode Communication 
1993) – Chat Coordination 

– Open communication among players 

Coordinated gameplay Coordination 
– Multiplayer co-op mode 
– Scenario editing software 

Engagement 
– First Person Shooter 
– Space marine story line 

America’s Army Communication mode Communication 
(US Army, 2002) – chat Coordination 

– button press hand-signals 
– voice 
– open communication 

Coordinated gameplay Communication 
– Interdependent gameplay scenarios Coordination 
– Maps Leadership 
– Multiple solutions to scenarios 

Engagement 
– First person shooter 
– Player choices affect outcome 

Battlefield 1942 Communication mode Communication 
(EA Games, 2004) – Chat Coordination 

– Open communication among team 
members 

Coordinated gameplay Coordination 
– Differential individual roles 
– Maps and player location indicator 

Engagement 
– First Person Shooter 

Steel Beasts (eSim, Communication mode Communication 
2002) – Chat Coordination 

– Open communication within team 

Coordination mode Communication 
– Interdependent gameplay scenarios Coordination 
– Play as tank commander or tank gunner Leadership 
– Maps 
– Pre-mission objectives list 
– Extensive permission and during mission planning 
– Multiple solutions to accomplishing game task 

(continued on next page) 
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Table 2 
(Continued) 

Targeted team 
Video game Video game characteristic skills/behaviors 

Engagement 
– First person point of view 
– Player choices have direct affect on outcomes 

Battlefield 2 Communication mode Communication 
(EA Games, 2005) – Voice Coordination 

– Chat Leadership 
– Two way communication depending on role of team member 
– Hierarchical team structure 
– Commander mode 

Coordinated gameplay Communication 
– Interdependent gameplay scenarios Coordination 
– Differential individual roles Leadership 
– Real time map to monitor progress 
– Commander option to monitor and plan mission real time 
Engagement 
– First Person Shooter 
– Modern Military Shooter 
– Player choices directly affect outcomes 

Rainbow Six 3: 
Raven Shield 
(Ubisoft, 2003) 

Communication mode Communication 
– Chat Coordination 
– Open team interaction 

Coordinated gameplay Communication 
– Interdependent gameplay scenarios Coordination 
– Differential roles within team Leadership 
– Maps 
– Pre-mission planning 

Engagement 
– First Person Shooter 
– Counter terror team story line 
– Player choices affect the outcome of the game 

DDD (Miller et al., Communication mode Communication 
1998) – Voice Coordination 

– Chat 
– Open communication amongst team 

Coordinated gameplay Communication 
– Interdependent gameplay scenarios Coordination 
– Differential roles within the team Leadership 
– Maps and real time progress reports 
– Multiple solutions to scenarios 
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Table 2 
(Continued) 

Targeted team 
Video game Video game characteristic skills/behaviors 

Ghost Recon: 
Advanced Warfighter 
(Ubisoft, 2006) 

Adaptive Thinking 
and Leadership 
Simulation (Sandia 
National 
Laboratories, 2005) 

A Tale in the Desert 
III (eGenesis, 2006) 

Communication mode Communication 
– voice Coordination 
– chat 
– Heads Up Display which links to other team members and 
drone Unmanned Aerial Vehicles 
– Open communication with team members 

Coordinated gameplay Communication 
– Interdependent gameplay scenarios Coordination 
– Maps and Heads Up Display which links to other team Leadership 
members and drone Unmanned Aerial Vehicles 
– real time tactical map for designating waypoints and planning 
strategy 

Engagement 
– First Person Shooter 
– Modern Military themed story line 
– Player choices affect outcome of game 

Communication mode Communication 
– Communication training platform 
– Interaction between role player and spectators 

Coordinated gameplay Coordination 
– Differential individual roles within game 

Engagement 
– First Person point of view 
– Modern military theme story line 
– Player choices directly affect outcomes 

Communication mode Communication 
– Chat Coordination 
– Open communication with community Leadership 
– Hierarchical player system 

Coordination gameplay Communication 
– Long term planning focus Coordination 
– Interdependent society simulation game Leadership 
– Differential roles within the society 
– Multiple options in open ended game world 

Engagement 
– Ancient Egyptian society story line 
– Players can create laws and take actions that affect the 
outcomes of all players in the society 

Note: The games above are not endorsed for training by the authors but are discussed in this chapter in order 
to demonstrate game features that may help team training. 
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One should note that this is only an initial theoretical attempt to discuss the use of 
multiplayer video games for team training, and the guidelines provided should be taken 
as a preliminary guide to select video games for team skills training. Further research 
into their implementation will help focus attention on game features that are beneficial 
for team training and could drive game development in both the COTS and more likely 
the serious games arena. 
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THE EFFECTS OF CHANGING RESOURCES ON GAME 
PERFORMANCE, SUBJECTIVE WORKLOAD, AND STRATEGIES 

Adrienne Y. Lee and Aaron M. Perez 
New Mexico State University 

Abstract 

This chapter describes research which examines subjective workload and performance in 
the context of a gaming environment. Actual workload is varied by changing the level 
of resources available to players. A transfer methodology was used where participants 
were either given a lot of resources initially (high resource) and then transferred to a low 
resource condition or they were given fewer resources (low resource) and kept at the same 
low resource level. For Test 1, workload judgments by high resources participants matched 
their performance, while performance by low resource participants was generally poor 
(and did not match workload judgments). However, for Task 2, although some participants 
who transferred from high to low resources still thought that the workload was low, 
the workload judgments for both transfer groups generally matched performance. These 
results indicate that dissociations between subjective workload and actual workload may 
exist but can be overcome with further training trials. Other interpretations, implications 
and further studies are discussed. 

Tasks in complex, changing environments often require us to make quick decisions with 
limited resources and, in some cases, these decision may affect other people’s lives. The 
mental effort that it takes to make such decisions under stress can be called mental work
load (Eggemeier, 1988). Much of the literature in mental workload (Annett, 2002; Pickup, 
Wilson, Sharpies, Norris, Clarke, & Young, 2005; Stanton & Young, 2005; Young & 
Stanton, 2002, 2004), has focused on vehicle use; but, even traditional treatises on work
load, such as Jex (1988), emphasize that the general principles should be applicable to 
any dynamic system including gaming simulations. 

A number of concepts such as attentional capacity or resources, performance, and 
expertise are linked with mental workload (Brown & Boltz, 2002). Attentional capacity is 
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the idea that we only have a certain limited amount of attentional resources (Kahneman, 
1973). If one thinks about a tank filled with water, the water represents the amount of 
attention available (attentional capacity) with different tasks requiring different amounts 
of the water (attention). Although attentional capacity for most tasks has been assumed 
to be fixed (Wickens, 1984, 1992), in certain circumstances, one can increase this pool. 
For example, a person can become an expert car driver and be able to converse with 
a passenger while driving. Thus, when a person becomes an expert in an area, fewer 
attentional resources are often needed due to automaticity (Schneider & Shiffrin, 1977; see 
also Jex, 1988). However, if something were to happen, such as rocks started falling onto 
the road as one is driving, performance on primary tasks (driving) may not measurably 
decrease, but a secondary task, such as chatting, may cease entirely. Thus, an additional 
task can result in an increase in mental workload that is reflected in decreased performance 
(Eggemeier & Wilson, 1991). 

On the other hand, the person may react to a high level of workload or a change in 
workload by using heuristics to lower the cognitive load (Payne, Bettman, & Johnson, 
1988). For example, if a mathematician is asked to solve complicated math problems 
and a time constraint is added, time-accuracy trade-off would predict that the person 
would have reduced performance. However, an expert mathematician may have many 
math short-cuts or rules of thumb (heuristics) that could help to reduce the amount of 
time without reducing performance. Such heuristics may allow performance for automatic 
tasks to remain virtually the same. Therefore, although some perceptual measures may not 
change, attentional resources could vary directly with task demands (Young & Stanton, 
2002). However, a difference exists between actual workload, as indicated by increases 
in task demands, versus subjective mental workload, where an individual may or may not 
believe that an increase in workload has occurred. 

This chapter describes research in which we illustrate methodology for testing factors 
such as subjective workload and performance in the context of a gaming environment. 
Actual workload is varied through providing different levels of actual resources to par
ticipants and both subjective workload and performance are measured. These differing 
levels of actual resources provide increased levels of task demand which presumably 
affect subjective judgments and performance. The focus is not merely on performance 
at specific (different) levels but what happens when levels are changed. When levels 
are changed, we expect that people will be able to use their knowledge from previous 
situations, transfer, and therefore they should experience higher levels of performance and 
reduced levels of subjective workload (Lee, 1998). Thus, a transfer study methodology 
is good for studying all types of mental functioning, particularly for complex, gaming 
environments. 

1. Subjective Workload 

Subjective workload is an individual’s personal view as to how much effort he/she is 
expending or encountering at a particular point in time. In instances where we have finite 



The Effects of Changing Resources 171 

resources, we may either view the situation in a neutral or positive way with no effect 
on performance or we could view the situation in a negative way and performance itself 
might be affected. Moreover, researchers have found both dissociation and a concordance 
between subjective ratings of workload and performance (Vidulich & Wickens, 1986; see 
Zhang & Luximon, 2006, for a recent review that still supports subjective measures). 

Although performance can improve with greater resource supply in resource limited 
tasks, Yeh and Wickens (1988) claim that performance and subjective workload can be 
dissociated because both performance and workload are multidimensional. Dissociations 
are most likely to occur when people are underloaded or overloaded.1 For example, a 
simple dual task may cause higher subjective workload measures and better performance 
as compared to a difficult single task which causes lower subjective workload measures 
and poorer performance. In some ways, this discussion is similar to the Yerkes-Dodson 
Law (1908) in which optimal performance would be expected when a certain level of 
simulation (not too much and not too little) is given. Essentially, an individual must 
perceive that he/she can perform the task and the task must not be too difficult. 

However, the discussion of workload needs to separate out the actual workload from 
the perceived workload and actual performance. In this study, varying levels of resources 
(actual workload) should cause participants some stress and thereby result in differences 
in subjective workload. 

2. NASA-TLX 

The most common method to measure workload is through subjective workload tests. 
Annett (2002) argues that subjective measures may be useful in areas such as comfort, 
annoyance and workload and these measures may be effective in specific situations. For 
this study, we chose the NASA-TLX. Although other measures are available, the NASA
TLX measure has been widely validated (Eggemeier, 1988; Hart & Staveland, 1988; 
Lysaght et al., 1989; Nygren, 1991; Wierwille & Eggemeier, 1993) and the degree of 
intrusion on the participant is low. (See Rubio, Diaz, Martin, & Puente (2004) for review 
of NASA-TLX and comparison with other measures. They recommend the NASA-TLX 
for prediction of performance for individuals.) 

3. Workload, Simulations and Gaming 

Within experimental settings, actual workload can be manipulated in various ways. A dual 
task methodology in which a participant does two tasks at once is often used because 
the change in workload by adding the second task can be measured (Brown & Boltz, 
2002). Many studies use physical devices (e.g., tapping certain keys, following a cursor 

1 Underload or low workload can be as much of a problem as high workload due to boredom factors (Gregoriades 
& Sutcliffe (2006)). 
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and entering information.) Requiring physical action is common in workload studies. For 
example, some experimenters have measured drivers’ ability by manipulating changes in 
traffic (Collet, Petit, Champely, & Dittmar, 2003; Stanton & Young, 2005; Verwey & 
Veltman, 1996; Young & Stanton, 2002, 2004), driving simulators (Collet, Petit, 
Champely, & Dittmar, 2003; Lansdown, Brook-Carter, & Kersloot, 2004), and cell phone 
use while driving (Fairclough, Ashby, Ross, & Parkes, 1991; Matthews, Legg, & Charlton, 
2003; Parkes, Fairclough, & Ashby, 1993; Recarte & Nunes, 2003). Although these stud
ies utilize simulations, they often do not require purely cognitive manipulations such as 
those found in air traffic control (Ahlstrom, 2005; Averty, Collet, Dittmar, Athenes, & 
Vernet-Maury, 2004; Hopp, Smith, Clegg, & Hyeggestad, 2005; Lamoureaux, 1999; 
Metzger & Parasuraman, 2005), computer use (Hjortskov et al. 2004) or management 
simulations (Dumblekar, 2004). These simulations can produce measurable changes in 
workload without adding a dual task. 

Simulations are related to gaming environments, especially with the latest technology 
available, because they place a participant in a situation where they need to use their 
knowledge and skills to perform a task in a realistic environment. In the case of driving 
simulators and cell phone use, the goal is to continue driving well. Gaming environments 
differ slightly because they often have a goal of “winning” (e.g., taking out an enemy, 
amassing more resources than opponents, making it to a goal before others do). Thus, 
a gaming environment may produce different results from a straight simulation because 
participants are asked to perform with cognitive goals (“winning”) added. 

The current research uses a computer simulation or gaming environment that mimics 
a military personnel’s actual resource allocation decisions and reflects conditions that 
shift under changing world and environmental conditions. This computer gaming environ
ment’s main strength is its dynamic and somewhat unpredictable nature which challenges 
the participant to constantly monitor the environment in order to correctly adjust the 
resources allocated. For this study, participants experienced high and low workload con
ditions, similar to Metzer and Parasuraman (2005), in what could be considered more 
cognitive workload conditions (decision making) without the focus on physical device 
performance. In this case, workload was determined by the amount of resources available 
for allocation by participants. 

However, this study also differs from previous work because the main focus of the 
study was on measuring changes in performance when participants either received a 
change in the amount of resources (from high to low or low to high) or no change at 
all (high for both tests, low for both tests). Thus, this study was designed to measure 
transfer between high and low, rather than a single measure of workload, and the effects 
on performance. 

4. Summary 

This experiment simulates an environment where people have different amounts of 
resources, and tests whether changing resources (actual workload) affects performance, 
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subjective workload, and strategy. Based on previous findings (Urban, Weaver, Bowers, & 
Rhodenizer, 1996), we hypothesized that participants assigned to conditions in which 
there are fewer resources have higher subjective ratings of workload than those partici
pants in higher resource conditions and yield lower performance scores and visa versa. 
However, when participants with high amounts of resources are switched to a lower 
resource condition, their performance may be worse than those who started in a lower 
resource condition and their subjective workload ratings will be even lower than those 
who experienced the low resource condition to start. In addition, because maximal perfor
mance requires an optimal allocation of resources (Ball, Langholtz, Auble, & Sopchak, 
1998), and no optimal allocation is specified for participants before using the simulation, 
participants should have no a priori thoughts about what their own level performance 
should be. 

5. Method 

5.1. Participants 

Forty-one undergraduate students, 18 males and 23 females, enrolled in Introductory 
Psychology, were voluntary participants in this experiment and were compensated with 
class credit. Participants were required to have computer experience and to be fluent in 
English. Two participants were not included because of computer failure. 

5.2. Design 

This was a between-subjects design with two conditions. The practice mission for both 
conditions was exactly the same. Each participant first completed a practice trial and two 
test trials. For the test trials, participants either stayed in the same condition (control: low 
to low) or transferred to a different resource condition (experimental: high to low). The 
allotment of financial resources for each mission was 900 for practice missions, 200 for 
low resource missions, and 1600 for the high resource missions. 

5.3. Materials 

Participants used the simulation, “Real War: Rogue States” developed by Rival Interac
tive Inc., a Cornerstone Industry, Inc., and Simon and Schuster Interactive publication 
operation of Viacom International Inc. This game is based on the Joint Chiefs of Staff 
training simulation for the United States military. With this simulation, the operator has 
the flexibility to allot resources in $25 increments from $0 to $2600. These financial 
resources can be used to build buildings (e.g., barracks and vehicle yards) and to order 
troops and vehicles (such as tanks) from these buildings. The main objectives of this 
simulation were for the operator to build up an army with the allotted financial resources, 
maintain that army, and find and eliminate the enemy targets. The simulations were 
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recorded using Camtasia Studio Version 2.1©, by Tech Smith Corp, www.techsmith.com. 
This software package allows users to record screen action and was utilized to record the 
mission scenarios and replay them for later analysis. 

5.3.1. Measures 

In order to ensure that participants had equivalent backgrounds and cognitive skills before 
testing, we administered a short-term memory (STM) task and a working memory (WM) 
task to every participant. The STM task was the Wechsler Digit Span Forward task 
(Wechsler, 1981). Series of 3–9 number combinations were read to each participant. Each 
participant was instructed to repeat a series of numbers in the same order read to them. 
Each series of words were presented in two trials. The task ended when the participant 
could no longer recall any one of the two number combinations. Scoring was determined 
by the last recalled series of numbers. 

The WM task used was the Operation Span (O-Span) (Turner & Engle, 1989). This task 
required participants to memorize a series of words while also solving math problems. 
For example, a participant would see the following, “Is �4 × 2�+ 1 = 9? Cow.” At that 
point, the participant would read the math problem aloud, verify the answer as correct 
or incorrect by saying “Yes” or “No,” and then say the word, “Cow.” The experimenter 
would then press a key, which triggered the appearance of another math problem/word 
combination. After a series of two to six of these combinations, three questions marks 
appeared on the screen (???), prompting, the participants to write the memorized words 
on a sheet of paper, in the order that they remember seeing them. If the participants 
could not remember any word, they were given instructions to leave that blank empty. 
Participants were not allowed to pause between each set of words and were not allowed 
more than nine math errors. Scoring for this task was done by the all-or-none method. 
For example, if the participants wrote all of the correct words in a series of blanks for 
number one they would receive a score for the number of words in that series, and given 
a score of zero for each series of words in which there was a blank, a misplaced word, 
or a misspelled word, to the extent that it spelled another coherent word. 

5.3.2. Workload 

Workload was measured by using the NASA-TLX. Inquiries in the NASA-TLX include 
perceived frustration level, temporal demand, physical demand, mental demand, effort, 
and performance level. For the first section, participants made ratings on a 20-point scale 
from low to high. For the second section, participants were asked to compare and weigh 
each factor. For example, which factor “Performance” or “Temporal Demand,” was the 
“most important contributor to workload” for the previous task? The overall workload 
score is obtained by two measures. Ratings were computed by taking the rating provided 
by the user, 12 for example, and multiplying it by 5 (this simple multiplication allows 
for a possible rating of 100 on a 20-point scale). The formula is �R× 5� = WL, where 
R equals the rating given by each user. Weights are computed by totaling the number of 

http:www.techsmith.com
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times each factor was chosen and dividing that number by 15, the number of comparisons 
made. This formulas is (T /15), where T equals the number of times each rating was 
selected. The total score is derived by multiplying each rating by its weight and dividing 
by 15. The overall workload formula is �R× T �/15. 

5.4. Procedure 

After signing the consent form, participants answered a biographical questionnaire to 
assess computer experience and fluency in the English language. Next, participants took 
the STM task. Participants started with two simulation-based training sessions. This 
training consisted of a description on the nature of the computer simulation; the objectives 
and essential resources; and a short introduction explaining how to construct buildings, 
selecting units and moving these selected units to enemy locations, defending their own 
base and attacking and ultimately eliminating the enemy targets. Participants then watched 
a 7-min video to understand better the advanced process of constructing buildings, where 
to find and how to attack their enemies, and most importantly how to acquire and maintain 
their supplies. 

Participants performed a 20-min practice trial to apply the skills learned during training. 
Initially, the participants started this trial with 900 financial resources, and the exper
imenter reminded them about the primary objectives of the simulation. After 10 min, 
the simulation was paused to assess subjective workload. After the questionnaire was 
complete, participants notified the experimenter. The experimenter again reminded each 
participant about the primary objectives of the simulation and then resumed the simu
lation. After 20 min, the simulation was again paused, and the participants were given 
a final subjective workload assessment of the simulation, followed by a 5 min break. 
(During the training, participants were allowed to ask any questions about the simulation, 
but during testing no questions about the simulation were allowed.) 

Test 1. At the start of each test, the experimenter told the participants about the amount 
of allotted resources. If they were allotted a low amount of financial resources for this 
scenario, they were told “because so many resources were in the last mission, you will 
be given a lesser amount for this one.” The timer was started when the mission began. 
After 10 min, the simulation was paused to assess subjective workload. The simulation 
was resumed after completion of the assessment, and participants continued interacting 
with the simulation for an additional ten minutes. After another 10 min, the participants 
were again given an assessment of subjective workload. Once the participants finished 
this questionnaire, they were asked to exit the room briefly so that we had the chance to 
write down their performance scores and set up the next testing scenario. 

Test 2. The second testing scenario used the same procedure as the first testing sce
nario. However, when the participants finished the second subjective workload measure, 
they remained in the experiment room. Next, the O-Span task was administered. When 
participants complete this task, they were debriefed on the nature of the experiment and 
thanked for their participation. 
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6. Results 

Participants were given a series of questionnaires to assess previous computer and gaming 
experience. ANOVAs were performed on each of these experience variables to see if 
there were any differences before starting but no differences between the two conditions 
(high resources first versus low resources first) were found. 

During the practice session, all participants regardless of condition received the same 
amount of resources. An ANOVA was performed with perceived workload difference 
and condition as independent variables and performance as the dependent variable. No 
differences between groups were found and workload did not predict performance. 

For the first test, half of the participants received a high allocation of assets (high 
resource) and half received a low allocation (low resource). A repeated measures ANOVA 
was performed using the perceived workload for both time 2 and time 1 as the dependent 
variable and condition as the independent variable. Participants in the high resource 
condition reduced their workload score, while participants in the low resource condition 
increased their workload score, F�1� 39� = 4�7� p < 0�04. Note that the initial rating is the 
same but that the change comes at time 2. This would be expected because after time has 
passed participants in the high resource condition should not feel as stressed (Table 1). 

An ANOVA was performed with perceived workload and condition as independent 
variables and performance as the dependent variable. (Participants were given an initial 
store of assets and the performance measure is the difference between the number of 
assets at the end of test minus the amount in the beginning.) A main effect of condition 
was found, where participants in the low resources condition performed worse than 
participants in the high resources condition, F�1� 68� = 8�5� p <  0�01 (Mean of low 
assets = 32�0� ste = 5�0; mean of high assets = 23�7� ste = 3�2). An interaction between 
condition and subjective workload indicated that good performance (fewer assets lost) 
was measured by those in the high resources condition who perceived the workload as 
easy, F�1� 68� = 7�2� p < 0�01. 

Figure 1 shows this interaction. The median workload judgment at time 2 = 61. 
Participants who scored below 61 were grouped into the “easy” perceived workload 
condition and those who scored above 61 were grouped in the “hard” perceived work
load condition. Note that there is no difference between the easy/hard perceived workload 
conditions for those participants who received low assets (post-hoc t-test, t�9� = 0�66, 

Table 1

Test 1 Change in perceived workload


Perceived workload 

Mean time 1 rating Mean time 2 rating 

High resource 62.0 (3.5) 58.9 (3.2) 

Low resource 62.7 (3.2) 66.8 (2.9) 

Note. Standard error is in parenthesis. 
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Figure 1. Test 1 results showing high resources condition versus low resources condition, perceived workload 
and performance. 

mean low resources, easy = 37�1, mean low resources, hard = 34�2). Thus, the high 
resources condition participants were better able to judge the difficulty of the task and 
the performance matched the judgment. 

For Test 2, a repeated measures ANOVA was performed with perceived workload 
for both time 2 and time 1 as the dependent variable and condition as the independent 
variable. Participant’s perceived workload increased between time 1 and time 2 for all 
participants, F�1� 39� = 6�2� p < 0�05 (Table 2). 

The performance data for the transfer between Tests 1 and 2 is shown in Figure 2. 
This figure shows the predicted decrease in performance between Tests 1 and 2 by the 
experimental group. A repeated measures ANOVA was performed with test as the 

Table 2

Test 2 change in perceived workload


Test 1 Perceived workload 

Mean time 1 rating Mean time 2 rating 

High resource 59.5 (4.1) 65.1 (4.2) 

Low resource 61.5 (4.3) 64.5 (4.8) 

Note. Standard error is in parenthesis. 
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Figure 2. Experimental (H–L) and Control (L–L) conditions performance from Tests 1 to 2. 

dependent variable and condition (experimental versus control) as the independent vari
able. No main effects were found but there was a significant interaction, F�1� 39� = 
3�8� p <  0�05. Thus, transfer to lower resources was more difficult for the experimental 
condition, while the control condition participants improved performance between tests. 

Means for performance by median split for workload are shown in Table 3. The median 
workload score for time 2 = 61. Participants who scored below 61 were placed in the 
“easy” group and those who scored above 61 were placed in the “hard” group. A repeated 
measures ANOVA was performed with Tests 1 and 2 asset loss as the dependent variable 
and condition as the independent variable. When the analysis is split by workload (easy 
or hard), no differences are found for participants who rated the workload as hard but a 
significant difference is found for the interaction between test and condition, F�1� 18� = 
5�97� p < 0�03. Thus, participants in the high resource condition for those who viewed the 
workload as easy for Test 2 performed worse, whereas, participants in the low resource 
condition who viewed it as easy, did better. Since the trend was for low resource condition 
participants to improve, their judgments were workload matching the practice/learning 
effects measured. 

Figure 3 shows just the performance data for Test 2 by workload. Notice that this figure 
is quite different from Figure 1. The results from Test 2 alone indicates that participants 
in whatever condition they were in produced workload ratings that matched performance. 
These graphical results are consistent with the analysis depicted in Table 3 because even 
though experimental participants who rated the workload as easy lost more assets than 
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Table 3

Test 2 change in test performance by workload


Test 1 Mean Test 1 Mean Test 2 

Workload = easy


High resource 17.70 (4.1) 34.89 (8.9)


Low resource 37.65 (10.1) 27.22 (8.2)


Workload = hard


High resource 30.41 (8.3) 40.36 (10.6)


Low resource 33.77 (7.6) 31.8 (8.73)


Note. Standard error is in parenthesis. 
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Figure 3. Test 2 results showing high resources condition versus low resources condition, perceived workload 
and performance. 

those in the control who rated the workload as easy, they still outperformed (lost fewer 
assets) than the experimental participants who rated the workload as hard. 

7. Discussion 

This experiment was designed to test the relationship between perceived workload and 
performance in a gaming environment where actual workload could be easily manipulated. 
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For Test 1, high resource participants’ performance matched their workload judgments 
but low resource participants’ performance who rated the workload as easy performed 
worse than high resource participants. However, a dissociation may not exist for the low 
resource condition because no significant difference was found in performance for the 
two levels (easy/hard) of workload judgment. 

For Test 2, as expected, in the experimental conditions where participants switched 
from a high resource situation to a low resource situation, performance suffered. Similar 
to Test 1, experimental participants who rated the workload as easy performed less well 
than control participants who rated the workload as easy. However, these experimental 
participants performed better than their fellow experimental participants who rated the 
workload as hard. Thus, by Test 2, all participants’ workload ratings were matching their 
performance. 

Previous research has documented dissociations between workload and performance 
(see Yeh & Wickens, 1988, for summary). On the one hand, a quick examination of the 
data indicates some dissociation amongst the workload ratings and performance measures 
in both tests. However, for both tests alternative explanations are also possible. For 
example in Test 1, low resource condition participants who judged the workload to be 
easy did perform worse but all the ratings for the low resource condition indicated a 
high workload and the performance was worse than the high resource condition. In the 
same way, for Test 2, changing between Tests 1 and 2, some high resource condition 
participants thought the workload was lower (and performed worse); but, focusing on 
Test 2 alone, participants in both conditions appear to have perceived the workload to 
performance relationship fairly accurately. One difference between this study and others 
is that we included training trials that also included the workload assessment (thereby 
allowing practice on the workload assessment itself). Training and familiarity with test 
may make participants more accurate in their judgments of perceived workload in the 
long term and thereby allow for more accurate measurements. 

7.1. Future Research 

A weakness in this research is the fact that the other transfer (low to high) and control 
(high to high) conditions were not tested. Research on mental workload has tended to 
focus on reducing workload for improved task performance; however, in some cases, 
if few demands are placed, individuals may become complacent and performance may 
actually suffer (underload). This would be consistent with the Yerkes and Dodson (1908) 
where a certain level of anxiety is needed for peak performance. Some researchers believe 
that underload can cause serious problems, while some recent research may indicate that 
underload in some situations may not be a problem; therefore, future research may need 
to examine subjective workload in relation to underload (see Billings, 1997; Young & 
Stanton, 2002). 

Another issue is that although changing actual workload (by decreasing the amount of 
available resources) provides an objective measure of physical change for the participant, 
other aspects of the situation may change imperceptively (or psychologically) with such a 
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change. Boag, Neal, Loft, and Halford (2006) found that many other aspects of situations 
other than merely number of aircraft may play a role in subjective workload for air traffic 
controllers. Further, cognitive abilities may play a role. For example, Gonzalez (2005) 
measured cognitive abilities using the Raven’s test and found that high ability individuals 
were not necessarily as affect by changes in workload. Thus, further research is needed 
on imperceptible factors of the situation and individual differences. 

Research presented in this paper used a single standard, common measure of subjective 
workload; however, recent research has focused on physiological measures (Nickel & 
Nachreiner, 2003; Verwey & Veltman, 1996; Wilson & Russell, 2003). Physiological 
measure may indicate an actual reaction but may not provide all the additional psycho
logical aspects that a subjective workload measure can give. These studies also focused 
on a different tasks than the one described in this paper. Verwey and Veltman (1996) 
found no connection between subjective workload using one measure (SWAT, Subjective 
Workload Assessment Technique) versus a second measure (RSME, Rating Scale Mental 
Effort) and Levin et al. (2006) found that three different types of measures all gave 
inconsistent results.2 On the other hand, Hjortskov et al. (2004) found that subjective 
workload measures and electrocardiogram measures were consistent with each other and 
Murata (2005) found that subjective workload and neocortical activity increased with the 
difficulty of the task. In another related study, Collet et al. (2003) used physiological 
measures alone and interpreted increased activity as increased mental workload; however, 
no other confirming measures were used. Therefore, further research is needed to exam
ine the connection between physiological and subjective measures (see also Dussault, 
Jouanin, Phippe, & Guezennec, 2005). 

Recent research has also indicated that the NASA-TLX may measure different prop
erties compared to a task complexity measure developed by Braarud (2001). His initial 
studies indicate that complexity may not be completely covered by the NASA-TLX. 
Therefore, future research should include other subjective measures such as Braarud’s 
complexity measures, along with the physiological measures discussed earlier. 

7.2. Interpretations and Implications 

One potential interpretation of this research is that perceived workload is easier to judge 
when there are fewer things to keep track of. High resource participants were given 
so many resources that they merely had to play the game and assess how they were 
doing in relationship to the game; however, low resource participants had to both play 
the game and pay attention to their resources. Over time, the low resource participants 
demonstrated learning (between Test 1 and Test 2) and this may have allowed them to 
better judge their workload in Test 2. Although performance was affected in Test 2 for 
experimental participants, their judgment was still accurate. Experimental participants 

2 SWAT, Subjective Workload Assessment Technique, was developed by Reid & Nygren (1988) and RSME, 
Rating Scale Mental Effort, was developed by Zijlstra (1993). SWAT is comparable to NASA-XLT used in 
this research (Verwey & Veltman, 1996). 
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may have learned to judge their workload based upon the lower workload in Test 1 and 
this was transferred to Test 2. Thus, an implication of this research is that when learning 
in a complex gaming environment, initially reducing workload along some dimension 
may result in better learning than when an individual is immersed in the full environment. 
It is better not to stress a learner initially because they are better able to detect when they 
are unable to handle the situation. 

An additional implication is that, as a methodology, transfer studies could be a useful 
way to study workload and further research needs to be performed using this design (in 
addition to the usual dual task study). In the current study, reduction of workload was 
studied through transfer but the effects of both overload and underload at the same time. 

8. Conclusion 

The rise in the use of gaming and simulations in training situations reflects a shift 
toward providing more realistic learning environments. These gaming environments are 
characterized by fast information flow and quick, accurate decisions are needed at a 
moments notice. The advantage of such training/gaming environments is the ability to 
repeat a task many times and measure the changes of the processing that may affect 
decision making. Although more research is needed, this study’s use of multiple tests 
(measuring transfer) and workload judgments over time allowed us to see how the 
relationship between performance and perceived workload changes. From this study, it 
is clear that a relationship does exist between perceived workload, actual workload and 
performance, and that training and previous experience may play an important role. 
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Abstract 

Training by computer games is one of the important activities in many environments. 
Problem solving may also be effectively improved by computer games. Researchers 
investigated the efficacy of using worked examples in classroom instruction and provided 
evidence in the effectiveness of worked examples instruction. The purpose of this study 
is to examine the effectiveness of worked examples on problem solving in a game-
based environment. Seventy-two adults were randomly assigned into the worked example 
group or the control group. The results showed that the worked example group improved 
significantly more than the control group in content understanding and problem-solving 
strategies. 

1. Introduction 

1.1. Background 

Computer games have been used for training in many different environments, such 
as academic (Adams, 1998), business (Faria, 1998; Lane, 1995), military (Chambers, 
Sherlock, & Kucik, 2002), and medical (Ruben, 1999). Researchers pointed out 
that games are widely accepted as a powerful alternative to traditional ways of 
teaching and learning, with the merits of facilitating learning by doing (Mayer, 
Mouton, & Prothero, 2002; Schank, 1997). In addition, problem solving may be 
effectively improved by computer games (Mayer, 2002). According to O’Neil and 
Fisher (2002), the effects of computer games can be generally divided into four 
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categories: (a) promotion of motivation, (b) enhancement of thinking skills and metacog
nition, (c) improvement of knowledge, and (d) improvement of attitudes. 

According to Gagné (1977), the purpose of educational programs is to teach students 
to solve problems such as mathematical and physical problems, health problems, social 
problems, and problems of personal adjustment. Some psychologists concluded that most 
human learning engages problem-solving activities (Anderson, 1993). Problem solving is 
also one of the most significant competencies whether in job settings or in schools and, 
as a result, teaching and assessing problem solving becomes one of the most significant 
educational objectives (Mayer, 2002). Mayer (2002) stated teaching problem-solving 
transfer has become one of the most critical educational objectives. As O’Neil (1999) 
pointed out, problem solving is a critical competency requirement of college students and 
employees. 

The National Center for Research on Evaluation, Standards, and Student Testing 
(CRESST) has conducted studies on problem solving (Baker & O’Neil, 2002; Baker & 
Mayer, 1999; O’Neil & Herl, 1998; O’Neil, Baker, & Fisher, 2002). CRESST adapted 
the problem-solving models of Mayer and Wittrock (1996). The CRESST model of prob
lem solving consists of three components: (a) content understanding, (b) problem-solving 
strategies, and (c) self-regulation (Baker & Mayer, 1999; O’Neil, 1999). 

The two major alternative techniques to teach problem solving are the use of worked 
examples and goal-free problems (Sweller, 1990; Ward & Sweller, 1990). Sweller (1989) 
defined worked examples as a procedure that focuses on problem states and associ
ated operators (i.e., solution steps), enabling students to induce generalized solutions or 
schemas. According to Sweller (1993), a goal-free problem is a problem without specific 
goals that encourages learners to find the value of as many variables as possible. In 
the last 15 years, many investigators paid a considerable amount of attention to worked 
examples and concluded that worked examples instruction is superior to the conventional 
problem-solving instruction, especially in the field of mathematics, computer program
ming, and physics (Carroll, 1994; Chi, Bassok, Lewis, Reimann, & Glaser, 1989; Renkl, 
Atkinson, Maier, & Staley, 2002; Tarmizi & Sweller, 1988; Ward & Sweller, 1990). 
A number of researchers investigated the efficacy of using worked examples in classroom 
instruction and provided evidence in favor of worked examples instruction rather than 
problem-solving instruction (Cooper & Sweller, 1987; Cooper, Tindall-Ford, Chandler, & 
Sweller, 2001; Ginns, Chandler, & Sweller, 2003; Paas, Renkl, & Sweller, 2003; Pawley, 
Ayres, Cooper, & Sweller, 2005). However, worked examples have not been applied to 
improve learning in game-based environments. 

1.2. Purpose of the Study 

The main purpose of this study was to examine the effectiveness of worked examples 
on problem solving in a game-based environment. The researcher used the problem-
solving assessment model developed by the CRESST to measure the three components 
of problem solving, which are content understanding, problem-solving strategy, and 
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self-regulation (Baker & Mayer, 1999; Herl, O’Neil, Chung, & Schacter, 1999; Mayer, 
2002). The data and conclusion presented in this study was based on the senior author’s 
doctoral dissertation. 

2. Worked Examples 

2.1. Introduction 

A number of researchers investigated the efficacy of using worked examples in classroom 
instruction and provided evidence of the effectiveness of worked examples instruction 
(Carroll, 1994; Cooper & Sweller, 1987; Ward & Sweller, 1990; Zhu & Simon, 1987). 
As Atkinson, Derry, Renkl, and Wortham (2000) have defined, worked examples are 
instructional devices that provide an expert’s solution for a learner to study. According 
to Atkinson et al. (2000), as instructional devices, typical worked examples include 
a problem statement and a step-by-step procedure for problem solving. Both of these 
elements are meant to show how similar problems might be solved. In addition, worked 
examples provide an expert’s problem-solving model for the learner to study and follow 
(Atkinson et al., 2000). 

According to Sweller (1990), a worked example is a procedure that focuses on prob
lem states and associated operators (i.e., solution steps), enabling students to induce 
generalized solutions or schemas. The definition made by Sweller (1990) was used in 
this study. 

In last 15 years, many researchers (e.g., Carroll, 1994; Chi et al., 1989; Renkl et al., 
2002; Sweller, Chandler, Tierney, & Cooper, 1990; Tarmizi & Sweller, 1988; Ward & 
Sweller, 1990) concluded that worked examples instruction is superior to the conventional 
problem-solving instruction, especially in the field of mathematics, computer program
ming, and physics. 

Sweller and his colleagues (e.g., Mawer & Sweller, 1982; Owen & Sweller, 1985; 
Sweller, Mawer, & Howe, 1982; Sweller, Mawer, & Ward, 1983) conducted many studies 
to examine how students learn schemas and patterns that facilitate problem solving 
via conventional practice-oriented instruction. Sweller’s study found empirical evidence 
showing that traditional, practice-oriented problem solving was not an ideal method for 
improving problem solving when compared to instruction that paired practice with worked 
examples (Cooper & Sweller, 1987; Sweller & Cooper, 1985). 

Van Gerven, Paas, Van Merriënboer, and Schmidt (2002) suggested that worked exam
ples could promote acquisition of complex cognitive skills for adults by reducing their 
cognitive load and irrelevant information. As Zhu and Simon (1987) pointed out, worked 
examples can be an appropriate and acceptable instructional substitute when compared to 
conventional classroom activity. In their study, the students completed a 3-year course in 
2 years by using worked examples as instructional material (Zhu & Simon, 1987). In addi
tion, in Carroll’s (1994) study, students were asked to learn how to make mathematical 
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equations with worked examples. The results of this study indicated that worked exam
ples could promote students’ confidence in mathematics and illustrated mathematical 
principles and classes of problem situations. 

2.2. Theories of Worked Examples 

In many studies of worked examples (e.g., Sweller, 1990), there are three major theories 
applied, which are (a) scaffolding, (b) schema theory, and (c) cognitive load theory. These 
three theories are described as the following: 

2.2.1. Scaffolding 

The term “scaffolding” was initially introduced by Vygotsky (1989) as tutoring or other 
assistance provided in a learning setting to assist students with attaining levels of under
standing impossible for them to achieve without assistance (Brush & Saye, 2001). Scaf
folds are tools, strategies, and guides that support students in attaining a higher level of 
understanding (Hannafin, Land, Oliver, & Reigeluth, 1999; Vygotsky, 1989). 

According to Vygotsky (1989), scaffolding is helping learners develop their own 
evolving knowledge through interactions with other people. Vygotsky (1989) viewed 
scaffolds as personal aid provided by a teacher or peer to help with the learning process. 
Vygotsky believed that learners construct their knowledge by interacting with other 
members of society and cannot be understood apart from the cultural settings. This theory 
suggested that teachers need to do more than just arrange the environment for students 
in order to learn on their own. This meant that teachers should assist or guide students’ 
learning rather than transmit knowledge to them. Assisted learning requires scaffolding, 
which is the support for learning and problem solving. 

According to Vygotsky (1989), there is a zone between what learners can do by 
themselves and with assistance. The zone of proximal development (ZPD) is a phase at 
which a learner can master a task if given appropriate help or support (Woolfolk, 2001). 
Wertsch and Resnick (1991) defined the zone of proximal development as an area where 
the learner cannot solve problems alone but can be successful under guidance. This is the 
area where instruction can succeed because real learning is possible. 

Recently, the concept of scaffolding has been broadened to include a multitude of 
different tools and resources that can be used by students to assist them with instruc
tional activities (Brush & Saye, 2001). According to Rosenshine and Meister (1992), 
assisted learning includes: (a) adapting materials or problems to students’ current levels, 
(b) demonstrating skills or thought process, (c) walking students through the steps of a 
complex problem, (d) doing part of the problem, (e) giving detailed feedback and allow
ing revisions, and (f) asking questions that focus on students’ attention. According to 
Rosenshine and Meister (1992), worked examples could be one type of scaffolding. The 
effective worked examples instruction should provide appropriate help and involvement 
in the zone of proximal development (Rosenshine & Meister, 1992). 
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2.2.2. Schema Theory 

The notion of schema was developed by psychologists in order to deal with the fact 
that much of our knowledge seems integrated (Woolfolk, 2001). Schema is a cognitive 
construct that categorizes the elements of information by the manner with which they will 
be dealt (Sweller, 1990). Furthermore, Sweller defined schema as a cognitive construct 
that allows problem solvers to recognize problems and problem states as belonging to a 
particular category that requires particular moves for solution (Sweller, 1990). According 
to schema theory, knowledge is stored in long-term memory in the form of schemas 
(Sweller, Van Merriënboer, & Paas, 1998). Schema construction occurs when learners 
determine the elements that need to be merged into a schema (Ginns et al., 2003). 

Schema automation is a critical factor in schema construction. Schema automa
tion occurs when learners practice sufficiently (Sweller et al., 1998). Many studies 
have confirmed the importance of schemas in algebraic problem solving (e.g., Larkin, 
McDermott, Simon, & Simon, 1980; Sweller, 1990), algebraic word problem solving 
(Low & Over, 1990, 1992), and geometry problem solving (Koedinger & Anderson, 
1990). Van Merriënboer, Clark, and de Croock (2002) have suggested that cognitive 
schemata enable problem solvers to solve a new problem by serving as an analogy. 

In addition, studying instructional material, such as worked examples, promotes the 
incorporation of procedures and elements into schemas held in long-term memory. That 
means learners can retrieve the schema as a single element so that they can process 
it in working memory without the assistance of instruction (Ginns et al., 2003). In a 
series of worked example studies, for example, Cooper and Sweller (1987), Sweller and 
Cooper (1985), Cooper et al. (2001), Ginns et al. (2003), Paas et al. (2003), Pawley et al. 
(2005), the researchers concluded that worked examples can enhance learning by schema 
construction, reducing extraneous cognitive load, and focusing attention properly. 

2.2.3. Cognitive Load Theory 

Sweller and Cooper (1985) and Mwangi and Sweller (1998) conducted a series of studies 
examining the effects of worked example instruction on mathematical learning. According 
to the results of the studies, Sweller (1990, 1993, 1994, 2004), Sweller and Chandler 
(1994), and Paas et al. (2003) developed the cognitive load theory to explain the limitation 
of cognitive resources during problem solving. 

Sweller (1989) indicated that people are only able to work with about two or three items 
of information at a time when required to process rather than merely hold information. 
This limitation has been considered as one of the most important factors in instructional 
design (Carlson, Chandler, & Sweller, 2003; Chandler & Sweller, 1991, 1992, 1996; 
Jeung, Chandler, & Sweller, 1997; Mayer, 2001; Pass & Van Merriënboer, 1994; Sweller 
et al., 1990, 1998; Tindall-Ford, Chandler, & Sweller, 1997). 

Cognitive load theory (Paas et al., 2003; Sweller 1989, 1994) assumes that all learning 
uses a very limited working memory and an unlimited long-term memory. This theory 
suggests that the limitation of working memory is the most critical factor when students 
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are studying new instructional material. According to this theory, cognitive load can 
be divided into three categories: intrinsic cognitive load, extraneous cognitive load, and 
germane cognitive load (Sweller et al., 1998; Carlson et al., 2003; Gerjets & Scheiter, 
2003; Renkl & Atkinson, 2003). 

Intrinsic cognitive load is determined by the degree of interaction among the elements 
in working memory during learning (Sweller, 1994; Sweller & Chandler, 1994). If there 
are too many interactive elements presented to the learners at the same time, the cognitive 
load might exceed the limits of working memory and the effectiveness of learning would 
be restricted (Carlson et al., 2003). On the other hand, extraneous cognitive load is 
determined by the organization of the instructional material. Instructional materials can be 
presented in different ways, such as diagrams, text, and worked examples, and different 
ways cause different amounts of extraneous cognitive load (Carlson et al., 2003). For 
example, the integration of diagrams and text enhance learning compared to diagrams-
only or text-only instructional materials (Mayer & Moreno, 2003; Mayer & Sims, 1994; 
Mayer, Moutone, & Prothero, 2002). 

Instructional design needs to reduce extraneous cognitive load or ineffective cognitive 
load by using the appropriate instructional methods and formats (Sweller, 1990; Sweller 
et al., 1990). In addition, according to Wulf and Shea (2002), learners may perform worse 
or even stop learning under the conditions of excessively low cognitive load or high 
cognitive load. If the instructional materials are too easy for learners, they may benefit 
from practice that increases the cognitive load and challenges them. On the other hand, 
if the instructional materials are too difficult, students may benefit from practice that 
reduces their cognitive load to an appropriate level. 

According to Gerjets and Scheiter (2003), germane or effective cognitive load may 
enhance schema construction by implementing higher level cognitive processes due to 
beneficial cognitive processes, for example, abstractions, comparisons, elaboration, and 
inferences that are encouraged by the instructional presentation. As pointed out by Paas, 
Renkl, and Sweller (2003), germane cognitive load is the load induced by learners’ efforts 
related to the processes that contribute to the construction and automation of schemas. 
According to Renkl and Atkinson (2003), in the case of learning from worked examples, 
self-explanation would be considered germane load while a learner’s effort in gaining an 
understanding of a solution rationale. 

According to cognitive load theory, a large number of elements cannot be manipulated 
in working memory without assistance. Cognitive load can be reduced effectively after 
schema automation (Sweller et al., 1998). Ward and Sweller (1990) suggested that worked 
examples could facilitate schema construction and automation. 

Cognitive load study has shown that learning from worked-out examples, in comparison 
to problem solving, is very effective during the initial stages of cognitive skill acquisition. 
In later stages however, solving problems is superior (Renkl & Atkinson, 2003). In Paas 
and Van Merriënboer’s (1994) study, students who studied worked examples gained most 
from high-variability examples, invested less time and mental effort in practice, and 
attained better and less effort-demanding transfer performance than students who first 
attempted to solve conventional problems and then studied work examples. 
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According to Cooper et al. (2001), students engaged in studying worked examples that 
emphasized understanding and remembering procedures and concepts were compared 
with students who were engaged in imagining worked examples that emphasized imag
ining procedures and concepts. It was hypothesized that students who held prerequisite 
schemas would find imagining to have a beneficial effect on learning, compared with 
students studying the material. Whereas students who were less knowledgeable would 
find imagining to have a negative effect on learning when compared to studying worked 
examples. Experimental results were in accord with our hypotheses. It was concluded that, 
under specific circumstances, encouraging students to imagine procedures and concepts 
could substantially facilitate learning. In addition, the study conducted by Ginns et al. 
(2003) indicated that worked example was superior to imagining when subjects had low 
prior knowledge combined with complex tasks. But the superiority was reserved when 
subjects had high prior knowledge or the tasks were less complex. 

Although there are many studies showing that worked examples are superior to tra
ditional problem solving instruction, not all worked examples are effective (Sweller, 
1990). Instruction needs to be formatted to make cognitive resources focus on facilitating 
schema acquisition rather than directed to other irrelevant activities (Sweller, 1990). Many 
researchers (e.g., Sweller et al., 1990; Tarmizi & Sweller, 1988; Ward & Sweller, 1990) 
suggested that the efficacy of worked examples as an instructional technique was limited 
by the quantity of information processing required. This meant that worked examples 
were only effective under certain cognitive conditions. If the worked examples involved 
a heavy cognitive load, cognitive resources directed to problem states and the related 
steps to the resolution might be reduced to the detriment of schema acquisition (Lim & 
Moore, 2002). Thus design of worked examples became critical. 

2.3. Design of Worked Examples 

The design or structure of worked examples plays an important role in the effectiveness 
of worked examples (Catrambone, 1994; Mwangi & Sweller, 1998; Ward & Sweller, 
1990; Zhu & Simon, 1987). In many cases, worked examples consist of aids, such as 
diagrams, verbal instruction, and paired problems. Although the worked examples used 
by many researchers were not similar, they shared the same fundamental purpose: to 
demonstrate a pattern or principle (Atkinson et al., 2000). These principles of designing 
worked examples are (a) before vs. after, (b) complete vs. incomplete, (c) backward fading 
vs. forward fading, (d) text vs. diagrams, (e) visual vs. verbal (f) steps vs. subgoals. Each 
principle is briefly discussed, and its implication for this study is noted as the following: 

2.3.1. Before vs. After 

Laboratory studies indicated that when presented with traditional practice exercises, stu
dents tended to use typical novice strategies, such as trial and error, while students 
presented with worked examples before solving often used more efficient problem-solving 
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strategies and focused on structural aspects of problems (Atkinson et al., 2000). How
ever, Stark, Gruber, Renkl, and Mandl (2000) concluded that presenting problems first 
followed by similar worked examples (problem-example) is significantly more effective 
than exposing learners to either problems only or worked examples only instructions. 

In the methodology of this study, the participants were asked to study the worked 
examples before the problems. During the problem solving, the participants could review 
the worked examples at any time to reduce their cognitive load. 

2.3.2. Complete vs. Incomplete 

There are empirical studies (e.g., Renkl et al., 2002) showing that in some conditions 
complete worked example instructions are not as effective as incomplete worked example 
instructions. Many researchers (e.g., Pass, 1992; Van Merriënboer, 1990) argued that 
incomplete worked examples effectively support the acquisition of cognitive skills. 

Stark, Mandl, Gruber, and Renkl (1999) found that studying incomplete examples fos
tered the quality of self-explanations and the near and medium transfer of learned solution 
methods significantly more than studying complete worked examples. Stark et al. (1999) 
defined near transfer problems as problems that are similar in structure (same solution 
rationale) to the worked examples but contain different surface features (cover story, 
objects, numbers). Medium transfer problems are problems with a different structure (a 
modified solution procedure), but similar surface features. Far transfer problems differed 
with respect to both structure and surface features (Stark et al., 1999). 

In general, early studies on worked examples used complete examples to establish their 
effectiveness. Then the studies on incomplete worked examples were conducted. For this 
study, the author used complete worked examples as this is the first study of its kind and 
because the purpose of this study is to investigate the effectiveness of worked examples 
by comparing worked example groups with nonworked example groups in a game-based 
environment. 

2.3.3. Backward Fading vs. Forward Fading 

Renkl et al. (2002) introduced a new feature for worked example instruction called fading, 
which integrates worked examples and problem solving and builds a bridge between 
example study in early phases of cognitive skill acquisition and problem solving in later 
stages. They conducted a successive integration of problem-solving elements into worked 
examples until the learners solved problems on their own (i.e. complete worked examples 
only to increasingly more incomplete examples to problem only). They found that the 
fading procedure can foster the performance of near and medium transfer problems only, 
and it is more favorable to fade out the solution steps of the worked examples in a 
backward manner (leaving out the last solution step first) when compared with a forward 
manner (omitting the first solution step first) (Renkl et al., 2002). 

Because the previous studies could not provide enough evidence of the effect of 
fading on far transfer problems, Atkinson, Renkl, and Merrill (2003) conducted another 
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study combining fading with self-explanation prompts designed to encourage learners to 
identify the underlying principle demonstrated in each worked example solution step. This 
study successfully demonstrated using backward fading procedure combined with self-
explanation prompting significantly fosters not only near and medium transfer learning 
but also far transfer learning (Atkinson et al., 2003). According to Renkl, Atkinson, and 
Grobe (2004), students would learn most about those principles that were faded, which 
suggested that specific self-explanation activities are triggered by faded steps. 

In this dissertation, the authors did not use fading in the worked examples because 
the purpose of this study was to investigate the effectiveness of worked examples by 
comparing worked example groups with nonworked example groups in a game-based 
environment. 

2.3.4. Text vs. Diagrams 

According to Sweller et al. (1998), the purpose of worked example instruction is to reduce 
extraneous cognitive load. However, studies provide evidence for the split-attention effect 
that might reduce the effectiveness of worked examples (Sweller et al., 1990; Tarmizi & 
Sweller, 1988; Ward & Sweller, 1990). The split-attention effect occurs when learners are 
required to divide their attention and mentally integrate multiple sources of information 
(Mousavi, Low, & Sweller, 1995). According to Mwangi and Sweller (1998), Tarmizi 
and Sweller (1988), and Ward and Sweller (1990), the participants in the split-attention 
group who had to attend to the information from separate diagrams and text showed 
decreased effectiveness of learning in a series of worked example studies. They also 
found that restructuring the worked examples by integrating the diagrams and textual 
explanations of problems facilitates learning. Sweller et al. (1998) concluded that the 
split-attention effect occurs when learners’ attention is distracted from separate text and 
diagrams. Therefore, the text and diagrams need to be integrated appropriately. 

In summary, learners benefited most from the instructional materials with integration 
of diagrams and text compared to diagrams-only or text-only instructional materials. In 
this study, the author integrated the text and diagrams of the worked examples in order 
to avoid the split-attention effect. 

2.3.5. Visual vs. Verbal 

The integration of diagram and text can enhance learning. Integration of visual and verbal 
can also promote the effectiveness of worked example instruction (Tarmizi & Sweller, 
1988; Mayer & Moreno, 2003; Moreno & Mayer, 2002; Mousavi et al., 1995; Ward & 
Sweller, 1990). For example, Mousavi et al. (1995) conducted a series of worked example 
studies to compare the effectiveness of using worked examples to teach eighth-grade 
geometry with different formats: (a) visual–visual, where the integration of diagrams 
and text were presented, (b) visual–auditory, where diagram was presented with aural 
associated statements, and (c) simultaneous, where diagrams was presented with both text 
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and aural statements. The results show that visual–auditory and simultaneous methods 
are superior to visual–visual method. 

Mayer and his colleagues (Mayer, Moreno, & Boire, 1999) consistently found that 
integration of dual-presentation, which was visual–verbal, could enhance learning in a 
series of multimedia studies. In addition, in Atkinson, Mayer, and Merrill’s (2005) study, 
college students were asked to learn how to solve proportional reasoning word problems 
using a computer-based multimedia program. Some of their studies involved a set of 
worked examples with proportional reasoning narrated by an animated agent with a human 
voice, and some of their studies involved the same set of worked examples but narrated 
by an agent with a machine synthesized voice. The results showed that the students with 
a human voice performed better on near and far transfer test than those with a machine 
synthesized voice. 

However, Jeung et al. (1997) found that using visual–visual worked examples is 
superior to using visual–verbal worked examples in complex conditions. They conducted a 
series of studies to compare visual–verbal and visual–visual worked example instructions 
in complex and simple problem settings. They concluded that visual–verbal instruction 
appears to be superior to visual–visual instruction only in simple problem tasks (Jeung 
et al., 1997). 

Based on previous studies, further study is needed to examine the effectiveness of 
the integration of diagrams, text, and audition on simple and complex worked examples. 
Since this study is the first study of its kind and because the purpose of this study is to 
investigate the effectiveness of worked examples by comparing worked example groups 
with nonworked example groups in a game-based task in a complex task. The authors 
chose the visual–visual worked examples as instructional intervention in this study. 

2.3.6. Steps vs. Subgoals 

Catrambone (1994) and Catrambone and Holyoak (1990) suggested that subgoals appear 
to enhance learning by modifying old steps rather than applying it without adaptation. That 
might come from (a) emphasizing meaningful chunks of problems’ solutions, (b) adding 
labels to the solutions, (c) inducing the worked examples’ underlying goal structures, 
and (d) leading learners to discover meaningful generalizations (Catrambone & Holyoak, 
1990; Atkinson et al., 2000). Catrambone (1994) indicated that learners are encouraged 
to distinguish the function of the subgoals and then explain why the steps are grouped 
together. 

In addition, these cognitive activities help learners induct the principles and schemas 
used in the worked examples (Atkinson et al., 2000). The researchers (Catrambone, 1994; 
Catrambone & Holyoak, 1990) found that the performances of the participants receiving 
the subgoals were significantly better than the participants without subgoals. According 
to Sweller (1990), the subgoals or general strategies in worked examples can facilitate 
learners’ transfer of knowledge while the specific steps can enhance learners’ retention. 

According to Gerjets, Scheiter, and Catrambone (2004), studying the worked examples 
that focus on steps, problem-type schemas, structural task features, and category-specific 
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solution procedures might be cognitively demanding because it requires learners to simul
taneously hold a substantial amount of information in working memory. Therefore, the 
researchers suggested to break down the worked examples with complex steps into smaller 
subgoals with meaningful solution elements that can be conveyed separately. Based on 
their results, the learners who had the subgoals performed better than those who had the 
steps. In addition, according to Van Gog, Paas, and Van Merriënboer (2004), worked 
examples should focus on the principle information (“why”) and strategic information 
(“how”) that experts use when solving problems using subgoals. The results of their study 
confirmed that process-oriented information of worked examples could enhance transfer 
performance, especially for complex cognitive skills with multiple possible solution paths. 

In this study, the authors chose the simple steps in the worked examples because the 
purpose of this study is to investigate the effectiveness of worked examples by comparing 
worked example group with non-worked example group in a game-based environment. 

2.4. Methodology and Results 

The present study consisted of a pilot and a main study. The purpose of the pilot study 
was to investigate the feasibility of procedures and measurements, the format of worked 
examples and the assessment tools for problem solving. The purpose of the main study 
was to evaluate the effectiveness of worked examples in a game-based problem-solving 
task. The design of the main study was the randomized pretest posttest design with control 
group, which was a true-experiment design. The research question in this study is “Will 
participants in the worked example group increase their problem solving in a game-based 
task (i.e. SafeCracker) after studying worked examples compared to the control group.” 

In the main study, 72 undergraduate and/or graduate students were randomly assigned 
into two groups, which were the worked example and the control group. The age of 
participants ranged from 18 to 38. The average age of the participants was about 26 years 
old. About half of them seldom played video games and the other half played at least 1 h 
per week. Each group was asked to play the computer puzzle game, that is, SafeCracker. 
SafeCracker is a computer puzzle game that requires the players to find the clues, apply 
the tools and knowledge, and solve the puzzles in order to open the safes in a mansion. 
For example, in order to open the Brown safe (Pascal Triangle puzzle) in Room 2 (Small 
Showroom), the participants need to provide the correct values for the elements of Pascal’s 
triangle; each value is determined by adding together the two numbers immediately above. 
Or use the clue found in the brown book (Mathematical Puzzles & Numerical Figures) 
on the desk in Room 6. In the procedure, the participants were asked to fill out self-
regulation questionnaires first. Then, they were asked to complete the knowledge maps 
and problem-solving strategy questions after the first game playing session as the pretests. 
Next, the worked example group studied the worked examples, and the control group 
did not. Then, they were asked to complete the knowledge maps and problem-solving 
strategy questions after the second game playing session as the posttests. Finally, the 
debriefing completed the main study. 
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The results obtained in this study provided the evidence that worked examples could 
enhance problem solving in a game-based environment. First, the participants who 
received worked examples improved significantly more than those who did not receive 
worked examples on the knowledge map. The average improvement of knowledge map 
score of the worked example group (M = 2�21 out of 81, or 2.73%) was significantly 
�p < 0�01� more than that of the control group (M = 0�62 out of 81, or 0.77%). 

Second, the participants who received worked examples improved more than those 
who did not on the problem-solving retention question. However, a significant �p < 0�05� 
difference between the two groups was found in the pretest. Thus an analysis of covariance 
(ANCOVA) was run while assigning the mean score of pretest as the covariate. The 
adjusted mean of the posttest of retention score of the worked example group (M = 4�18 
out of 28, or 14.93%) was significantly �p < 0�01� greater than that of the control group 
(M = 3�54 out of 28, or 12.64%). 

Third, the worked example group improved more than the control group on the problem-
solving transfer question. However, a significant �p < 0�05� difference between the two 
groups was also found in pretest. Thus an ANCOVA was run while assigning the mean 
score of pretest as the covariate. The adjusted mean of the posttest of transfer score of 
the worked example group (M = 2�37 out of 22, or 10.77%) was significantly �p < 0�05� 
more than that of the control group (M = 1�97 out of 22, or 8.95%). 

In addition, as predicted, no significant difference between the two groups was found in 
the scores of trait self-regulation questionnaire. Significant �p < 0�05� correlations were 
found only between the scores of trait self-regulation questionnaire and knowledge map 
scores for the total sample. For the total sample, the participants with higher planning 
performed better in knowledge map pretest and posttest; the participants with higher 
self-monitoring got higher scores on knowledge map posttest and improvement; the 
participants with higher effort performed better on knowledge map improvement; and 
the participants with higher self-efficacy got higher scores on knowledge map pretest, 
posttest, and improvement. 

3. Discussion and Implications 

The purpose of this study was to examine the effectiveness of worked examples in a 
game-based problem-solving task. The CRESST model of problem solving consists of 
three components: (a) content understanding, (b) problem-solving strategies, and (c) self-
regulation (Baker & Mayer, 1999; O’Neil, 1999). Therefore, this study examined the 
effectiveness of worked examples on these three components. 

Hypothesis 1: Worked examples instruction will produce a significant improvement in 
content understanding compared to control group. This hypothesis was supported. 

The results were consistent with several studies. For example, Ward and Sweller (1990) 
suggested that worked examples could facilitate schema construction and automation. 
In Van Gog, Paas, and Van Merriënboer’s (2004) study, the participants who received 
the process-oriented worked examples performed better on content understanding test 
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and transfer test than those who did not. Kalyuga, Chandler, Tuovinen, and Sweller 
(2001) conducted a study examining the interaction between levels of learners’ prior 
knowledge and levels of instructional guidance. They concluded that (a) the participants 
with low prior knowledge benefited most from the worked examples condition, and 
(b) the effectiveness of worked examples or problem solving depends heavily on levels 
of learners’ prior knowledge. In Kalyuga, Chandler, and Sweller’s (2001) study, they 
investigated interaction between levels of learner knowledge, levels of tasks’ complexity, 
and levels of instructional guidance. The results indicated that there was no significant 
difference between worked example group and control group in simple tasks. As expected, 
they found inexperienced subjects clearly benefited most from the worked examples 
procedure in complex tasks. 

In this study, the participants had no experience in playing SafeCracker, so their level 
of prior knowledge was low. In addition, the problems in this study required several high-
level cognitive skills and had more than seven steps, so the problems were considered 
complex. As expected, the participants who received worked examples performed signif
icantly better than those who did not on the knowledge map test. The results supported 
the previous studies on worked examples. 

In addition, in Ginns et al. (2003) study, the average percentage of correct answers 
was 77.39% among 20 inexperienced college students who were given worked examples 
to learn difficult HTML coding. In the study conducted by Kalyuga et al. (2001), the 
average percentage of correct answers on a programming performance test was 54.17%, of 
the worked example group for 24 novice trade apprentices learning Programmable logic 
controller (PLC) programming. Further, the study conducted by Tuovinen and Sweller 
(1999) investigated the effectiveness of worked examples in learning complicate computer 
skills. The results indicated that the average percentage of correct answers was 30.25%. 
Thus the average percentage of correct answers in the previous studies by Sweller and 
his colleagues was 58.79%. 

In this study, the achievement test could be the alternative problem-solving test which 
was the task of opening the safes. Therefore, the score of the alternative problem-solving 
test in this study could be the percentage of the opened safes. For the three safes that 
had worked examples (the Liberty Safe in Room 5, the Diapicture Safe in Room 6, and 
the Big Switch Safe in Room 27), there was a significant difference in the percentage 
of opened safes between the two groups. The worked example group �M = 84�26%� 

performed significantly better than the control group �M = 34�26%�. Furthermore, the 
average percentage of the five safes opened by the worked example group in the second 
game-playing was 57.22%, which was close to the average percentage of correct answers 
in previous studies (e.g., Ginns et al., 2003; Kalyuga et al., 2001; Tuovinen & Sweller, 
1999). In addition, according to the results of t-test, there was a significant difference 
in the improvement of the percentage of the opened safes between the two groups. The 
worked example group improved significantly more than the control group (20.19% vs. 
−6�85%). As expected, there was no significant difference in the percentage of the opened 
safes in the pretest (first round game-playing) between the two groups. 
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However, the result of this study was not consistent with Chen’s (2005) study. The 
purpose of Chen’s (2005) study was to examine the effectiveness of games. Thus the 
knowledge map pretest was before the first round game playing session and the posttest 
was after the second game playing session. In Chen’s (2005) study, the difference between 
the knowledge map pretest and posttest was statistically significant in favor of the perfor
mance after the game playing session. There was only one group in Chen’s (2005) study. 
The procedure used in Chen’s (2005) study was similar to the procedure of the control 
group in this study. However, the purpose of this study is to examine the effectiveness 
of worked examples. Thus the knowledge map pretest was after the first round game 
playing session and the posttest was after the second game playing session. Due to the 
different procedures from Chen’s (2005) study, the results in this study showed there 
was no significant difference between the knowledge map pretest and posttest of the 
control group. 

Although the results from this study confirmed the superiority for these worked example 
treatment in a game-based environment, the improvement of content understanding was 
small (from 4.08% on the pretest to 6.81% on the posttest). The rational of this small 
improvement is discussed in the next section. 

Hypothesis 2: Worked examples instruction will produce a significant improvement in 
problem-solving strategies compared to the control group. This hypothesis was confirmed. 

The results in this study were consistent with the results of the following studies. For 
example, Van Gerven, Paas, and Schmidt (2000) suggested that worked examples could 
promote acquisition of complex cognitive skills for adults by reducing their cognitive load. 
According to Cary and Carlson (1999), worked examples can facilitate problem solving in 
a complex retention arithmetic task. In addition, the results of the study conducted by Paas 
(1992) concluded that worked example is an efficient knowledge base for solving transfer 
problems. In Van Gog, Paas, and Van Merriënboer’s (2004) study, the participants who 
received the process-oriented worked examples performed better than those who did not 
on a transfer test. 

In addition, the results of problem-solving strategy in this study were consistent with 
Chen’s (2005) study. In her study, there were significant differences between the scores 
of pretests and posttests of problem-solving strategy questions of retention and transfer. 
According to the results of paired-sample t-test, there were significant differences between 
scores of pretests and posttests of problem-solving strategy questions of retention and 
transfer of the control group in this study. Unlike the knowledge map tests, the procedures 
of problem-solving measures in this study were the same as the procedure in Chen’s 
(2005) study. The pretests of problem-solving strategy question of retention and transfer 
were presented after the first round of game playing session, and the posttests were 
presented after the second round of game playing session in both studies. In this study, 
as expected, the worked example group performed significantly better than the control 
group in problem-solving questions of retention and transfer. 

However, the improvement of the worked example group was small. For retention 
questions, the improvement was from 2.17 on the pretest to 4.18 on the posttest; and the 
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improvement was from 1.75 on the pretest to 2.37 on the posttest for transfer question. 
The reasons could be 

1. There were only three worked examples (60%) out of a total of five safes in the 
second round game playing session. 

2. The problems in this game were complicated and there was more than one solution 
for each safe. The worked examples in this study provided only one of the solutions 
for each of the three safes. 

3. The worked example instruction in this study lacked practice problems (Renkl 
et al., 2002), fading procedure (Atkinson et al., 2003; Renkl et al., 2004), and 
self-explanations prompting (Renkl & Atkinson, 2003). 

Therefore, in the subsequent study, the worked example instruction needs to be modified 
to improve problem solving in a game-based environment. In addition, the interaction 
among levels of instruction, levels of complexity, levels of prior knowledge, fading 
procedure, and self-explanations prompting also needs to be investigated. 

Hypothesis 3: There will be no significant difference in self-regulation between worked 
example groups and control groups. However, higher self-regulation will be associated 
with higher content understanding and problem-solving strategies. This study confirmed 
that self-regulation was associated with content understanding, but not associated with 
problem-solving strategies. 

As expected, the results confirmed that there was no significant difference in self-
regulation between worked example groups and control groups. For the total sample, 
the participants with higher planning performed better in knowledge map pretest and 
posttest; the participants with higher self-monitoring received higher scores on knowledge 
map posttest and improvement; the participants with higher effort performed better on 
knowledge map improvement; and the participants with higher self-efficacy had higher 
scores on knowledge map pretest, posttest, and improvement. Thus, the scores of self-
regulation were associated only with content understanding, but not related to problem-
solving strategies. 

The results were consistent with Chen’s (2005) study. In Chen’s (2005) study, sig
nificant correlations were found between self-monitoring and the learning of knowledge 
map, self-efficacy and knowledge map pretest and posttest. However, the results were 
not consistent with the following studies. According to Howard, McGee, Hong, and Shia 
(2000), self-regulation could be a significant predictor of both content understanding and 
problem solving. In Phye’s (1998) study, the results indicated that self-regulation could 
significantly influence both domain-specific and domain-independent problem-solving 
performance. In addition, according to Theodorou and Bonnie (2001), self-regulation 
could predict transfer of problem solving. Thus the relationships among self-regulation, 
problem solving, and worked examples need to be examined in future study. 

There are several implications resulting from this study in the fields of worked example 
instruction, problem solving, and game-based learning environments. The present study 
confirmed that worked example is effective in a game-based problem-solving task. In 
this study, worked example instruction produced a significant increase in content under
standing and problem-solving strategies compared to the control group. The utility of 
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a knowledge mapping system to assess content understanding was also indicated. In 
addition, a new scoring system for problem-solving strategy was developed in this study. 
However, the validity of this new system needs to be evaluated in future studies. Per
haps the most important result is that providing effective instructional strategies, that is, 
worked examples, could enhance the training effectiveness of commercial off-the-shelf 
computer games. 

According to Moreno (2004), more study needs to be conducted to determine which 
instructional methods are most effective for which educational objectives and which 
learners, based on how an educational game should be designed. The results in this study 
provided evidence that using worked examples could be one of the good instructional 
methods to facilitate adults problem solving with a commercial off-the-shelf computer 
game. 

According to Sweller (1994, 1998, 2000, 2004) and Sweller and Chandler (1994), 
cognitive load theory suggests that the limitation of working memory is the most critical 
factor when students are studying instructional material. Many studies confirmed that 
worked example could enhance learning by reducing learners’ cognitive load (e.g., Carroll, 
1994; Tarmizi & Sweller, 1988; Chi et al., 1989; Renkl et al., 2002; Sweller et al., 1990; 
Ward & Sweller, 1990). The results of this study were consistent with these studies. The 
use of worked examples in a game-based problem-solving task was supported. However, 
the improvement was unsatisfactory. Further study is needed to evaluate the effective 
design of worked examples in a game-based environment. 

For example, in Renkl et al.’s (2002) study, the procedure of fading, which integrated 
worked examples and problem solving, could build a bridge between worked example 
study in early phases of cognitive skill acquisition and problem solving in later stages. 
They found the fading procedure could enhance the performance of transfer problems. 
In addition, it was more favorable to backward fading procedure (omitting the last 
solution step first). In the study conducted by Renkl and Atkinson (2003), the conclusion 
showed that prompting for self-explanations in the worked examples could facilitate 
fading procedure to be more effective. In addition, according to Atkinson, Renkl, and 
Merrill (2003), combining backward fading with self-explanation prompts could foster 
transfer learning by encouraging learners to identify the underlying principle demonstrated 
in each worked example solution step. Since this study was the first study to investigate 
the effectiveness of worked example in a game-based problem-solving task, the worked 
examples used in this study were simple and did not consist of fading or self-explanations 
procedure. Thus further study is needed to examine the effectiveness of fading and 
self-explanations on worked examples in a game-based environment. 

In summary, based on the relevant studies, the merits of the worked example used in 
this study were (a) integration of diagrams and text (Sweller et al., 1998), (b) multiple 
examples (Sweller, 1990), and (c) high variety (Atkinson et al., 2000). Although the 
results suggested that worked example is superior to problem solving on enhancement 
of problem solving in a game-based environment, the improvement was small. In order 
to obtain greater improvement, the worked example instruction could add: (a) practice 
problems (Pass, 1992; Van Merriënboer, 1990; Stark et al., 1999), (b) fading procedure 
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(Renkl et al., 2002), (c) self-explanations (Atkinson et al., 2003; Renkl et al., 2004), 
(d) verbal instruction (Mayer, Moreno, & Boire, 1999), and (e) subgoals (Catrambone, 
1994; Catrambone & Holyoak, 1990) in future study. 
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TRAINING VISUAL ATTENTION WITH VIDEO GAMES: NOT ALL 
GAMES ARE CREATED EQUAL 

J. E. Cohen, C. S. Green and D. Bavelier 
University of Minnesota 

Abstract 

Playing action video games enhances visual selective attention; however, little is known 
about the facets of video game play that contribute to such enhancements. To address 
this issue, participants with little to no previous gaming experience were trained on one 
of several video games. Each training game was selected to emphasize different aspects 
of typical game play that may contribute to learning. Participants were tested on two 
paradigms designed to explore dynamic aspects of visual selective attention. The first, the 
attentional blink task, measures the temporal resolution of visual attention; the second, the 
multiple object tracking task, measures the number of objects that can be simultaneously 
attended over a period of several seconds. Participants trained for 12 h on an action video 
game showed improvement on these two measures of visual attention. Individuals trained 
on a variety of other games showed comparatively less or no improvement. These results 
point out the combined requirements of monitoring several objects at once and being 
highly engaged in a very fast paced game as key factors in producing changes in visual 
selective attention. 

1. Introduction 

There is a substantial literature that demonstrates the positive effects that video game 
play can have on cognitive and perceptual abilities (see Green & Bavelier, 2006a for a 
review). For instance, previous studies of video games have shown that game play can 
lead to faster reaction times in healthy adults (Bialystok, 2006; Orosy-Fildes & Allan, 
1989), young children (Yuji, 1996), and in the elderly (Clark, Lanphear, & Riddick, 
1987; Goldstein et al., 1997). There are studies that have found evidence of enhanced 

Computer Games and Team and Individual Learning 
Edited by Harold F. O’Neil and Ray S. Perez 
© 2008 by Elsevier Ltd. All rights reserved. 



206 Julia E. Cohen et al. 

motor coordination related to video game experience (Griffith, Voloschin, Gibb, & Bailey, 
1983) and produced by game training in the elderly (Drew & Waters, 1986). A number 
of video game training regimens have produced enhancements in skills such as spatial 
visualization, mental rotation, and distinguishing between trajectories of moving objects 
(Dorval & Pepin, 1986; Gagnon, 1985; McClurg & Chaille, 1987; Subrahmanyam & 
Greenfield, 1994). Several studies have demonstrated enhancements in various of aspects 
of visual attention, such as the number of objects that can be attended at once, the spatial 
and temporal distribution of visual selective attention, and the ability to divide attention 
(Green & Bavelier, 2003, 2006b,c, 2007; Greenfield, DeWinstanley, Kilpatrick, & Kaye, 
1994). Finally, there is work that demonstrates that these enhancements may have real-
world benefits, such as in the training of pilots or laparoscopic surgeons (Gopher, Weil, & 
Bareket, 1994; Rosenberg, Landsittel, & Averch, 2005). 

The variety of different skills that can be modified by video game experience, and 
the degree to which they can be modified, is certainly striking. However, it is of great 
consequence to recognize that most of the studies comparing players and non-players 
have lumped together a wide variety of game types when determining which participants 
qualify as “video game players.” This fact is of critical importance when attempting to 
interpret the results of these studies or make predictions based upon them. One could argue 
that considering the effect of “video game play” on a certain skill is roughly equivalent to 
considering the effect of “playing a sport” on a skill. The literature on the effect of sports 
on perceptual and motor skills (and in fact, the great majority of the literature on perceptual 
learning in general) has demonstrated that the nature of the training greatly influences the 
types of effects that are observed. For instance, baseball experience decreases Go/NoGo 
reaction times but tennis does not (Kida, Oda, & Matsumura, 2005), while soccer and 
volleyball players show enhancements in voluntary orienting that swimmers and track 
athletes do not (Lum, Enns, & Pratt, 2002). In this chapter, we ask whether the varied 
environments and demands offered by different types of games will lead to distinct 
cognitive effects on their players. For this chapter, the term “video games” refers to a 
game wherein players interact with objects on a screen (displayed by either a computer 
or game console) for entertainment purposes. All of these games involve a human player 
responding to images and/or sounds controlled by either the computer/console or other 
human players, with the ultimate goal of winning points or achieving a given mission. 

The hypothesis that the characteristics of a game are directly related to the types 
of processes that are modified is implicitly acknowledged in the types of games that 
experimenters have chosen when training participants. For example, when testing mental 
rotation skills, McClurg and Chaille (1987) used The Factory (Kosel & Fish, 1983) as one 
of their training games because it explicitly requires the mental rotation of a figure as you 
plan the figure’s progress through a series of virtual stamping and cutting machines to 
achieve a desired final shape. When looking to improve the speed of selection processing, 
Clark et al. (1987) chose Pac Man (Namco, 1979) and Donkey Kong (Nintendo, 1981) as 
their training games, because successfully playing these games requires the rapid selection 
of responses to sudden events. In an attempt to improve pilot performance, Gopher et al. 
(1994) made use of a modified version of the game Space Fortress (Donchin, Fabiani, 
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& Sanders, 1989), which was purposely altered to tap the types of attentional skills present 
during flight. In our work on visual attention (Green & Bavelier, 2003, 2006b,c), we have 
specifically looked at the effect of “action games,” as these games make heavy demands 
upon the types of processes we have studied (efficient monitoring of the periphery for 
the occurrence of unpredictable events, tracking of many fast-moving objects, effective 
distractor rejection, etc.). 

The hypothesis that games with different requirements should have different effects 
on cognitive processing is also represented by the video game we have chosen as a 
“control” video game in our studies. The game Tetris (Alexey Pajitnov, 1985) was chosen 
as a control because it places great demands on visuo-motor coordination, but otherwise 
makes very different demands on visual attention than the experimental action game. For 
instance, Tetris requires participants to pay attention to just one block at a time, only 
a few spatial locations have to be attended during the game, their locations are always 
predictable (the piece falling and the game board), and the trajectory of the attended piece 
is entirely under the control of the user (thus, unlike in the action game, Tetris players 
know at all times where their attention should be directed). Although Tetris was chosen as 
our control because it is unlikely to alter the specific visual attentional processes we have 
examined, were we to measure the effect of video game experience on mental rotation 
Tetris would be a good candidate for the experimental game (see Sims & Mayer, 2002). 

In the only study (to our knowledge) that specifically attempted to measure the effects 
of different categories of games, Gagnon (1985) found a relationship between performance 
on a test of spatial orientation and successful training on the three-dimensional game 
Battlezone (Atari, 1980) but not the two-dimensional game Targ (Exidy, 1980) while 
measures of spatial visualization and visual pursuit were improved by playing either game. 
This result therefore supports the suggestion that game content or format determines 
the nature of cognitive and perceptual skills that can be acquired through video game 
experience. 

While categories of video games available in 1985 could be broadly categorized by 
whether they were two- or three-dimensional, commercially available games today are 
often extremely complex and contain a variety of traits that may contribute to learning. 
Today’s games range from those that require indiscriminate killing of enemies, to virtual 
versions of popular sports, to slow-paced turn-based strategy games, just to describe a 
few standard formats. Critically, these formats vary widely in the extent and nature of 
spatial and temporal attentional demands (as characterized, for example, by the number 
of attackers or the rate at which they appear), the players’ emotional and cognitive 
engagement in the game, the predictability of events, and the visual complexity of the 
virtual environment. Games also vary in regard to whether the play is individual or 
team-based and interactive. Video game journals employ a rough classification scheme 
that divides games into a number of broad categories, including first-person shooter, 
third-person shooter, fighting, racing, role-playing, simulation, sports, and puzzle games; 
however, no system of categorization can cleanly partition all games as many incorporate 
more than one form of play. Furthermore, there is much variability to be found within 
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these semi-distinct genres as even games with similar basic premises differ widely in 
terms of speed, difficulty, violence, and optimal strategies of play. 

The goal of the present study is to further characterize the components of the gaming 
experience that enhance visual selective attention. Visual selective attention allows the 
enhanced processing of elements of the visual scene that are relevant to a specific task 
and can minimize interference from task-irrelevant distractors. Visual attention can be 
seen as an interaction between an external visual stimulus activating low-level percep
tual processes and top-down control based on experience and task-specific knowledge. 
These attentional mechanisms play an important role in perceptual learning. For example, 
Ahissar and Hochstein (1993) found that adult participants who practiced one task did 
not improve on an alternate task, despite the fact that both tasks presented the exact same 
visual stimuli. This lack of transfer, they argued, was in part due to requiring attention to 
different stimulus attributes across tasks. Thus, exposure to the stimuli was insufficient to 
produce learning; rather learning appears limited by the way visual attention is distributed 
over the scene. While there is some evidence that low-level perceptual learning can occur 
in the absence of attention or even awareness (Fiser & Aslin, 2001; Watanabe et al., 
2001), most evidence in the literature points to highly enhanced perceptual learning for 
attended aspects of visual input (e.g., Ahissar & Hochstein, 1993; Ball & Sekuler, 1987; 
Fiorentini & Berardi, 1980; Ramachandran & Braddick, 1973; Shui & Pashler, 1992). 
The allocation of attention is greatly influenced by task demands including the spatial 
distribution of targets, speed of target presentation, and overall task difficulty. These 
changes in visual attention are then reflected in the extent of perceptual learning that can 
occur (Ahissar & Hochstein, 1997, 2000). Thus, the nature of the visual environment and 
the task demands presented by a specific video game are likely to be highly relevant to 
the aspects of visual processing that may be enhanced. 

With so many game-related factors in play, it is highly impractical to design and carry 
out a study that tests every possible combination of game criteria, content, and level of 
challenge. Thus, for the present study, we selected games that are representative of four 
popular genres, as well as one clinical training paradigm. Training games were selected so 
as to place different demands on temporal and capacity-related aspects of visual selective 
attention, that is, they differ from one another in terms of game speed, the number of 
objects that must be kept track of during the course of the game, and the frequency, 
speed, and precision of responses required from players. The clinical training paradigm 
consisted of the Interactive Metronome rhythmicity-training (Interactive Metronome Inc., 
www.interactivemetronome.com). It was selected as it places very high demands on timing 
skills and motor coordination and has been associated with cognitive improvements while 
being otherwise very unlike typical video game play (see Section 2.2, for a detailed 
description of Interactive Metronome training and its posited effects). The training groups 
were as follows: Experimental group – played a standard first-person action game (Unreal 
Tournament 2004 – Epic Games Inc., 2004); Control Group #1 – played a slower-paced, 
team-based, first-person shooting game (America’s Army – Pragmatic Solutions Inc. and 
Army Game Project, 2002); Control Group #2 – played a slower-pace, first-person, multi-
ball sport game (Harry Potter: Quidditch World Cup – Electronic Arts Inc., 2003); Control 



209 Training Visual Attention with Video Games 

Group #3 – played a speeded visuo-motor puzzle game Tetris (Alexey Pajitnov, 1985), 
Control Group #4 – received rhythmicity training (Interactive Metronome – Interactive 
Metronome Inc., 1993); and the Baseline Group – played a set of basic computer Card 
Games (Solitaire – Micosoft, 1990; Free Cell – Microsoft, 1992; Hearts – Microsoft, 
1993) and Minesweeper (Microsoft, 1992). 

Participants were tested before and after training on two different aspects of visual 
attention: the temporal dynamics of visual attention and the number of objects that 
can be attended. The temporal dynamics of visual attention was assessed by using the 
attentional blink paradigm (Raymond, Shapiro, & Arnell, 1992), which measures how 
attention, once allocated to an item, recovers over time. The number of objects that can be 
attended over time was investigated using the multiple object tracking task which tests the 
participants’ ability to track multiple moving objects over the course of several seconds 
(Pylyshyn & Storm, 1988). Performance on the attentional blink and multiple object 
tracking before and after training was compared for each group. To control for test–retest 
improvements, change in performance was then compared between each game and the 
baseline control group (Card Games). This comparison also allows us to rule out any 
possible unforeseen effects of the training process, such as Hawthorne-like enhancements 
produced through attention and encouragement from the experimenters during training or 
changes in participants’ expectations after completing training which they often deduce is 
meant to improve their post-test performance (Benson, 2001). Finally, to test the relative 
effectiveness of our selected experimental action game, improvements in participants 
trained on the experimental action game (Unreal Tournament) were compared to that of 
each of the other groups. 

Although the training games shared many features, the standard action game proved 
more effective in improving performance on these two tests of the temporal dynamics of 
visual attention than the other training regimens. 

2. Methods 

2.1. Participants 

All participants were undergraduate or graduate students at the University of Rochester 
with ages ranging from 18 to 29 years �mean age = 20�5�. In a pre-screening interview, 
participants’ vision was tested on a 10-ft Tumbling “E” eye chart. As all testing and 
training paradigms in the study were run binocularly, participants were accordingly 
allowed to use both eyes when viewing the eye chart. One participant was excluded 
because he was unable to correctly identify the E’s orientation at a resolution of 20/20. 
Thus, all included participants were confirmed to have normal or corrected to normal 
vision. No participants reported any sensory, neurological, or attentional impairment. 
Written informed consent was obtained from each participant and all participants were 
paid $8 for each hour of participation. Participants were required to be non-action, non-
sports video game players. The criterion for this classification was playing less than 1 h 
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per week of action or sports games in the preceding 12 months. Each participant filled out 
a survey, describing any gaming experience they had over the previous year, and were 
asked to estimate the number of hours per week they had spent playing different types of 
video games. Participants were asked to categorize their game experience in four different 
categories: action (examples: Unreal Tournament, Medal of Honor), sports (examples: 
NBA Live, Madden NFL), strategy (examples: The Sims, SimCity), and others. Because 
video games are rather ubiquitous in today’s 20-something age group, some experience 
with slower paced games was permitted (0–1 h per week). Participants who reported 
playing action or sports games for more than 1 hour per week were not included in the 
study. All qualifying participants underwent training as described in the next section. 

This study reports results for all participants that successfully completed pre-testing, 
training, and post-testing. Thus, the final experimental group: Unreal Tournament (N = 
11, mean age = 21�6) included 5 females and 6 males, control group #1: America’s Army 
�N = 14� mean age = 19�9� included 6 females and 8 males, control group #2: Harry 
Potter �N = 14� mean age = 20�1� included 7 females and 7 males, control group #3: 
Tetris �N = 14� mean age = 19�5� included 6 females and 8 males, control group #4: 
Interactive Metronome �N = 19� mean age = 20�8� included 9 females and 10 males, 
and the baseline group: Card Games �N = 12� mean age = 21�5� included 6 females and 
6 males. 

2.2. Training 

Training was randomly assigned and consisted of playing the pre-determined video game, 
or performing the prescribed exercises, for 1 h per day for a total of 12 h with a minimum 
of 3 h and a maximum of 5 h of training completed per week. These time requirements 
were set in accordance with the suggested training rate for Interactive Metronome. All 
groups, except for the Interactive Metronome group, that did rhythmicity training, played 
their respective games on 20 inch Dell Flat Panel displays. 

The 11 members of the experimental group played the game Unreal Tournament 
2004 (henceforth referred to as the action video game). This game was chosen to be 
similar to those played by the expert video game player group in our previous studies. 
It has a relatively simple interface, uses first-person point of view and requires effective 
monitoring of the entire visual field (extent from fixation about 13�-height ×16�-width). 
Unreal Tournament 2004 was chosen, in part, because there is no “script.” Instead, the 
game is controlled by the action of 32 AI agents rather than linear story development. 
This keeps the game from becoming predictable after multiple hours of play and thus 
maximizes the attentional demands placed on the player. Each hour session of the action 
game was divided into three 20-min blocks. The difficulty of each block was adjusted 
based upon the kill/death ratio achieved by the participant. If, in a block, the player scored 
more than twice as many kills than they had deaths, the difficulty level was increased 
one level. Participants were not permitted to move back down after achieving a given 
difficulty rating; they were instead required to attempt to master the new level. 
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The 14 members of control group #1 played the game America’s Army, a free access 
game created by the US army. While also a first-person shooter, with an equivalent 
interface and point of view, this game differed from the experimental action video game 
in several significant respects. First of all, participants had to go through a series of 
“basic training” exercises – such as firing range practice and an obstacle course – before 
being able to participate in an actual mission, reducing the time actually spent in a 
battle context. Secondly, this game places a much stronger emphasis on strategy and 
teamwork. It encourages such tactics as laying ambushes and sniping enemies, which, 
though cognitively engaging, are much less demanding for visual attention than constant 
engagement in a shootout. Thus, the pace of the game was generally slower than that 
of the experimental action game. Finally, participants played online against other human 
players. Although this adds a new, interesting dimension in the training, it prevents fine 
adjustments of the difficulty of each session as the number and skill level of the opponents 
our trainees faced could not be kept under experimental control. The size of the visual 
field used by the game was the same as that presented to the experimental group. 

The 14 members of control group #2 played Harry Potter: Quidditch World Cup. The 
first-person ball game is relatively fast-paced and, like the first two groups, creates a rich 
three-dimensional environment for the participant to navigate. It places strong demands 
on visual attention; it presents multiple balls, teammates, and opponents who must be kept 
track of for successful play. The game also presents the advantage of being much less 
violent and much more child and parent-friendly than the above two games. However, the 
fact that it is a children’s game does reduce the general challenge and speed of the game. 
Also, like America’s Army, Harry Potter requires the completion of training exercises 
that take away from actual game-time. Furthermore, it requires many hours of play and 
the collection of a variety of achievements before it allows players to advance to a more 
difficult level. It is therefore difficult to continually fully engage an adult player in this 
game. Again, the visual field used in the game was identical to that presented in the first 
two groups. 

The 14 members of control group #3 played the game Tetris. This game was selected to 
control for the effect of improved visuo-motor coordination, while placing little demand 
on the simultaneous processing of multiple items. Accordingly, the version of Tetris on 
which participants were trained had the “preview block” option turned off. The game was 
displayed to cover the entire extent of the screen. As such, the field of view of the Tetris 
game was actually slightly larger than that of the action game. The effective control game 
area extended 18�-height ×13�-width from fixation. 

The 19 members of control group #4 underwent rhythmicity training as designed 
by Interactive Metronome Inc. (www.interactivemetronome.com). This training paradigm 
requires extremely accurate timing. Participants are required to perform a set of simple 
physical movements (e.g., clapping) in synch with a slow steady beat. Accuracy feedback 
is provided in the form of guide sounds as well as numbers presented on a screen. The 
numbers represent the discrepancy, in milliseconds, between the participant’s trigger hit 
and the given beat. Training was administered using the standard 12-session set format 
recommended by IM Inc. for unimpaired adults. To avoid confounds introduced by 
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extensive interactions between participant and experimenter, the “auto-train” feature was 
used. In this format, participants are automatically shown the desired movements by a 
video guide and are given text instructions as to the number of repetitions to be completed. 
The program provides positive reinforcement (Skinner, 1953), in the form of a video 
of fireworks, when a trainee breaks a previously established personal record. Interactive 
Metronome training has been tied to improvements in attentional and cognitive skills, 
including vigilance, temporal sequencing, and motor planning, at least in children with 
attentional problems (Schaffer et al., 2001). In this study, IM provides a way to look at 
the attentional enhancements produced by honing the precision and accuracy of timing 
skills while leaving out virtually all other components of typical video game play. 

The 12 members of the baseline group played a set of games selected to place relatively 
low demands on visual attention (Card Games). To avoid extreme boredom, they were 
allowed to choose between four games during any given session: Solitaire, Free Cell, 
Hearts, and Minesweeper. While often cognitively demanding, these games do not require 
constant vigilance, distributed attention, tracking of multiple objects, or fast responses 
to suddenly presented stimuli. This group served to control for any unexpected effects 
produced by participation in the study or, in other words, any cognitive or perceptual 
changes produced by being required to play a game, on a computer, in a lab setting, for 
12 h (spread over the course of several weeks) while logging the time played and game 
performance. Furthermore, this group served as a control for any possible effects due to 
familiarity with the attentional blink and multiple object tracking tasks. These attentional 
tasks are described in Sections 3 and 4, respectively. 

2.3. Pre- and Post-Testing 

Two experimental paradigms that measure different aspects of the dynamics of visual 
attention were tested within a week before the time participants began training and again 
within a week after the day they finished training (note: to avoid interpretations based 
on arousal, participants were always post-tested at least 24 h after their final video game 
training session). These paradigms are described in greater detail in Sections 3 and 4. 

2.4. Analysis 

All analyses proceeded by first looking at test–retest improvement within each train
ing group separately on the totality of the data. Group comparisons were then per
formed on the task conditions that have been shown in our previous work, and 
that of others, to be most sensitive to training (intermediate range between ceiling 
and floor). The experimental and control groups were first compared to the base
line group to evaluate the source of any test–retest improvement, if present. Then, 
the control groups were compared to the experimental group to evaluate the rela
tive efficiency of each of these new training regimens compared to that of the action 
video game we have used in our previous work. Given the high number of train
ing groups (one experimental, four controls, and one baseline), multiple tests had to 
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be performed. We did not correct for multiple comparisons as each of these comparisons 
was fully planned; however, although the majority of our a priori hypotheses called for 
one-tailed statistics, two-tailed statistics were used to be more conservative. 

3. Experiment 1: The Attentional Blink 

The Attentional Blink paradigm was used to measure the effect of our different training 
regimens on how quickly attentional resources recover after being directed toward a 
target. In the attentional blink paradigm (Raymond et al., 1992), observers are exposed to 
a rapid serial visual presentation of items. In this study, we administered a version of the 
attentional blink task where participants viewed a stream of black letters and were required 
to identify a first target – a letter presented in white (Target 1) – and detect a second 
target – a black X (Target 2) – when present. The number of intervening letters between 
Target 1 and Target 2 was manipulated, and performance accuracy at the different Target 
1-Target 2 intervals was measured. The term “attentional blink” refers to the finding 
that Target 2 is frequently not detected if it occurs just after Target 1; however, as the 
amount of time elapsed between Target 1 and Target 2 increases, detection of Target 2 
improves, indexing that attention can again be summoned toward a new target. To control 
for changes in participants’ baseline ability to detect Target 2, two control blocks were 
interleaved between the experimental blocks such that the tasks were completed in the 
following order: (1) control, (2) experimental, (3) control, (4) experimental. In the control 
blocks, the visual input was the same as in the experimental condition but participants 
were instructed to ignore the white letter and were only required to report the presence 
or absence of the X. Data from the control blocks were then used to correct for possible 
differences in baseline Target 2–detection rates in the dual condition; in other words, 
corrections were made to control for differences in the simple ability to parse the rapid, 
serial stream of letters and detect the “X” that could otherwise confound interpretations 
about the depth of the attentional blink. 

Our past work has shown that action video game play results in faster recovery from 
the attentional blink (Green & Bavelier, 2003). We therefore predicted that attentional 
recovery would be more rapid for experimental action game players than for the card 
game group (baseline group) in which fast and accurate processing is not of the essence. 
Based on our previous findings, we also expect improvement in the experimental group 
to exceed that of the Tetris group (control group #3). The effects of control games #1 
(America’s Army), #2 (Harry Potter), and #4 (Interactive Metronome) on this measure are 
more difficult to predict. Although America’s Army and Harry Potter do place a premium 
on selective visual attention skills, it is not clear that the speed and difficulty of these two 
games will be sufficient to produce measurable improvements on the attentional blink 
after only 12 h of play. The effectiveness of Interactive Metronome training will depend 
on whether or not extremely precise timing in cognitive and motor planning skills will 
be sufficient to produce changes in the temporal resolution of attention. 
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3.1. Stimuli and Procedure 

The same set-up as in Green and Bavelier (2003) was used. Participants viewed the stream 
of letters displayed on a gray background in the center of a computer monitor. Their heads 
were positioned in a chin-rest fixed 57 cm away from the screen. The letters subtended 1� 

of visual angle and were presented for 15 ms at a rate of 1 per 100ms. Participants pressed 
a key to begin each trial. This key press was followed by the presentation of 7–15 black 
letters (randomly chosen but excluding X), then the first target (Target 1) was presented 
in white followed by 15–18 black letters (including an X 50% of the time). Four blocks 
were administered: in the first and third blocks, participants were only required to respond 
to the presence of an X while in the second and fourth blocks they needed to identify 
the white letter prior to indicating whether or not they had seen an X. In these cases, 
once stimulus presentation was complete, participants typed in the identity of the white 
letter and pressed a “Y” or “N” key to indicate whether or not they had seen an X. The 
time elapsed between the white letter and the X is termed lag and measured in terms of 
number of items (the letter presented immediately after Target 1 was labeled as being 
displayed at “Lag 1” while the second letter was displayed at “Lag 2” and so forth). 

3.2. Results 

All groups exhibited a marked attentional blink with worse “X detection” performance 
when the time elapsed between the white letter and the X was short and a gradual 
recovery of performance as that time lag increased. A main test–retest improvement was 
noted in the experimental group as well as in the Interactive Metronome group and, 
marginally so, in the America’s Army group. In isolation, a test–retest improvement does 
not establish that the training was successful in inducing better performance. It merely 
demonstrates that participants doing the task for a second time improve their performance 
when compared to the first time, an effect that can be due to practice at the task itself, 
independent of the intervening training regimen. To establish a causal effect of a training 
regimen, it needs to be shown that the test–retest improvement found in the training group 
is larger than that of the baseline group. Results are given in detail in Appendix 1 (see 
also Tables A1 and A2). 

The efficacy of each of the training regimens was evaluated by contrasting test–retest 
improvement from each training regimen with that seen in the baseline group. As a faster 
recovery from the attentional blink following training is best seen at those lags where the 
attentional blink is typically most pronounced (lags 2, 3, 4), these analyses focused on 
these three lags. While the Interactive Metronome and America’s Army groups improved 
significantly at these lags following training (comparing their pre-test score to their 
post-test score), only the experimental group showed a level of improvement that was 
significantly greater than what was observed in the baseline group (Figure 1). Therefore, 
only the experimental group can convincingly be said to exhibit a faster recovery from 
the attentional blink than what one would predict from simple test/retest benefits. 
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Figure 1. Only the experimental, action video game trained group demonstrated an improvement in performance 
greater than what was seen in the baseline group. The amount of improvement seen in the experimental group 
was greater than every other training game except America’s Army. 

In addition, when the test–retest improvement in the experimental group was compared 
to that seen in the other training regimens, the experimental group improved significantly 
more than all except America’s Army. Taken together, the fact that the experimental 
group was the only group to improve significantly more than the baseline group and that 
this group improved significantly more than all but one of the other groups suggests that 
the experimental action game had the greatest effect on the speed of attentional recovery. 

4. Experiment 2: Multiple Object Tracking 

In the multiple object tracking paradigm, participants are required to track the movements 
of multiple moving objects. In this version of the task, participants viewed 16 randomly 
moving yellow circles. At the beginning of the trial, some subset of these circles was 
cued by being colored blue. After 2 s, the cued circles turned back to yellow, and 
participants were required to keep track of the circles that had been cued (now visually 
indistinguishable from uncued circles) as they continued to move randomly about the 
screen. After several seconds of tracking, one of the circles turned white and the participant 
was asked to decide whether or not it belonged to the cued set (yes/no decision). This 
method of response, rather than the more typical method of asking the participant to 
indicate each of the initially cued objects, was employed to reduce memory demands 
during the response process and thus allow a more accurate estimation of the tracking 
capabilities per se. 

Based on our previous results, we expected significant improvements in the experimen
tal – Unreal Tournament – group but little improvement in the Tetris group. Additionally, 
the Card Game and Interactive Metronome groups were not expected to improve much in 
multiple object tracking performance as these forms of training do not require participants 
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to deploy attention across multiple objects. Possible improvements were expected in the 
America’s Army and Harry Potter groups as these games do require the player to keep 
track of multiple objects. However, it was not known whether the speed and difficulty of 
these two control games would be sufficient to produce measurable changes after only 
12 h of play. 

4.1. Stimuli and Procedure 

The same set-up as in Green and Bavelier (2006b) was used, except cued circles were 
colored blue instead of red and non-cued circles were colored yellow instead of green. 
This change was made to avoid any complications produced by possible undiagnosed 
red–green color-blindness in our participant group. Furthermore, as previous work has 
found eye movements to have few implications for performance on this task (Pylyshyn & 
Storm, 1988) and our previous work indicates that fixation performance on this task is 
roughly equivalent for gamers and non-gamers (Green & Bavelier, 2006b), participants 
were not eye-tracked during the task. 

Each observer viewed the display binocularly with his or her head placed in a chin 
rest at a test distance of 57 cm. Participants were instructed to fixate within a center ring 
�radius = 0�25 deg�. Participants pressed a key to begin each trial. Each trial began with 
16 circles (radius 0.5 deg) moving randomly at a rate of 5 deg/sec on a circular gray 
background (radius of circular background = 10 deg). The circles repelled one another 
before contact (0.5 deg minimum separation), were repelled by the outer edges of the 
background and by the center fixation circle. At the beginning of the trial, 1–7 of the 
circles were cued by being colored blue while the remaining circles were drawn in 
yellow. Participants were instructed to attend to the blue circles. Participants were warned 
that the blue circles would shortly change back to yellow, after which time they had to 
continue tracking the same circles that were previously cued. The cued circles changed 
to yellow after 2 s, leaving all 16 circles visually indistinguishable as they continued to 
move randomly about the screen. After 5 s of tracking, motion ceased and one of the 
circles was highlighted in white (probe circle). At this point the participant was asked to 
press a Yes or No key to indicate whether or not the probe circle had been cued at the 
beginning of the trial. The probe circle was one of the originally cued circles 50% of the 
time. Each number of cued circles (1–7) was presented 20 times (10 yes, 10 no) for a 
total of 140 trials. 

4.2. Results 

In all groups, the ability to correctly identify whether or not a given circle had been cued at 
the beginning of the trial decreased as the number of circles to track increased, replicating 
the standard performance on the multiple object tracking task. Three training groups 
improved significantly between pre- and post-testing; these included the experimental 
(Unreal Tournament), the Interactive Metronome, and the Tetris group. As discussed 
earlier, such test–retest improvements do not allow one to distinguish between a genuine 
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MOT performance – average of four and five dots 

Figure 2. Only the experimental, action video game trained group demonstrated an improvement in performance 
greater than what was seen in the baseline group. 

effect of training or a simple improvement as participants do the task for the second 
time. A causal effect of training regimen can only be shown by comparing test–retest 
improvements from the training group to that of the baseline group. 

This was done by focusing the analysis on two critical attentional loads (4–5 circles) 
where performance is neither at ceiling nor at floor, and therefore most sensitive to exper
imental manipulation (Green & Bavelier, 2006b; Trick, Jaspers-Fayer, & Sethi, 2005). 
Only the experimental group showed a significantly greater test–retest improvement in 
accuracy than what was observed in the baseline group (Figure 2). When the improve
ment in the experimental group was compared to that in the other training groups, the 
experimental group was seen to improve significantly more than the Harry Potter group, 
with a discernable trend in the same direction also being seen for the America’s Army and 
Interactive metronome groups. While the comparison between the experimental group 
and the Tetris group was not significant, previous research with approximately three times 
more training has demonstrated significant difference between these regimens (Green and 
Bavelier, 2006b). Taken together, these results suggest that the experimental action game 
is best suited to improving this aspect of attention. More detailed results are given in 
Appendix 2 (see Tables A3 and A4). 

5. General Discussion 

The goal of this study was to assess effects of a variety of training paradigms on dynamic 
aspects of visual attention, as represented by performance on the attentional blink and 
multiple object tracking tasks. On the attentional blink task, only the experimental action 
group showed significantly greater performance than the baseline group on the critical lags 
where recovery is occurring, suggesting that an enhancement in the temporal dynamics of 
visual attention occurred only as a result of playing the experimental action game. Other 
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groups did show improvements in their post-test performance, but these effects were not 
significantly different than what was observed in the baseline group, and thus are likely 
to represent simple test–retest enhancements. Furthermore, when the experimental action 
game group was compared to each of the four control games, the improvement in the 
action game group (Unreal Tournament) was significantly greater than that achieved by 
all of the other training groups other than the America’s Army group that was not seen 
to differ from the experimental group. The fact that the improvement in the America’s 
Army group was neither significantly greater than the baseline group nor significantly 
less than the experimental action game group suggests that America’s Army had a small 
effect on the recovery of attention. 

Similar results were found for the multiple object tracking task. When focusing on the 
critical attentional load of 4–5 to-be-tracked circles, only the experimental action game 
group showed a significantly greater improvement on these object tracking measures 
when compared to the baseline group. Although performance did improve in some of the 
other groups, the size of the effect in those groups was not different from the expected 
improvement due to simple test–retest effects. 

Overall this work stresses the importance of well-tailored control groups in studies of 
training-induced learning. Although several training groups showed significant improve
ments on the tests of visual attention, it cannot be concluded that the training itself 
produced these enhancements. Some improvement is to be expected based purely on expe
rience with the testing paradigms (test–retest effects). This factor needs to be removed 
by comparison to a baseline group that was equally exposed to the test paradigms but not 
trained in a way that should enhance performance on these paradigms. Only if greater 
improvement is established in the experimental group as compared to the control group 
can one conclude that training with the experimental regimen has had a causal effect on 
performance. The standard action game, Unreal Tournament 2004, was the only training 
that, in 12 h, produced significant improvements in our measures of the temporal resolu
tion of visual attention and of the ability to track multiple objects over time as compared 
to the baseline group. 

The other two control training games that were most similar to Unreal Tournament 
in terms of action gaming had relatively less effect. America’s Army did not produce 
improvements greater than the baseline group in either experiment. However, the degree 
of improvement in this group on the attentional blink task was also not significantly less 
than the experimental group, suggesting that America’s Army might have an intermediate 
effect on the temporal dynamics of attention. Harry Potter, despite its seemingly high 
attentional demands, also did not produce enhanced performance on either task. The lack 
of an effect of training observed in the America’s Army and Harry Potter groups may in 
part be explained by our inability to maintain an adequate difficulty level to continue to 
engage our adult participants in the game, which is likely an important factor for learning. 
While the role of challenge in learning remains to be firmly established, the present study 
cautions against the use of a control group that is just asked to perform test–retest without 
intermediate training or which is trained on an “easy” version of the same task as the 
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experimental group as it is likely that any less challenging training will always lead to 
less learning, regardless of the nature of the training. 

The other two control groups (Interactive Metronome and Tetris) bore little similarity 
to action gaming, except for the fact that they were quite engaging and challenging for the 
participants. Neither Tetris training, as in our previous studies (Green & Bavelier, 2003), 
nor Interactive Metronome training led to improvements in either experiment beyond 
what was observed in our baseline control group. The Card Games, as expected, produced 
no significant changes in performance on either task and functioned as a baseline for 
comparing the effects of the other groups. 

This study highlights several key traits in computer games that may facilitate changes 
in visual attention. The most efficient game for training (Unreal Tournament) was the 
fastest and the least predictable one. It presented frequent, widely distributed, unexpected 
events that require a fast and accurate response from the player. Finally, it was formatted 
in such a way that players were not encouraged to use more passive strategies, such as 
sniping, which tend to reduce game pace and attentional load. 

However, because the games used here are merely representative of several popular 
types of games and differ, from each other, in many respects, it is difficult at this stage 
to pinpoint precisely which criteria are essential for learning. This study instead serves to 
narrow our scope and highlight which games and which game traits are good candidates 
for training visual attention. Within this smaller range, it will now be feasible to select a 
specific game and vary only specific aspects of play, such as level of challenge or pace 
of the game, and observe the effect of these variations on the success of training. 
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Appendix 1: Results for Attentional Blink 

Analysis of Ability to Detect Target 2 Given Target 1 Had Been Identified 

In order to measure recovery from the attentional “bottleneck” produced by the identifica
tion of the white letter (Target 1), we looked at the percent of correct Target 2 detections 
as a function of the time elapsed between Target 1 and Target 2. The letter presented 
immediately after Target 1 was labeled as being displayed at “Lag 1” while the second 
letter was displayed at “Lag 2” and so forth. To ensure subjects were allocating attention 
to the white letter, only trials in which Target 1 was correctly identified were used in our 
analyses. Two-tailed p-values are reported throughout this section. 
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Correct Target 2 detection scores on the dual-task trials were adjusted using results 
from the X-detect-only task and the following formula was applied: performance = 100
([T2 alone] – [T2 given T1 correct]). Thus, this performance measure reflects subjects’ 
ability to recover attention following successful identification of the first target and is not 
confounded by subjects’ ability to detect the second target alone. It therefore provides a 
more direct measure of the recovery of attentional resources after they have been allocated 
to the first target. 

Using this adjusted measure, separate ANOVAs for each training regimen with test 
(pre/post) and lag (1–8) as factors were performed for each of the training groups 
(Unreal Tournament: UT, America’s Army: AA, Harry Potter: HP, Tetris: TE, Interac
tive Metronome: IM, Card Games: CG) which revealed significant effects of lag for all 
groups, with the expected gradual recovery at increasing lags (Table A1) (UT, F�7� 70� = 
19�75� MSE = 0�032� p < 0�001� �2 

p = 0�66; AA, F�7� 91� = 44�68� MSE = 0�031� p < 
0�001� �2 

p = 0�77; HP, F�7� 91� = 25�09� MSE = 0�025� p < 0�001 �2 
p = 0�66; TE, 

F�7� 84� = 20�73� MSE = 0�037� p < 0�001� �p 
2 = 0�63; IM, F�7� 126� = 48�88� MSE = 

0�036� p < 0�001 �p 
2 = 0�73; CG, F�7� 77� = 31�58� MSE = 0�041� p < 0�001� �p 

2 = 0�74). 
Furthermore, the main effect of test was significant for the experimental group (UT, 

F�1� 10� = 20�76� MSE = 0�020� p = 0�001� �2 
p = 00�67), the Interactive Metronome 

group (F�1� 18� = 4�70� MSE = 0�035� p = 0�04� �p 
2 = 0�21) and marginally for the 

America’s Army group (F�1� 13� = 3�89� MSE = 0�046� p = 0�07� �2 
p = 0�23). Finally, an 

interaction between test and lag was observed for the experimental group (UT, F�7� 70� = 
2�25� MSE = 0�032� p = 0�04 �p 

2 = 0�18). This interaction highlights the fact that the 
speed at which subjects recover from the blink is best indexed by performance at the 
early lags. Accordingly to look at the difference in recovery across training, we performed 
another set of ANOVAs to examine group interactions at lags 2, 3, and 4. Lag 1 was not 
included as the AB paradigm we chose shows the typical saving from the blink at lag 1 
(“lag 1 sparing” – Chun & Potter, 1995). 

Separate ANOVAs for each training regimen using data from lags 2, 3, and 4 with test 
(pre/post) as the only factor revealed highly significant effects of test for the experimental 
group (UT, F�1� 10� = 44�74� MSE = 0�005� p < 0�001 �p 

2 = 0�82), and more modest 
effects for the America’s Army group (F�1� 13� = 6�46� MSE = 0�014� p = 0�025� �p 

2 = 
0�33), and marginally for the Interactive Metronome group (F�1� 18� = 4�25� MSE = 
0�010� p = 0�054� �p 

2 = 0�19). The other training groups showed no significant improve
ment at these critical lags (see Figure 1). 

A series of 2 (training group) ×2 (pre vs. post training) ×3 (lags 2, 3, 4) ANOVAs 
were run comparing each group to the baseline group (control group #5: CG) in order 
to estimate the effect of training above and beyond test–retest improvement. The exper
imental group was the only training group that showed significantly more improvement 
than the baseline group (pre vs. post-test by training group interaction) (UT, pre-test 
vs. post-test accuracy (lags 2,3,4): 57�72 ± 4�89 vs� 77�25 ± 4�94; CG, pre-test vs. post-
test accuracy: 51�54 ± 4�33 vs� 58�23 ± 6�37) (CG vs. UT, F�1� 21� = 6�44� MSE = 
0�021� p = 0�019� �p 

2 = 0�23). When the action group was compared to the five control 
groups, the action group improved significantly more than all of these, except America’s 
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Table A1


Mean accuracy (standard error) at each of the eight lags before and after training (pre vs. post) for each training group.


Lag  1 2 3 4 5 6 7 8  

Unreal Tournament

Pre 74�47�7�79� 53�87�5�71� 50�67�6�06� 68�63�6�82� 91�74�7�05� 97�41�3�84� 103�67�5�87� 100�23�1�70� 

Post 83�69�5�55� 67�33�7�54� 76�10�8�23� 88�33�3�23� 98�58�1�81� 102�73�2�92� 101�31�2�83� 101�10�1�16� 

Difference 9�22 13�46 25�43 19�7 6�84 5�32 −2�36 0�87 

America’s Army

Pre 64�47�7�17� 40�44�7�17� 50�73�6�52� 65�69�4�89� 85�81�6�08� 101�73�3�74� 102�82�2�00� 98�97�2�80� 

Post 68�51�6�99� 53�69�6�24� 55�97�4�67� 81�31�4�95� 92�41�3�93� 104�38�2�29� 102�28�2�77� 97�50�1�12� 

Difference 4�04 13�25 5�24 15�62 6�6 2�65 −0�54 −1�47 

Harry Potter

Pre 63�28�9�53� 41�25�5�75� 52�29�7�31� 74�09�7�36� 85�38�5�19� 97�69�3�94� 103�92�4�64� 104�3�2�03� 

Post 70�91�7�90� 46�95�6�72� 48�68�7�54� 77�24�5�52� 89�64�4�76� 94�95�3�57� 95�61�3�22� 96�46�2�76� 

Difference 7�63 5�7 −3�61 3�15 4�26 −2�74 −8�31 −7�84 

Tetris

Pre 69�39�6�15� 55�69�7�55� 58�03�7�99� 64�41�6�01� 91�47�3�89� 87�97�4�89� 96�40�5�57� 96�84�4�36� 

Post 78�13�6�66� 52�57�7�98� 66�05�6�65� 72�12�5�91� 88�48�4�00� 101�01�3�97� 95�17�3�73� 100�61�2�15� 

Difference 8�74 −3�12 8�02 7�71 −2�99 13�04 −1�23 3�77 

Interactive Metronome

Pre 65�17�4�64� 41�96�5�24� 51�80�5�86� 73�87�4�04� 84�18�4�45� 95�37�3�82� 101�58�3�67� 101�54�1�42� 

Post 70�52�5�91� 51�56�6�35� 56�79�4�61� 79�33�4�16� 93�12�2�79� 99�59�2�37� 101�7�2�79� 100�02�1�26� 

Difference 5�35 9�6 4�99 5�46 8�94 4�22 0�12 −1�52 

Card Games

Pre 63�94�8�67� 34�03�5�91� 49�68�4�60� 70�63�5�78� 88�34�4�39� 96�32�5�06� 106�71�3�63� 99�07�3�05� 

Post 67�93�6�54� 50�51�8�27� 54�15�7�63� 70�03�7�26� 91�26�3�13� 95�86�3�10� 101�57�2�53� 99�07�0�71� 

Difference 3�99 16�48 4�47 −0�6 2�92 −0�46 −5�14 0

To calculate accuracy, correct T2 detection scores on the dual-task trials were adjusted using results from the X-detect-only task according to the following
formula: performance = 100−([T2 alone]−[T2 given T1 correct]). Thus, the measure reflects participants’ ability to recover attention following successful id. 

T
raining V

isual A
ttention w

ith V
ideo G

am
es 



222 Julia E. Cohen et al. 

Army (AA vs. UT, F�1� 23� = 2�06� MSE = 0�030� p = 0�164� �p 
2 = 0�08; HP vs. 

UT, F�1� 23� = 20�81� MSE = 0�014� p < 0�001� �2 
p = 0�48; TE vs. UT, F�1� 22� = 

5�18� MSE = 0�041� p = 0�033� �p 
2 = 0�19; IM vs. UT, F�1� 28� = 7�11� MSE = 

0�024� p = 0�013� �p 
2 = 0�20). Taken together, the fact that the experimental group was 

the only group to improve significantly more than the baseline group and that this group 
improved significantly more than all but one of the other groups suggests that the exper
imental action game had the greatest effect on the speed of attentional recovery. Finally, 
it should be noted that none of the training groups demonstrated a pre/post difference 
in performance on the target absent trials, which were analyzed separately. In fact, only 
the experimental group approached a significant improvement on X-absent trials (UT, 
F�1� 10� = 4�25� p = 0�07), thus eliminating the possibility that the experimental group’s 
improvement on X-present trials was due to a shift in criteria rather than an increase in 
sensitivity. 

Analysis of Ability to Detect Target 2-Only 

Separate ANOVAs were carried out for each training group with test (pre/post) and 
lag (1–8) as factors on the % correct for Target 2 detection only. This corresponds to 
performance on the separate blocks of trials during both pre- and post-testing in which 
subjects were told to ignore the white letter and report only whether or not an X was 
present in the stream of letters. Because lag was included as a factor, only trials in which 
the target X was present could be used in this analysis, as “lag” is meaningless when 
no target is present. All groups improved significantly between pre- and post-testing 
in their ability to detect T2 when they were not required to identify the white letter 
(Table A2) (UT, F�1� 10� = 9�02� MSE = 0�009� p = 0�013� �p 

2 = 0�47; AA, F�1� 13� = 
10�17� MSE = 0�012� p = 0�007� �2 

p = 0�44; HP, F�1� 13� = 18�59� MSE = 0�028� p = 
0�001 �p 

2 = 0�59; TE, F�1� 13� = 15�08� MSE = 0�016� p = 0�002� �p 
2 = 0�54; IM, 

F�1� 18� = 13�64� MSE = 0�011� p = 0�002� �2 
p = 0�43; SO F�1� 11� = 43�72� MSE = 

0�006� p < 0�001� �p 
2 = 0�80). 

All groups showed a significant effect of lag, which reflects the white letter’s ability to 
exogenously capture attention, even when it is not processed deliberately (Moroni et al., 
2000; Raymond et al., 1992) (UT, F�7� 70� = 4�83� MSE = 0�008� p < 0�001� �p 

2 = 0�33; 

Table A2

Mean accuracy (standard error) for the X-detect-only task before and after training (pre vs. post) for each


training group.


UT AA HP TE IM CG 

Pre 85�94�1�32� 87�78�1�07� 83�48�1�26� 83�98�1�39� 84�17�0�99� 85�42�1�10� 

Post 90�20�1�13� 92�41�0�80� 93�14�0�83� 90�46�1�00� 88�61�0�88� 93�16�0�80� 

Difference 4�26 4�63 9�66 6�48 4�44 7�74 
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AA, F�7� 91� = 3�95� MSE = 0�008� p = 0�001� �p 
2 = 0�23; HP, F�7� 91� = 3�73� MSE = 

0�009� p = 0�001� �p 
2 = 0�22; TE, F�7� 84� = 3�74� MSE = 0�009� p = 0�001� �p 

2 = 0�22; 
IM, F�7� 126� = 6�17� MSE = 0�011� p < 0�001� �p 

2 = 0�25; SO, F�7� 77� = 4�78� MSE = 
0�005� p < 0�001� �2 

p = 0�30). There were no significant group-by-test interactions when 
groups were compared to either the experimental group or the baseline group. This finding 
also held true in a separate analysis for X-absent trials. 

This improvement in baseline Target 2 correct detection that occurred across all the 
training groups reflects a more general test–retest improvement in the ability to segment 
the rapid stream of letters rather than an improvement in attentional recovery following 
the processing of Target 1. It is likely, however, to be an added source of variance when 
studying between-group differences in improvement of recovery from the attentional 
blink. Accordingly, this difference was corrected for as described in the previous section 
when analyzing Target 2 detection given the correct identification of Target 1, after 
ensuring that it was not the source of a significant difference across training groups. 

Appendix 2: Results for Multiple Object Tracking 

Object tracking performance was measured as the subject’s percentage of correct 
responses to the yes (was cued)/no (was not cued) decision made about the given probe 
circle. The number of correct responses was recorded separately for each possible number 
of cued circles (1–7). There were no interactions found with expected response (yes vs. no) 
so performance measures were collapsed across “yes” and “no” trials. Separate ANOVAs 
with test (pre/post) and cued circles (1–7) as factors were performed for each training reg
imen. As expected, a main effect of number of circles to track was found for each group 
with accuracy decreasing with increasing number of circles (Table A3) (UT, F�6� 60� = 
47�02� MSE = 0�007� p < 0�001� �p 

2 = 0�82; AA, F�6� 78� = 55�19� MSE = 0�009� p < 
0�001� �2 

p = 0�81; HP, F�6� 78� = 69�66� MSE = 0�008� p < 0�001� �2 
p = 0�84; TE, 

F�6� 78� = 81�73� MSE = 0�006� p < 0�001� �p 
2 = �86; IM, F�6� 108� = 52�91� MSE = 

0�009� p < 0�001� �p 
2 = �75; SO, F�6� 66� = 25�54� MSE = 0�012� p < 0�001� �p 

2 = 0�70). 
Three training groups improved significantly between pre- and post-testing (Table A4): 

our experimental group, UT (F�1� 10� = 5�32� MSE = 0�015� p = 0�044� �p 
2 = 0�35), IM 

(F�1� 18� = 5�90� MSE = 0�006� p = 0�026� �2 
p = 0�25) and TE (F�1� 13� = 9�02� MSE = 

0�006� p = 0�01� �p 
2 = 0�41). There were no significant interactions between test and the 

number of circles for any of the groups. 
It was consistently seen that while groups showed comparable performance with rel

atively few items, differences in performance emerged as some critical attentional load 
(4–5 circles) was reached. This pattern is consistent with our previous findings (Green 
& Bavelier, 2006b) as well as recent findings in children who play action video games 
(Trick et al., 2005). Accordingly, we ran a second set of 2 (training group) ×2 (pre vs. 
post training) ANOVAs, looking only at performance on trials where four or five circles 
were cued at the outset. A series of ANOVAs comparing each group to the baseline game 
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Table A3

Mean accuracy (standard error) at each number of circles to be tracked (1–7) before and after training (pre vs. post) for each training group.


No. of circles 1 2 3 4 5 6 7 

Unreal Tournament
Pre 97�73�1�04� 94�55�1�25� 90�00�1�65� 78�64�2�95� 71�36�3�64� 66�36�3�44� 65�00�1�91� 

Post 98�18�1�02� 95�00�1�65� 93�64�2�44� 87�27�3�59� 82�27�2�27� 71�36�4�53� 68�18�4�68� 

Difference 0�45 0�45 3�64 8�63 10�91 5 3�18 

America’s Army

Pre 100�0� 94�29�1�56� 88�21�2�90� 85�36�2�94� 69�64�2�99� 71�43�3�21� 62�14�3�13� 

Post 99�64�0�36� 97�50�1�01� 86�43�2�31� 83�21�2�75� 75�36�3�53� 67�86�4�22� 68�98�3�64� 

Difference −0�36 3�21 −1�78 −2�15 5�72 −3�57 6�84 

Harry Potter

Pre 96�79�1�45� 97�14�0�86� 83�93�2�35� 81�07�3�36� 70�71�2�91� 62�86�2�95� 63�57�1�92� 

Post 98�57�0�82� 93�93�1�67� 89�29�2�02� 81�79�3�13� 73�57�2�94� 65�00�3�06� 64�29�3�35� 

Difference 1�78 −3�21 5�36 0�72 2�86 2�14 0�72 

Tetris

Pre 96�79�1�13� 92�86�1�94� 87�86�1�72� 78�93�3�48� 68�57�2�64� 63�93�3�64� 62�86�3�62� 

Post 96�79�1�35� 91�79�1�93� 90�71�2�21� 82�86�3�04� 76�07�2�88� 68�93�2�58� 67�50�3�22� 

Difference 0 −1�07 2�85 3�93 7�5 5 4�64 

Interactive Metronome

Pre 97�37�0�89� 92�37�2�04� 87�37�3�00� 81�58�2�20� 73�42�3�27� 74�47�3�26� 64�47�2�56� 

Post 97�89�0�79� 94�74�1�05� 88�95�1�69� 83�16�2�17� 80�00�2�06� 74�47�2�86� 67�89�2�92� 

Difference 0�52 2�37 1�58 1�58 6�58 0 3�42 

Card Games

Pre 98�33�0�94� 95�00�1�74� 91�67�2�16� 79�17�4�39� 79�58�4�58� 74�17�2�88� 65�00�2�46� 

Post 97�50�0�97� 93�75�2�05� 88�33�2�78� 82�08�3�77� 76�67�3�96� 75�00�3�43� 68�33�3�71� 

Difference −0�83 −1�25 −3�34 2�91 −2�91 0�83 3�33 
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Table A4

Mean accuracy (standard error) before and after training (pre vs. post) for each training group.


UT AA HP TE IM CG 

Pre 80�52�1�70� 81�58�1�63� 79�44�1�61� 78�83�1�66� 81�58�1�34� 83�27�1�65� 

Post 85�13�1�70� 82�70�1�60� 80�92�1�60� 82�09�1�43� 83�87�1�16� 83�10�1�57� 

Difference 4�61 1�12 1�48 3�26 2�29 �17 

on four and five cued-object trials indicated that only the action group improved signifi
cantly more that the baseline group (pre vs. post-test by training group interaction) (UT 
vs. CG, F�1� 21� = 6�60� MSE = 0�008� p = 0�02� �p 

2 = 0�24 with pre-test vs. post-test 
% accuracy of 75�00 ± 2�02 vs. 84�77 ± 2�30 for UT and 79�38 ± 3�10 vs. 79�38 ± 2�73 
for CG). None of the other training groups showed a significantly greater improvement 
on object tracking performance when compared to our baseline group (see Figure 2). 
On these critical trials, the action game trainees (UT) also outperformed subjects trained 
on Harry Potter (F�1� 23� = 4�46� MSE = 0�009� p = 0�046� �p 

2 = 0�16). The greater 
improvement of the action group also approached significance when compared to that of 
the America’s Army group (F�1� 23� = 3�53� MSE = 0�011� p = 0�073� �p 

2 = 0�13), but 
less so when compared to the Interactive Metronome group (F�1� 28� = 2�12� MSE = 
0�011� p = 0�157� �2 

p = 0�07). 
Surprisingly, there was no pre–post by group interaction between the action group 

and the Tetris-playing controls (F�1� 23� = 1�09� MSE = 0�009� p = 0�31� �p 
2 = 0�05). 

However, there is a consistent trend for greater improvement in the action group, as 
would be expected based on our previous work which employed nearly three times as 
much training (Green & Bavelier, 2006b). 
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THE ROLE OF VISUAL MAPS TO STIMULATE LEARNING 
IN A COMPUTER GAME 

Richard Wainess and Harold F. O’Neil 
University of Southern California 

Abstract 

Research suggests it is the quality instructional methods embedded into a game, not the 
game itself, that will determine the game’s effectiveness as a teaching or problem-solving 
tool. Navigation maps are a common instructional method to aid in navigation of complex 
game environments. This chapter examines the use of navigation maps in a variety of 
environments and conditions. The overall finding is that navigation maps do not aide in 
learning or problem-solving in all situations. Other conditions, such as task, performance 
objectives, other instructional methods, or issues related to cognitive load, may override 
the potential effectiveness of navigation maps. 

Despite early expectations, research into the effectiveness of games and simulations as 
educational media has been met with mixed reviews (de Jong & van Joolingen, 1998; 
Garris, Ahlers, & Driskell, 2002; O’Neil, Wainess, & Baker, 2005). It has been suggested 
that the lack of consensus can be attributed to weaknesses in instructional strategies 
embedded in the media and to other issues related to cognitive load (Chalmers, 2003; 
Cutmore, Hine, Maberly, Langford, & Hawgood, 2000; Lee, 1999; Thiagarajan, 1998; 
Wolfe, 1997). Cognitive load refers to the amount of mental activity imposed on working 
memory at an instance in time (Chalmers, 2003; Sweller & Chandler, 1994, Yeung, 1999). 
Researchers have proposed that working memory limitations can have an adverse effect 
on learning (Sweller & Chandler, 1994; Yeung, 1999). Further, cognitive load theory 
suggests that learning involves the development of schemas (Atkinson, Derry, Renkl, & 
Wortham, 2000), a process constrained by limited working memory and separate channels 
for auditory and visual/spatial stimuli (Brunken, Plass, & Leutner, 2003). Cognitive load 
theory also describes an unlimited capacity, long-term memory that can store vast numbers 
of schemas (Mousavi, Low, & Sweller, 1995). 
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The inclusion of scaffolding, which provides support during schema development by 
reducing the load in working memory, is a form of instructional design; more specifi
cally, it is an instructional strategy (Allen, 1997; Clark, 2001). For example, graphical 
scaffolding, which involves the use of imagery-based aids, has been shown to provide 
effective support for graphically based learning environments, including video games 
(Benbasat & Todd, 1993; Farrell & Moore, 2000; Mayer, Mautone, & Prothero, 2002). 
Navigation maps, a particular form of graphical scaffolding, have been shown to be an 
effective scaffold for navigation of a three-dimensional (3D) virtual environment (Cut
more et al., 2000). Navigation maps have also been shown to be an effective support for 
navigating and problem solving in a 2D hypermedia environment (Baylor, 2001; Chou, 
Lin, & Sun, 2000), which is comprised of nodes of information and links between the 
various nodes (Barab, Bowdish, & Lawless, 1997). In contrast, however, Wainess (2007) 
found no benefit from the use of navigation maps to assist in complex problem-solving 
tasks in a 3D video game. 

A virtual environment creates a number of issues with regards to learning. Problem 
solving within a virtual environment involves not only the cognitive load associated 
with the to-be-learned material, referred to as intrinsic cognitive load (Paas, Tuovinen, 
Tabbers, & Van Gerven, 2003), it also includes cognitive load related to the visual 
nature of the environment, referred to as extraneous cognitive load (Brunken et al., 
2003; Harp & Mayer, 1998), as well as navigation within the environment – either 
germane cognitive load or extraneous cognitive load, depending on the relationship of 
the navigation to the learning task (Renkl & Atkinson, 2003); It is germane cognitive 
load if navigation is a necessary component for learning; that is, it is an instructional 
strategy. It is extraneous cognitive load if navigation does not, of itself, support the 
learning process; that is, it is included as a feature extraneous to content understanding 
and learning. An important goal of instructional design within immersive environments 
involves determining methods for reducing the extraneous cognitive load and/or germane 
cognitive load, thereby providing more working memory capacity for intrinsic cognitive 
load (Brunken et al., 2003). This chapter examines the reduction of cognitive load through 
the use of graphical scaffolding in the form of visual maps and whether this instructional 
strategy results in better performance outcomes as reflected by retention and transfer 
(Paas et al., 2003). Retention refers to the storage and retrieval of knowledge and facts 
(Day, Arthur, & Gettman, 2001). Transfer refers to the application of acquired knowledge 
and skills to new situations (Brunken et al., 2003). 

Research has examined the use of navigation maps, a particular form of graphical scaf
folding, as navigational support for complex problem solving tasks within a hypermedia 
environment, where the navigation map provided an overview of the 2D, textually-based 
world which had been segmented into chunks of information, or nodes (Chou et al., 
2000). Research has also examined the use of navigation maps as a navigational tool in 
3D virtual environments. Studies involving 3D environments have examined either the 
effect of a navigation map on navigation within an occluded environment (where vision 
is blocked by walls, trees, buildings, etc.) with the singular goal of getting from point A 
to point B (Cutmore et al., 2000) or on navigation in a maze-like environment (hallways) 
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that included a simple problem solving task; finding a key along the path in order to open 
a door at the end of the path (Galimberti, Ignazi, Vercesi, & Riva, 2001). 

Wainess (2007) examined the effect of use of 2D topological maps (i.e., a floor plan) 
on navigation within a 3D video game environment in relationship to a complex problem-
solving task. Other studies have examined the use of 2D maps (i.e., a 2D site map) to 
aid in navigation of the various nodes for complex problem-solving tasks (e.g., Chou & 
Lin, 1998). It is argued here that the role of the two navigation map types (2D site 
map and 2D topological floor plan) serve the same purpose in terms of cognitive load, 
which is, they reduce cognitive load by distributing some of load normally placed in 
working memory to an external aid, the navigation map. In other words, information (the 
structure of the environment) that would normally have been held in working memory is 
offloaded to an accessible, external map of the environment. However, it is also argued 
here that the spatial aspects of the two learning environments differ substantially. A 
larger cognitive load is placed on the visual/spatial channel of working memory with a 
3D video game environment as compared to a 2D hypermedia environment, due to the 
more complex visual requirements of working within a 3D world as compared to a 2D 
world, thereby leaving less working memory capacity in the 3D video game for visual 
stimuli; the navigation map. Therefore, the cognitive load benefits of map usage in a 3D 
environment may not be as great as the cognitive load benefits of map usage in a 2D 
environment, particularly if the map is spatially separated from the main environment – 
the video game – a condition which adds cognitive load (Mayer & Moreno, 1998). 

As immersive 3D video games have become more widespread as commercial enter
tainment, interest has also grown for the utilization of 3D video games as educational 
media, particularly because of the perceived motivational aspects of video games for 
engaging students (O’Neil & Fisher, 2004). According to Pintrich and Schunk (2002), 
motivation is “the process whereby goal-directed activity is instigated and sustained” 
(p. 405). Tennyson and Breuer (2002) contended that motivation influences both attention 
and maintenance processes, generating the mental effort that drives us to apply our knowl
edge and skills. Salomon (1983) described mental effort as the depth or thoughtfulness a 
learner invests in processing material. Therefore, the role of navigation maps to reduce 
the load induced by navigation and, thereby, reduce burdens on working memory is an 
important issue with regard to enhancing the effectiveness of video games as educational 
environments. 

1. Cognitive Load Theory 

In recent years, a number of theories have emerged which provide plausible yet competi
tive explanations of how humans acquire and use knowledge. These theories, which tend 
to overlap or augment one another, include fuzzy trace theory (Reyna & Brainerd, 1995, 
1998), evolutionary psychology (Geary, 2002; Sweller, 2006), a hierarchical view of 
cognitive abilities (Stankov, 2000), short-term and long-term working memory (Ericsson 
& Kintsch, 1995), higher order thought (HOT; Rosenthal, 2000a, b), theory of mind 
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(Flavell, 2004; Leslie, 1987), adaptive character of thought theory (ACT-R, Anderson, 
1996), and cognitive load theory (Sweller & Chandler, 1994). This chapter focuses on 
cognitive load theory. 

Cognitive Load Theory is based on the assumptions of a limited working memory with 
separate channels for auditory and visual/spatial stimuli, and a virtually unlimited capacity 
long-term memory that stores schemas of varying complexity and levels of automation 
(Brunken et al., 2003). According to Paas et al. (2003), cognitive load refers to the amount 
of load placed on working memory. Working memory refers to the limited capacity for 
holding and processing chunks of information. Brunning, Schraw, and Ronning (1999) 
defined a chunk as any stimulus that is used, such as a letter, number, or word. According 
to Miller (1956) working memory capacity varies from five to nine chunks of information. 
More recently, Paas et al. (2003) argued that working memory can only handle two or 
three “novel” chunks of information. 

Long-term memory has an unlimited permanent capacity (Tennyson & Breuer, 2002), 
and can contain vast amounts of schemas. Schemas are cognitive constructs that incorpo
rate multiple elements of information into a single element with a specific function (Paas 
et al., 2003). Schemas have the functions of storing information in long-term memory 
and of reducing working memory load by permitting people to treat multiple elements of 
information as a single element or chunk (Kalyuga, Chandler, & Sweller, 1998; Mousavi 
et al., 1995). 

There are three types of cognitive load that can be defined in relationship to a learning 
or problem-solving task: intrinsic cognitive load, germane cognitive load, and extraneous 
cognitive load (Ayres, 2006). Intrinsic cognitive load refers to the cognitive load placed 
on working memory by the to-be-learned material (Paas et al., 2003). Germane cognitive 
load refers to the cognitive load required to access and process the intrinsic cognitive 
load; For example, the problem-solving processes that are instantiated in the learning 
process so that learning can occur (Renkl & Atkinson, 2003). Extraneous cognitive load 
refers to the cognitive load imposed by stimuli that neither support the learning process 
(i.e., germane cognitive load) nor are part of the to-be-learned material (i.e., intrinsic 
cognitive load). An important goal of instructional design is to balance intrinsic, germane, 
and extraneous cognitive loads to support learning outcomes and to recognize that the 
specific balance is dependent on a number of factors (Brunken et al., 2003), including 
the need for motivation. 

2. Problem Solving 

Many tasks involve problem solving. Problem solving is “cognitive processing directed at 
transforming a given situation into a desired situation when no obvious method of solution 
is available to the problem solver” (Baker & Mayer, 1999, p. 272). According to Kirschner, 
Sweller, and Clark (2006), problem solving “places a huge burden on working memory” 
(p. 77). The O’Neil Problem-Solving model (Figure 1; see O’Neil, 1999) defines three 
core constructs of problem solving: content understanding, problem-solving strategies, 
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Figure 1. O’Neil Problem-solving model 

and self-regulation. Content understanding refers to domain knowledge. Problem-solving 
strategies refer to both domain-specific and domain-independent strategies. Self-regulation 
is comprised of metacognition (planning and self-monitoring) and motivation (mental 
effort and self-efficacy; O’Neil, 1999, 2002). 

3. Games, Simulations, and Simulation-Games 

Computer-based educational games fall into three categories: games, simulations, and 
simulation games. While there is debate as to the specific characteristics of each of 
these three media (e.g., Betz, 1995–1996; Crookall & Arai, 1995; Crookall, Oxford, & 
Saunders, 1987; Dempsey, Haynes, Lucassen, & Casey, 2002; Duke, 1995; Garris et al., 
2002; Randel, Morris, Wetzel, & Whitehill, 1992; Ricci, Salas, & Cannon-Bowers, 1996), 
Gredler (1996) provided definitions for the three media that offer some clear delineations 
among them. According to Gredler, games consist of rules, can contain imaginative con
texts, are primarily linear, and include goals as well as competition, either against other 
players or against a computer (Gredler, 1996). Simulations display the dynamic rela
tionship among variables which change over time and reflect authentic causal processes. 
Simulations are non-linear and have a goal of discovering causal relationships through 
manipulation of independent variables. Simulation games are a blend of games and sim
ulations (Gredler, 1996). Wainess (2007) added an important modification to Gredler’s 
definitions. 

When Gredler (1996) described games a linear and simulations as non-linear, she was 
referring to their goal structures – games have linear goal structures and simulations 
have non-linear goal structures. According to Wainess (2007), there is another aspect of 
games or simulation interaction that can be described as either linear or non-linear – the 
intervention structure of the media. Intervention refers to the actions players or users are 
allowed to take at any given moment of the game or simulation. In almost all instances of 
intervention, both games and simulations give at least two choices (e.g., quit or continue, 
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turn left or turn right, fight or run, increase something or decrease it). Therefore, for both 
games and simulations, the intervention structure is non-linear. 

There has also been disagreement as to the definition of video games and, more 
importantly, whether a computer-based game is a video game. However, the defini
tions of computer-based game and video game are beginning to coincide and the two 
terms are beginning to be used interchangeably (e.g., Greenfield et al., 1996; Greenfield, 
deWinstanley, Kilpatrick, & Kaye, 1996; Kirriemuir, 2002; Okagaki & Frensch, 1994). 
In this chapter, we will also use the terms computer-based game and video game inter
changeably. 

4. Educational Benefits of Games and Simulations 

While numerous studies have cited the learning benefits of games and simulations 
(e.g., Adams, 1998; Baker, Prince, Shrestha, Oser, & Salas, 1993; Barab, Thomas, Dodge, 
Carteaux, & Tuzun, 2005; Betz, 1995–1996; Khoo & Koh, 1998; Lainema & Nurmi, 
2006), others have found mixed, negative, or null outcomes from games and simula
tions, specifically in the relationship of enjoyment of a game to learning from the game 
(e.g., Brougere, 1999; Dekkers & Donatti, 1981; Druckman, 1995; O’Neil et al., 2005). 
One of the problems appears to be that many non-empirical studies claim learning out
comes that cannot be substantiated by their own data (see O’Neil et al., 2005 for a 
discussion of this issue), as well as empirical studies making claims not supported by 
the data (see O’Neil et al., 2005). Another problem seems to be the paucity of empirical 
studies. 

Of several thousand articles on game and simulation studies with adult subjects pub
lished in peer reviewed journals in the last 15 years, only 19 were empirical (see O’Neil 
et al., 2005). Of those 19 studies, two compared game-based training to other methods of 
instruction; one study found in that game-based training resulted in higher performance 
on retention tests (Ricci et al., 1996) while the other found it resulted in lower perfor
mance (Parchman, Ellis, Christinaz, & Vogel, 2000). Another of the studies found that 
playing a game that fostered certain generalizable skills lead to greater performance on 
a far transfer task (jet fighter training) as compared to those who did not play the game 
(Gopher, Weil, & Bareket, 1994). The remaining 16 studies compared game performance 
based on differing instructional strategies or due to individual differences. In general, 
those studies found that higher visual abilities resulted in better game performance and 
prior game playing experience resulted in better game playing performance. A few found 
that instructional method affected game performance. 

Another issue in claims attributed to games or simulations is the inaccurate use of 
media definition. For examples, the medium used by Ricci et al. (1996) was defined 
by the researchers as a game, but the description of the medium met the criteria for a 
simulation game. Therefore, any outcomes attributed to the use of games would have 
been inaccurate. 
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Another claim related to the proposed educational benefit of games and simulations 
is their motivational characteristics. The assumption is that motivation always leads to 
learning. However, a number of researchers suggest otherwise (e.g., Brougere, 1999; 
Druckman, 1995; Salas, Bowers, & Rhodenizer, 1998). Salomon (1983) even contended 
that a positive attitude can actually indicate less learning. Dekkers and Donatti (1981) 
found that motivation wanes over time, as the novelty of the game or simulation subsides. 
While these various arguments potentially explain the mixed findings with regards to the 
learning outcomes in games and simulation research, there is another argument which 
may provide a better explanation of the mixed findings. 

There appears to be consensus among a large number of researchers that the negative, 
mixed, or null findings might be related to a lack of sound instructional design embedded 
in the games (de Jong & van Joolingen, 1998; Garris et al., 2002; Gredler, 1996; Lee, 
1999; Leemkuil, de Jong, de Hoog, & Christoph, 2003; Thiagarajan, 1998; Wolfe, 1997). 
These researchers suggest that it is the instructional design embedded in a medium and not 
the medium itself that leads to learning. Instructional design involves the implementation 
of various instructional strategies and methods. 

5. Scaffolding 

As discussed earlier, cognitive load theory (Paas et al., 2003) is concerned with methods 
for reducing the amount of cognitive load placed on working memory during learning 
and problem-solving activities. Clark (2003) commented that instructional messages (an 
instructional method) must also keep the cognitive load from instructional presentations 
to a minimum. Scaffolding is considered a viable instructional method that assists in 
cognitive load reduction. There are a number of definitions for scaffolding in the literature. 
Chalmers (2003) defined scaffolding as the process of forming and building upon a 
schema. In a related definition, Van Merriënboer, Kirschner, and Kester (2003) defined the 
original meaning of scaffolding as all devices or strategies that support students’ learning. 
More recently, Van Merriënboer, Clark, and de Croock (2002) defined scaffolding as the 
process of diminishing (fading) support as learners acquire more expertise. Allen (1997) 
defined scaffolding as the process of training a student on core concepts and then gradually 
expanding the training. To summarize, the four definitions of scaffolding involve the 
development of simple to complex schema, all devices that support learning, the process 
of diminishing (fading) support during learning, and the process of building learning 
from basic concepts to complex knowledge, respectively. Ultimately, the core principle 
embodied in each of these definitions is that scaffolding is concerned with controlling the 
amount of cognitive load imposed by learning, and each reflects a philosophy or approach 
to controlling or reducing that load. In this chapter, all four definitions of scaffolding will 
be considered. 

As defined by Clark (2001), instructional methods are external representations of 
internal cognitive processes that are necessary for learning but which learners cannot, 
may not, or will not provide for themselves. Instructional methods provide learning goals 
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(e.g., demonstrations, simulations, and analogies: Alessi, 2000; Clark 2001), monitoring 
(e.g., practice exercises: Clark, 2001), feedback (Alessi, 2000; Clark, 2001; Leemkuil 
et al., 2003; Sitzmann, Kraiger, Stewart, & Wisher, 2006), and selection (e.g., highlighting 
information: Alessi, 2000; Clark, 2001). Alessi (2000) added that instructional methods 
include: giving hints and prompts before student actions; providing coaching, advice, 
or help systems; and providing dictionaries and glossaries. Jones, Farquhar, and Surry 
(1995) added advance organizers, graphical representations of problems, and hierarchical 
knowledge structures to the list of instructional methods. Each of these examples is a 
form of scaffolding. 

In learning by doing in a virtual environment, students can actively work in realis
tic situations that simulate authentic tasks for a particular domain (Mayer et al., 2002). 
A major instructional issue in learning by doing within simulated environments con
cerns the proper type of guidance (i.e., scaffolding), that is, how best to create cognitive 
apprenticeship (Mayer et al., 2002). Mayer and colleagues (2002) also commented that 
their research shows that discovery-based learning environments can be converted into 
productive venues for learning when appropriate cognitive scaffolding is provided; specif
ically, when the nature of the scaffolding is aligned with the nature of the task, such 
as pictorial scaffolding for pictorially based tasks and textually based scaffolding for 
textually-based tasks. 

5.1. Graphical Scaffolding 

According to Allen (1997), selection of appropriate text and graphics can aid the develop
ment of mental models, and Jones et al. (1995) commented that visual cues such as maps 
and menus as advance organizers help learners conceptualize the organization of the 
information in a program. A number of researchers support the use of maps as visual aids 
and organizers (Benbasat & Todd, 1993; Chou & Lin, 1998; Chou et al., 2000; Farrell & 
Moore, 2000; Ruddle, Howes, Payne, & Jones, 2000). Chalmers (2003) defined graphic 
organizers as organizers of information in a graphic format, which act as spatial displays 
of information that can also act as study aids. Jones et al. (1995) argued that interactive 
designers should provide users with visual or verbal cues to help them navigate through 
unfamiliar territory. 

5.2. Navigation Maps 

Cutmore et al. (2000) defined navigation as “� � � a process of tracking one’s position in 
a physical environment to arrive at a desired destination” (p. 224). A route through the 
environment consists of either a series of locations or continuous movement along a path. 
Cutmore et al. further commented that “Navigation becomes problematic when the whole 
path cannot be viewed at once but is largely occluded by objects in the environment” 
(p. 224). The occluding objects may include internal walls or large environmental features 
such as trees, hills, or buildings. Under these conditions, one cannot simply plot a direct 
visual course from the start to finish locations. Rather, knowledge of the layout of the 
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space is required. Navigation maps or other descriptive information may provide that 
knowledge (Cutmore et al., 2000). 

Effective navigation of a familiar environment depends upon a number of cognitive 
factors. These include working memory for recent information, attention to important cues 
for location, bearing and motion, and finally, a cognitive representation of the environment 
which becomes part of a long-term memory, a cognitive map (Cutmore et al., 2000). A 
2D navigation map can help users to navigate and orient themselves, and may facilitate 
an easier learning experience. 

A number of experiments have examined the use of navigation maps in virtual envi
ronments. Using a web-based hypermedia environment, Chou and Lin (1998) and Chou 
et al. (2000) examined various navigation map types, with some navigation maps offer
ing global views of the environment (global navigation map) and others offering more 
localized views (local navigation map), based on the learner’s current location. In the 
Chou and Lin (1998) study, 121 college students were divided into five groups, based 
on four navigation map variations; (1) a global map of the entire 94 node hierarchical 
knowledge structure (the entire hypermedia environment), (2) a series of local maps for 
each knowledge area of the environment, (3) a tracking map that updated according the 
participant’s location with the participant’s location always in the center and showing 
one level of nodes above and two below the current position, (4) a no-map situation, 
and (5) an all-map situation (global, local, and tracking). After being given instruction 
on their respective navigation tools and time to practice, subjects were given 10 search 
tasks and an additional 30 min to browse the hypermedia environment, after which they 
answered posttest questions and an attitude questionnaire and created a knowledge map. 

Results of the Chou and Lin (1998) study indicated that the search efficiency (search 
speed) for the all map and global map groups were significantly faster than for the other 
three groups (local map, tracking map, and no map), indicating benefits from using the 
global map or all maps (which included the global map). There was not significance 
between the all map and global map groups. Knowledge map creation for the all map 
and global map groups were also significantly higher than for the tracking map group, 
but not significantly higher than the local map or no map groups. Overall, the results of 
the Chou and Lin (1998) study suggest that use of a global map or use of a combination 
of maps, including the global map, results in greater search efficiency but not greater 
content understanding (as indicated by knowledge map development) then either local 
maps or no map. Additionally, there were no differences found between the use of a local 
map versus no map, suggesting no cognitive value to a local map. With regard to attitude, 
there were no differences by map type for any of the attitudinal scales, including attitude 
toward the learning experience, usability of the system, and disorientation. 

As with Chou and Lin (1998) study, the Chou et al. (2000) study, which involved over 
100 college students, showed that the type of navigation map used affected performance. 
However, some findings were in contrast to the earlier study. With regards to development 
of a knowledge map, the no map group’s performance was significantly higher than the 
local map’s performance. The global map group’s score almost reached significance over 
the local map group �p = 0�057�. There was no difference between the global map scores 



238 Richard Wainess and Harold F. O’Neil 

and the no map scores. This differed from the earlier study which found a significant 
difference between the global map over no map, suggesting that, for the tasks involved in 
one or both of these studies, map use might not have been a primary factor in developing 
content understanding. 

Results of the Chou et al (2000) study indicated that map type can affect performance 
in a search task. A global map resulted in better performance than a local map or no 
map with regards to navigation (search speed and revisiting sites), while performance 
on knowledge map creation by the no map group was significantly better than for those 
who used a local map and only slightly better than for those who used a global map. In 
other words, accomplishment of a problem-solving task was best with a global map while 
understanding of a problem-solving task or environment was best with either no map or 
with a global map. Results of the two Chou and colleague studies (Chou & Lin 1998; 
Chou et al., 2000) suggest that global map use can improve search speed and reduce 
revisiting locations. The mixed results of the two studies suggest that map use may not 
influence content understanding. 

According to Tkacz (1998), soldiers use navigation maps as tools, which involve 
spatial reasoning, complex decision making, symbol interpretation, and spatial problem 
solving. In her study involving 105 marines, Tkacz examined the procedural components 
of cognitive maps required for using and understanding topographic navigation maps, 
stating that navigation map interpretation involves both top-down (retrieved from long-
term memory) and bottom-up (retrieved from the environment and the navigation map) 
procedures. Therefore, Tkacz examined the cognitive components underlying navigation 
map interpretation to assess the influence of individual differences on course success 
and on real-world position location. In addition, Tkacz related position location ability 
to video game performance in a simulated environment. Performance measures consisted 
of real-world position location (in the field), a map reading readiness exercise (using a 
map), and simulated travel in a videogame environment (a 3D maze, with movement in 
six directions; North, South, East, West, Up, and Down). The goal of the maze game was 
for the player to move as quickly as possible through the 125 room structure to a goal 
room and open the exit door. 

All participants completed a map reading pretest, after which the treatment group 
received 15 hours of geographical training. After that training, all groups completed spatial 
tests and a geography test. Additional participant data was obtained from armed services 
vocational aptitude tests that had been administered to each participant at enlistment. 

According to Tkacz (1998), the geographical instruction significantly improved the 
ability to perform terrain association and relate the real-world scenes to topographical 
map representations. Results of the study also indicated that orientation and, to a lesser 
extent, reasoning ability are important for map interpretation. Video game performance 
was affected by all spatial skills, but particularly by orientation and mental rotation 
(visualization), with high ability subjects escaping the maze faster than lower ability 
subjects. Video game performance was also affected by map reading ability, with better 
performance by those demonstrating better map reading performance. 
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Mayer et al. (2002) commented that a major instructional issue in learning by doing 
within simulated environments concerns the proper type of guidance, which they refer to 
as cognitive apprenticeship. The investigators used a geological gaming simulation, the 
Profile Game, to test various types of guidance structures (i.e., strategy modeling), ranging 
from no guidance to illustrations (i.e., pictorial aids) to verbal descriptions to pictorial 
and verbal aids combined. The Profile Game is based on the premise, “Suppose you were 
visiting a planet and you wanted to determine which geological feature is present on a 
certain portion of the planet’s surface” (Mayer et al., 2002, p. 171). While exploring, you 
cannot directly see the features, so you must interpret data indirectly, through probing 
procedures. The experimenters focused on the amount and type of guidance needed within 
the highly spatial simulation. 

Though a series of experiments, Mayer et al. (2002) found that pictorial scaffolding, as 
opposed to verbal scaffolding, is needed to enhance performance in a visual-spatial task. 
In the final experiments of the series, participants were divided into verbal scaffolding, 
pictorial scaffolding, both, and no scaffolding groups. Participants who received picto
rial scaffolding solved significantly more problems than did those who did not receive 
pictorial scaffolding. Students who received strategic scaffolding did not solve signif
icantly more problems than students who did not receive strategic scaffolding. While 
high-spatial participants performed significantly better than low-spatial students, adding 
pictorial scaffolding to the learning materials helped both low- and high-spatial students 
learn to use the Profile Game. Students in the pictorial-scaffolding group correctly solved 
more transfer problems than students in the control group. However, pictorial scaffolding 
did not significantly affect the solution time (speed) of either low- or high-spatial par
ticipants. Overall, adding pictorial scaffolding to the learning materials lead to improved 
performance on a transfer task for both high- and low-spatial students in the Profile Game 
(Mayer et al., 2002). 

Wainess (2007) examined the use of navigation maps to assist in problem solving 
in a video game, SafeCracker® (Daydream Interactive, Inc., 1995/2001). SafeCracker 
is a non-violent, PC-based game where players must find and open safes, through the 
use of clues, objects, and in some cases, prior knowledge or trial-and-error. Data was 
collected from 65 college students (43 male and 22 female). The purpose of the study 
was to examine the effect of a navigation map on a complex problem-solving task in 
a 3D, occluded, computer-based video game. With one group playing the video game 
while using a navigation map (the treatment group) and the other group playing the game 
without aid of a navigation map (the control group), the study examined differences in 
problem-solving outcomes as informed by the O’Neil (1999) Problem-Solving model (see 
Figure 1). 

The Wainess (2007) study examined the effect of navigation maps on content under
standing and problem-solving strategy retention and transfer, as well as the correlation 
between trait self-regulation and performance, and between navigation map usage and 
continuing motivation, as exhibited by continued optional play of the game. 

All participants in the Wainess (2007) study were given instruction in use of the 
knowledge mapping software and the game SafeCracker, including strategy instruction. 
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The treatment group was then given instruction on using the navigation maps, as well as 
strategies for effectively navigating the environment. The control group was also given 
navigation strategies. Participants then played SafeCracker twice. Participants were also 
given a task completion form at the start of each game, which listed the safes to be 
opened and the rooms the safes were in, which acted as an advance organizer. After 
each game, participants created a knowledge map and responded to problem-solving 
strategy retention and transfer questions. At the conclusion of the study, participants were 
offered an opportunity to play the game for an extra half hour (to examine continuing 
motivation). 

Results of the Wainess (2007) study indicated that the use of navigation maps did 
not affect content understanding, problem-solving strategy retention, or problem-solving 
strategy transfer. In addition, higher levels of self-regulation were unrelated to higher 
levels of performance regardless of whether or not a map was used, except for a 
positive correlation between amount of mental effort and the amount of improvement 
in the problem-solving strategy retention scores for the navigation map group, r = 
0�38� p < 0�05. Lastly, those who used the navigation map (the treatment group) did not 
exhibit higher continuing motivation than those who did not use the map (the control 
group). 

Two directions were considered to explain the lack of results in the Wainess (2007) 
study; one that would reduce or suppress the effects of the treatment and one that 
would inflate the outcomes measures for the control group. Suppression of outcomes 
by the treatment group might well be explained by the contiguity effect and by 
extraneous cognitive load. Inflation of the control group might well be explained by 
priming. 

The contiguity effect, which refers to the cognitive load imposed when multiple sources 
of information are separated (Mayer, Moreno, Boire, & Vagge, 1999; Mayer & Moreno, 
2003; Mayer & Sims, 1994; Moreno & Mayer, 1999). Spatial contiguity occurs when 
information is physically separated (Mayer & Moreno, 2003). The contiguity effect results 
in the split attention effect, where the process of integrating spatially (or temporally) 
separated information may place an unnecessary strain on limited working memory 
resources, resulting in impairment in learning (Atkinson et al., 2000; Mayer & Moreno, 
1998; Tarmizi & Sweller, 1988). The study by Wainess (2007) imposed spatial contiguity, 
since the navigation map was presented on a piece of paper while SafeCracker was viewed 
on a computer monitor. 

Extraneous cognitive load refers to the cognitive load imposed by unnecessary (extra
neous) materials (Harp & Mayer, 1998; Mayer, Heiser, & Lonn, 2001; Moreno & Mayer, 
2000; Renkl & Atkinson, 2003; Schraw, 1998) and can affect both retention and transfer 
(Moreno & Mayer, 2000). The navigation map in the Wainess (2007) study may have 
been an extraneous detail. The game environment may not have been complex enough 
to benefit from use of a navigation map. Therefore, adding the map would have added 
extraneous cognitive load for the treatment group, negating any expected benefits from 
the map. 
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Priming is a cognitive phenomenon where a stimulus (e.g., a word or sound) readies the 
mind to allow or engage particular relevant schema. Timely exposure to stimuli results in 
enhanced access to stored stimuli or information (retrieved October 7, 2005 from http:// file-
box.vt.edu/8080/users/dereese2/module8/module08bkup/IDProjectWebpage/lesson4.htm). 
Priming asserts that providing cues can help focus attention on important tasks or details, 
which ultimately helps with metacognitive process involved in learning and problem 
solving. Both groups in the Wainess (2007) study were primed a number of times 
with search and problem-solving strategies, which might have aided both groups in 
understanding procedures necessary for doing well in the SafeCracker. All participants 
were primed during knowledge map training, SafeCracker training, navigation map 
training for the treatment group, navigation training for the control group, and at the start 
of each game (see Wainess 2007 for detailed descriptions of the priming events). Those 
strategies may have influenced both groups enough to offset any differences that might 
have been fostered by navigation map usage, ultimately resulting in similar outcomes for 
the two groups. 

6. Conclusions and Implications 

Graphical scaffolding has been shown to provide effective support for graphically based 
learning environments, including video games (Benbasat & Todd, 1993; Farrell & Moore, 
2000; Mayer et al., 2002). Navigation maps, a particular form of graphical scaffolding, 
have been shown to be an effective scaffold for navigation of a 3D virtual environment 
(Cutmore et al., 2000). Navigation maps have also been shown to be an effective support 
for navigating in a problem-solving task in a 2D hypermedia environment (Baylor, 2001; 
Chou et al., 2000). In contrast, navigation maps were shown to be ineffective for a 
complex problem-solving task in a 3D, occluded computer-based video game (Wainess, 
2007). Results of the Wainess (2007) study indicate that use of a navigation map does 
not guarantee improvements over not using a navigation map. 

More and more, educational institutions seem to be embracing the use of video game 
and simulation environments as a way of modernizing teaching. The primary impetus 
for this change in learning strategy is the belief that the motivational aspects of games 
and simulations will lead to improvements in learning. Yet, as research has shown, it 
is the quality and appropriateness of the instructional strategies embedded in learning 
environment that determine whether or not learning will occur. Little is known about 
the use of immersive 3D games for learning, and this chapter highlights the fact that 
what works in one learning environment may not work in another. To ensure that 3D 
games provide the necessary features to foster learning, studies examining instructional 
strategies that have been previously shown to be effective in other learning environments 
must be carefully examined for effectiveness in this new learning environment. One such 
strategy is the use of navigation maps. As a potentially useful instructional strategy, it is 
important to discover the circumstances under which navigation maps are beneficial to 
learning. Only then can we begin to prescribe their use. 
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Abstract 

The game of chess provides opportunities to utilize higher reasoning skills and to enhance 
human learning and education. It involves comprehension of chess game position, identi
fication of candidate moves, and analysis and evaluation of possible sequences of moves. 
This chapter explores various issues associated with the game of chess and the utility of 
chess software in educational interventions. Special attention is given to three recent stud
ies that made use of contemporary chess software. Those three studies provided results 
that lent support to the assertion that chess instruction can lead to salutary cognitive 
effects among children and adults. 

1. Introduction 

Video games have become an exciting focus of academic inquiry (e.g., Gedler, 1996; 
O’Neil & Fisher, 2004; O’Neil, Wainess, & Baker, 2005). Despite their technical sophis
tication and popularity, examples of contemporary chess software such as Chesssmaster 
10th Edition and Fritz 9 that provide video game experiences have not received scholarly 
attention that they deserve, In support of that assertion, some definitions will be examined. 

Games may be defined as consisting of “rules that describe allowable player moves, 
game constraints and privileges (such as ways of earning extra turns), and penalties for 
illegal (non-permissible) actions. Further, the rules may be imaginative in that they need 
not relate to real-world events” (Geder, 1996: 523). The complex game of chess certainly 
satisfies that definition with its array of well-established rules, game constraints, and 
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severe penalties for illegal actions. Chess is a popular game played worldwide. In fact, 
chess is viewed by many as “the immortal game” (Shenk, 2006). 

Video games, also termed computer games, may be defined as games that “typically 
require a screen (television, monitor, or liquid crystal display) on which the game is 
viewed and any of a number of input devices (such as a controller, joystick, keyboard, 
or keypad) through which one interacts with the game” (O’Neil & Fisher, 2004: 104). 
Contemporary chess software such as Chessmaster 10th Edition and Fritz 9 satisfies that 
definition, as such software allows individuals to play artificial opponents on practically 
any computer. Chess is a visual game and, as a result, contemporary chess software may 
be viewed as providing a video game experience. 

With contemporary chess software being very widely used, one may inquire as to the 
psychological and educational correlates and predictors of skill at the game of chess. This 
chapter will explore, in part, the utility and the role of contemporary chess software in 
the context of human learning and education. 

To many, chess software may be viewed as “edutainment that is defined in the Merriam-
Webster Online Dictionary (2007) as “entertainment (as by games, films, or shows) that is 
designed to be educational.” To members of the chess community including tournament 
chess players, contemporary chess software provides instruction and guidance in the game 
of chess. Contemporary chess software may also be viewed as providing instruction on 
reasoning skills such as planning, decision-making, problem solving, and planning in the 
visual-spatial context of chess (Bart, 2004; Horgan, 1987). The educational value added 
by the use of chess software would be its potential to facilitate the development of higher 
reasoning skills. 

The authors of this chapter are interested in the empirical investigation of the role and 
utility of contemporary chess software in human learning and education. This chapter 
will explore various issues associated with the game of chess, chess software, and the 
utility of chess software in educational interventions. 

2. The Game of Chess 

Chess is a game that has been played for many centuries. Some contend that chess 
originally comes from China; whereas, others contend that chess originally comes from 
India. Chess may also have begun in China and then passed through India on the way to 
Central Asia, the Middle East, and then Europe (Hooper & Whyld, 1996). 

Millions of people play chess throughout the world. In addition, there are fine players 
and chess teachers on all the continents. The universal appeal of the game emanates from 
features of the game itself and the interaction of the game with computer technology. 
Among the features of chess that likely give the game universal appeal are the following: 
(a) fair in that all players begin with the same resources, (b) honest in that all players must 
follow the same set of rules including a prohibition on cheating; (c) competitive in that 
players play to win; (d) cognitively stimulating in that chess requires higher reasoning 
skills including skills at critical thinking, decision-making, problem solving, and planning; 
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and (e) cognitive enhancing in that chess can permit players to practice and improve their 
higher reasoning skills. 

Chess is a game played on a square grid with 8 rows and 8 columns. The chessboard 
has 64 component squares with 32 being white (or light-colored) and 32 being black (or 
dark-squared). The squares are arranged in an alternating manner so that bordering any 
white square will be 2–4 black squares and bordering any black square will be 2–4 white 
squares. The chessboard is identical to a checkerboard. Sensitivity to square color is a 
feature of advanced chess skill (Weeramantry & Eusebi, 1993). 

Chess is a game played typically between two individual players, although chess can 
be played between two groups. One player plays a set of white (or light-colored) pieces 
and the other player plays a set of black (or dark-squared) pieces. The player who plays 
the white (or light-colored) pieces is termed “White” in a chess game and the player who 
plays the black (or dark-colored) pieces is termed “Black.” The pieces available to the 
two players are equivalent. In that sense, chess is a fair game. 

Figure 1 displays the starting position for a chess game. The White pieces are arrayed 
on one side of the board and the Black pieces are arrayed on the opposite side of the 
board. From the perspective of the White side, the rows of the chessboard are termed 
ranks with each rank identified by a number from 1 to 8. The rank closest to White is 
termed rank 1 and the rank farthest from White is termed rank 8. Thus from the White 
side to the Black side, the ranks are arranged in the following order: rank 1, rank 2,� � � , 
rank 8. 

From the perspective of the White side, the columns of the chessboard are termed files 
with each file identified by a letter from a to h. The file on the left side of White is 
termed file a and the file on the right side of White is termed file h. Thus from the left 
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Figure 1. The starting position for the game of chess. 
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side of White to the right side of White, the files are arranged in the following order: file 
a, file b,� � � , file h. 

As a result, a rank number and a file letter identifies each component square. This 
system of marking squares permits a system of notation, termed the algebraic notation, 
for moves. The algebraic notation permits chess games to be recorded and then studied in 
some other location or time. There are Internet websites such as www.chessgames.com 
and DVDs such as Mega Database 2005 that contain over 200 000 chess games with 
most of these games being games between very competent chess players. In fact, Mega 
Database 2005 contains over 2 500 000 chess games. 

The pieces available to each player are the following: eight pawns, two knights, two 
bishops, two rooks, one queen, and one king. The White pawns are arrayed on the eight 
squares of rank 2 and the Black pawns are arrayed on the eight squares of rank 7 with 
one pawn on each square in those two ranks. Each chess piece of a chess player can 
move between squares, but not to squares that are occupied by other pieces of the same 
player. 

The pawn is the least-valued piece. It may move one or two squares forward on its 
file on its first move. After its first move, it can only move one square at a time. It can 
capture an opponent’s piece that is located on a forward diagonal square either to its 
immediate left or to its immediate right. For example, a White pawn on e4 may capture 
a Black piece on d5 or on f5. The pawn is a short-range piece. 

If a pawn reaches the rank farthest from its original location, the pawn may be 
transformed into a higher-valued piece such as a queen or rook. For example, a Black 
pawn that starts on c7 can become an additional Black queen if it reaches c1. Each pawn 
has thus a “Cinderella” quality. A popular first move for White is moving the pawn on 
e2 to e4 and is simply written as “e4.” A popular first move for Black is moving the 
pawn on c7 to c5 and is simply written as “c5.” 

The knight is worth approximately three pawns. The two White knights are initially 
placed on b1 and g1 and the two Black knights are initially placed on b8 and g8. Knights 
move in a L-pattern, two squares in one direction (either along a rank or along a file) 
and then one square in a direction perpendicular to the first direction. For example, the 
White knight on b1 may be moved to c3 or a3. The knight is the only piece that may 
jump over pieces. 

The knight may capture an opponent’s piece that is located on any square to which 
it could move. For example, a Black knight on c6 may capture a White piece on b4. 
When a piece captures an opposing piece, it occupies the square that was occupied by 
the opposing piece. The knight is a medium-range piece. 

A popular first move for a White knight is moving the knight on g1 to f3 and is simply 
written as “Nf3.” A popular first move for a Black knight is moving the knight on b8 to 
c6 and is simply written as “Nc6.” 

The bishop is also worth approximately three pawns. The two White bishops are 
initially located on c1 and f1 and the two Black bishops are initially located on c8 and 
f8. Both White and Black have a bishop on a white (or light-colored) square termed a 
white bishop and a bishop on a black (dark-colored) square termed a black bishop. 
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Bishops move only along diagonals. The white bishops can only move on white (or 
light-colored) squares and the black bishops can only move on black (or dark-covered) 
squares. The bishop is a long-range piece that can move from one corner of the chessboard 
to the opposite corner of the chessboard. However, it cannot jump over pieces. 

The bishop may capture an opponent’s piece that is located on any square to which it 
could move. For example, a White bishop located at b2 may capture a Black rook located 
at h8 provided that there are no pieces, White or Black, in between those two squares, 
that is, on the diagonal squares c3, d4, e5, f6, and g7. 

A popular move for a White bishop is moving the bishop on f1 to g2 and is simply 
written as “Bg2.” A popular move for a Black bishop is moving the bishop on c8 to d7 
and is simply written as “Bd7.” 

The rook is worth approximately 5 pawns. The two White rooks are located on a1 and 
h1 and the two Black rooks are located on a8 and h8. Squares a1 and h8 must be black 
(or dark-colored) squares and a8 and h1 must be white (or light-colored) squares. 

Rooks move only along ranks or files. For example, a White rook on a3 can move to 
d3 if there are no pieces (White or Black) on b3 and c3. The rook is a long-range piece 
that can move along ranks and files; however, it cannot jump over pieces. 

The rook may capture any opponent’s piece that is located on any square to which it 
could move. For example, a White rook located at e1 may capture a Black rook located 
at e8 provided that there are no pieces, White or Black, in between, that is, on the file 
e squares of e2, e3, e4, e5, e6, or e7. A rook that captures an opponent’s piece replaces 
the piece on the square that was occupied by the opponent’s piece. 

A popular move for a White rook is moving the rook on a1 to d1 and may be simply 
written as “Rd1.” A popular move for a Black rook is moving the rook on h8 to e8 and 
may be simply written as “Re8.” 

The queen is worth approximately 9 pawns. The White queen is located on d1 and the 
Black queen is located on d8. Square d1 must be a white (or light-colored) square and 
d8 must be a black (or dark-colored) square. 

The queen moves only along ranks, files, or diagonals; however, it cannot jump over 
pieces. For example, the White queen on d3 can move to f5, d5, or b5 if there are no 
pieces (White or Black) on e4, d4, and c5. A queen may be viewed as a combination of 
a rook and a bishop. The queen is the most powerful chess piece. 

A queen may capture any opponent’s piece that is located on any square to which 
it could move. For example, the White queen located at f3 may capture a Black rook 
located at c6 provided that there are no pieces, White or Black, in between, that is, on 
the diagonal squares of e4 and d5. A queen that captures an opponent’s piece replaces 
the piece on the square that was occupied by the opponent’s piece. 

A popular move for the White queen is moving the queen on d1 to c2 and is simply 
written as “Qc2.” A popular move for a Black queen is moving the queen on d8 to c7 
and is simply written as “Qc7.” 

The king is worth the entire game. The White king is located on e1 and the Black 
king is located on e8. If a king is threatened by pieces of the opponent, if the squares to 
which the king could move are either occupied by other pieces or attacked by pieces of 
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the opponent, and if the player cannot obstruct the piece(s) of the opponent that threatens 
the king, then the opponent may say “checkmate” and win the game. 

The king moves along ranks, files, or diagonals. For example, the White king on d3 
can move to e4, d4, or f4. The king is a short-range piece that can move only one move 
in any straight direction (horizontally, vertically, or diagonally). It cannot jump over 
pieces. 

A king may capture any opponent’s piece that is located on any square to which it 
could move. For example, the White king located at g3 may capture a Black rook located 
at f4 provided that the Black rook is not protected by another Black piece. A king that 
captures an opponent’s piece replaces the piece on the square that was occupied by the 
opponent’s piece. 

A possible move for the White king is moving the king on e1 to f1 and is simply 
written as “Kf1.” A possible move for the Black king is moving the king on e8 to f7 and 
is simply written as “Kf7.” 

If a player places a piece on a square from which it can directly attack the opponent’s 
king, then the player says “check” indicating that the other player’s king is in danger of 
being captured. The king can never be placed on a square from which it is attacked by a 
piece of the opponent. In other words, neither king can ever be placed in harm’s way. As 
a result, one king can never be placed on a square that is adjacent to a square on which 
the opponent’s king is placed. The White king and the Black king can never be placed 
next to each other on the chessboard. 

Chess players are expected to manage their pieces to “checkmate” their opponent. The 
task of the chess player is similar to the task of the coach of a soccer team managing 
players in order to win games or the task of a business leader managing business staff in 
order to promote financial growth of the business. With each side initially having 16 pieces 
from six types of chess pieces, chess may be viewed as a complex, multivariable game. 

To appreciate the complexity of chess, please consider that, after only three moves 
by both White and Black, there are 1 000 000 possible resulting chess positions if we 
assume a very conservative 10 possible move available to each player for each of the three 
moves. 10 move choices for White for move 1 × 10 move choices for Black for move 
1 ×10 move choices for White for move 2 ×10 move choices for Black for move 2 ×10 
move choices for White for move 3 ×10 move choices for Black for move 3 = 1 000 000 
possible resulting chess positions. 

Chess games tend to have three phases: the opening, the middle game, and the endgame. 
There are hundreds of openings and variations of those openings. Mastery of this phase of 
the game requires memorization of many opening move sequences. The minimum viable 
number is three: one opening for White, one defense for Black in response to move e4 
for White, and one defense for Black in response to move d4 for White. The opening 
tends to be the initial 10–15 complete moves (White and Black) of a game. 

The middle game tends to be the most demanding phase of the game. Middle games 
often require reasoning skills on the part of the chess players, including the comprehension 
of chess positions, the identification of candidate moves, the analysis of move sequences 
resulting from those candidate moves, and the evaluation of chess positions resulting 
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from selected move sequences. The numbers of chess positions possible in chess middle 
games are staggering. Middle games tend to be the next 11–30 complete moves (White 
and Black) of a game. 

The endgame in some chess games may be rather mechanical. For certain endgames, a 
chess player may know exactly the sequence of moves that will lead to a win. For other 
endgames, a chess player may need to be sensitive to subtle features of the endgame 
positions and may need to do much calculation, that is, determine viable sequences of 
candidate moves, in order to win the games. 

Chess is a complex game that involves tactics and strategies. Tactics relates to the 
usage of several pieces in a region of the chessboard to win a piece or to gain a spatial 
or material advantage in a chess game. A tactical player looks at specific regions on 
the chessboard. Strategies relate to the positioning of all of the pieces in order to gain a 
spatial or material advantage in a chess game. A strategic (or positional) player looks at 
the entire board and attempts to array the pieces into positions that are advantageous to 
the player. 

In addition to chess having a notation and involving tactics and strategies, chess has a 
metric to index chess skill. The metric is termed the Elo rating originally developed by 
Arpad Elo. The Elo rating is the measure of chess skill used throughout the United States 
and elsewhere. 

Elo ratings range from 0 indicating a total absence of chess skill to approximately 2800 
indicating super grandmaster or even world championship level of chess skill. Elo rating 
intervals determine classes of chess skill (Goichberg, Jarecki, & Riddle, 1993): 

Rating range Name 

2400 and above Senior Master 
2200–2399 Master 
2000–2199 Expert 
1800–1999 Class A 
1600–1799 Class B 
1400–1599 Class C 
1200–1399 Class D 
1000–1199 Class E 

In addition to those classes, there are the very advanced classes of International Master 
and Grandmaster. To attain the title of international master, one needs to perform com
petitively at tournaments in which the opponents are titled players such as International 
Masters or Grandmasters. In order to attain the title of Grandmaster, one needs to perform 
competitively at tournaments in which the opponents are Grandmasters. 

Consider an individual to be named Leonard, who is provisionally rated at 1200 after 
two rated games. Leonard plays three more rated games. With the first game, Leonard 
wins against an opponent with 1500 rating. With the second game, Leonard loses to an 
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opponent with a 1300 rating. With the third game, Leonard draws against an opponent 
with a 1300 rating. Leonard’s new rating is calculated in the following manner: 

Step One: The Computation of Total Elo Rating Points. 

1. 2 ×1200 = 2400 Elo rating points 
2. 1 ×1500 +400 = 1900 Elo rating points 
3. 1 ×1300 −400 = 900 Elo rating points 
4. 1 ×1300 = 1300 Elo rating points 

Total 6500 Elo rating points 

Step Two: The Computation of the Elo Rating 

6500 total Elo rating points/5 chess games = 1300 Elo rating. 

Leonard received additional points (e.g., 400 points) when defeating an opponent and 
lost additional points (e.g., 400 points) when losing to an opponent. Elo ratings based 
on less than 30 rated chess games are termed provisional. Elo ratings based on 30 or 
more rated games are no longer provisional, but rather generally accepted as reliable and 
relatively accurate by tournament officials. 

3. Chess Reasoning 

Gobet and Simon (1996) have contended that there are two prominent psychological 
mechanisms underlying skilled chess-playing performance. They contended that one such 
mechanism is “the recognition of cues in chess positions that evoke information from the 
expert’s memory about possible moves and other implications of recognized patterns of 
pieces.” This first mechanism may be referred to as “chess game comprehension.” 

They also contended that the second mechanism is “planning by looking ahead at 
possible moves, possible responses by the opponent, possible responses to those responses, 
and so on.” This second mechanism may be termed “chess planning and calculation.” 

A more delineated interpretation of how competent chess players think when faced 
with the task of moving a piece would involve the following steps: 

1. Comprehension of the chess game position. 
2. Identification of candidate moves. 
3. Analysis of possible sequences of moves following selected candidate moves. 
4. Evaluation of chess positions that result from the possible move sequences. 
As a result, one could infer that chess involves critical thinking, because chess players 

should comprehend chess positions, analyze move sequences, and evaluate resulting chess 
positions. According to the American Philosophical Association (1990), critical thinking 
involves comprehension, analysis, and evaluation. 

In addition to critical thinking, chess requires problem-solving skills, as chess players 
attempt to determine how to move pieces to certain squares or how to trade their weak 
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pieces for the strong pieces of their opponents. Chess also requires decision-making 
skills, as chess players need to make decisions as to which of several candidate moves 
they will actually make. Chess thus provides a context in which individuals can engage 
in critical thinking, problem solving, and decision-making. As a result, chess permits 
the development of higher-order reasoning skills such as planning, problem solving, 
decision-making, and critical thinking. 

Charness (1989) explicated what constitutes chess expertise. Charness tested a chess 
players named DH with the use of an array of cognitive tasks using chess positions at 
two times; when DH was an average tournament chess player and 9 years later when 
DH became a chess master. During that 9 year period, DH did not improve in the depth 
of search in terms of the length of chess move sequences to be analyzed. However, 
DH perceived board configurations during the second testing in terms of larger chunks 
(or arrays) of pieces than the chunks perceived during the first testing. In addition, DH 
assessed endgame positions faster during the second testing. Also, DH was more selective 
in the selection of candidate moves during the second testing than during the first testing. 
Drawing from his inquiry with DH and other investigations of chess expertise, Charness 
concluded that chess experts perceive chess configurations with the use of larger chunks 
than do chess novices and that chess experts are more selective in the consideration of 
candidate moves than chess novices. 

4. Research on Chess and Education 

Certain studies on chess have relevance for education and learning. Frydman and Lynn 
(1992) assessed 33 young tournament chess players from Belgium. These children with a 
mean age of 11.0 years completed the French Wechsler Intelligence Scale for Children. 
The children were placed into three groups: (a) Group 1 consisted of players with Elo 
ratings greater than 1550; (b) Group 2 consisted of players with Elo ratings in the 1350– 
1550 range; and (c) Group 3 consisted of players with Elo ratings in the 1000–1350 range. 

One prominent result was that the participants had a mean full-scale IQ of 121. The 
second prominent result was that the mean performance IQ of 122 was significantly greater 
than the mean verbal IQ of 109. These results suggest that competent tournament-level 
chess skill requires superior general intelligence and superior visual-spatial ability. 

A study of school-aged American chess players by Horgan and Morgan (1990) had 
a similar finding. Horgan and Morgan found that above-average chess players scored 
higher than average on the Raven’s Progressive Matrices Test, an excellent measure of 
general intelligence. 

But neither of those studies was an experiment. As a result, it is not clear whether 
chess training increases general intelligence and visual-spatial ability or whether general 
intelligence and visual-spatial ability are prerequisites for tournament-level chess skill. 
In addition, neither the Frydman and Lynn study nor the Horgan and Morgan study 
provided information as to whether their young participating chess players were superior 
students. One would predict that their participants were superior students, because IQ 
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including visual-spatial intelligence is positively correlated with scholastic achievement 
(Mackintosh, 1998). 

Doll and Mayr (1987) reported that 33 chess Master in the 18–34 years of age range 
scored significantly higher on the processing of complex information, numerical thinking, 
reasoning speed, and general intelligence on subtests of the Berlin Intelligence Structure 
test than did non-chess players, but not differently on a visual-spatial reasoning task. This 
study of the interrelationship between adult reasoning skills and chess skill was also not 
an experimental study. 

Christiaen and Verholfstadt-Daneve (1978) randomly assigned 40 young 5th-grade 
boys in the 10–11-year age range to an experimental treatment and to a non-treatment. The 
experimental treatment participants received chess instruction for 1 h, Friday afternoons, 
for two school years. The dependent variables were school grades and scores on two 
Piagetian tasks, a balance task and fluid task. The two Piagetian tasks served as measures 
of formal operational reasoning that marks advanced cognitive development that can 
emerge in adolescence (Inhelder & Piaget, 1958). 

One prominent result was that the experimental participants registered school grades 
that were significantly higher than the school grades of the control group. However, their 
Piagetian task performances were higher but not significantly greater than the Piagetian 
task performances of the non-treatment group participants. Christiaen and Verholfstadt-
Daneve contended that chess instruction can contribute to improved school performance 
among students in middle childhood. 

Smith and Cage (2000) investigated the effect of chess instruction on mathematics 
achievement among rural, southern, African-American high school students. The par
ticipants were from rural regions of northern Louisiana near the city of Monroe. The 
treatment group consisted of 11 females and 9 males, 20 upper-class high school students 
in total. The control group consisted of 20 upper-class high school students randomly 
selected from the general student population. 

The students in the treatment group received 120 h of chess instruction over a 5-month 
period. The instruments used in the study were all cognitive measures. One measure 
was the mathematics section of the California Achievement Test (Level 20). A second 
measure was the Guilford–Zimmerman Test of Spatial Visualization (SV) that was used 
to assess spatial ability. A third measure was the Group Embedded Figures Test (GEFT) 
that was used to assess level of field dependence/independence. The fourth measure was 
the Naglieri Nonverbal Ability Test (NNAT) that was used to assess nonverbal reasoning 
ability. All four measures were used to provide pre-test and post-test data. 

One prominent result was that the treatment group had significantly greater means 
for the measures of mathematics achievement, spatial ability, and nonverbal reasoning 
than the control group. In addition, the treatment group was, on the average, more field 
independent than the control group. A third result was that the male participants registered, 
on the average, significantly greater gains in mathematics achievement than the female 
participants. The gains in CAT scores for the males were 13.9% for the treatment males 
and only 8.5% for the control males. The gains in CAT scores for the females were 8.2% 
for the treatment group females and only 1.7% for the control group females. 
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Smith and Cage interpreted these results as indicating that the chess instruction engen
dered improvements in concentration, creativity, patience, and perseverance among the 
treatment participants and that those positive changes led to improvements in mathematics 
achievement and related abilities. 

In summary, the few studies on the relationship between chess and human learning 
that were published in refereed journals support the view that chess instruction engenders 
improvements in scholastic achievement – especially mathematics achievement – and 
basic cognitive abilities such as spatial ability. However, much more research is needed 
to investigate the cognitive and affective effects of chess instruction on various groups of 
participants. Correlational research is certainly helpful to examine relationships between 
chess instruction and various cognitive and affective variables. However, only experi
mental research will reveal patterns of causation between chess instruction and changes 
in cognitive and affective variables. 

It is likely that future studies on the cognitive and affective effects of chess instruction 
will involve contemporary chess software in the chess interventions, because of the 
capacity of contemporary chess software to assess chess skill, to provide the chess 
instruction, and to provide corrective feedback to participants. 

5. Chess Software 

The impact of chess on computer software and the Internet is extraordinary Websites 
devoted to chess include Chessgames.com at http://www.chessgames.com/and the Internet 
Chess Club at http://www.chessclub.com/. In addition, software devoted to chess is often 
very sophisticated. 

For Mac users who use Mac OS 9, MacChess 5.0.1 is exceptional chess software that 
is freeware. It provides artificial opponents of different levels up to the Master-level. It 
provides a hint option during games to provide move suggestions for a chess player. In 
addition, the board and piece settings are pleasant and conducive to game concentration. 
Many Mac users undoubtedly hope that a new version of MacChess is formulated that 
can operate with Mac G4 and G5 machines that use Mac OS X. 

Sigma Chess 6.1 Pro is another fine chess software for Mac users. This software 
designed by Ole Christensen is a commercial product, modestly priced, that can work 
with G4s and G5s that use the Mac OS X. It is a Master-level program that permits the 
chess player to play against artificial opponents at different skill levels. It allows one to 
analyze and annotate personal chess games and to print them for collections of personal 
chess games. It allows for an array of designs for pieces and boards and even changes in 
perspective. 

Sigma Chess 6.1 Lite is related chess software that is freeware. It has many of the 
features of Sigma Chess 6.1 Pro including a Master-level artificial opponent. It could 
satisfy many recreational chess players who do not need many of the special features 
such as 3D board settings of Sigma Chess 6.1 Pro. 

http://www.chessgames.com/and
http://www.chessclub.com/
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Another chess software for Mac users is Chessmaster 9000 by Feral Interactive. It is a 
commercial product that has an impressive set of features. It permits games against 150 
different artificial opponents, from novice to grandmaster levels. It provides instruction 
on openings, endgames, and chess theory and principles. It even has a new feature termed 
“Blunder Alert” that notifies the chess player of moves that are errors and then suggests 
better moves. 

For PC users, there is excellent chess software available. First of all, there is Chessmas
ter 9000 that provides chess drills, lessons, and tutorials. It permits chess games against 
a wide variety of artificial opponents at different skill levels. It also provides a “blunder 
alert” in case that the chess player is about to make a problematic move in an unrated 
chess game. With features such as “blunder alert,” Chessmaster 9000 provides guided 
instruction in chess to players (Kirschner, Sweller, & Clark, 2006). Chessmaster 9000 for 
the PC is a commercial product of the UbiSoft company. UbiSoft is now distributing a 
new version of that chess software, termed Chessmaster 10th edition. 

Another chess software for PC users is Fritz 9 that is arguably the most popular 
commercial chess software available. Fritz 9 is often used by professional chess players 
including Experts, Masters, and Grandmasters. For novice players, it provides games 
against artificial opponents at different skill levels, indicates threatened squares, and 
suggests and explains moves. For intermediate players, it provides instruction on openings 
and endgames and analyzes game positions. For highly proficient players, Fritz 9 provides 
games against artificial opponents of Expert and above levels, permits a full analysis 
of chess games, and provides review of hundreds of tournament games. The Chessbase 
company makes Fritz 9 and is now distributing a new version of that chess software, 
termed Fritz 10. 

Basic to all of these forms of chess software is the chess engine, that is, the program 
that can actually play chess. The most famous chess engine is arguably Deep Blue 2 that 
defeated the former world chess champion, Gary Kasparov, in a chess match in 1997. 
Feng-Hsiung Hsu led the IBM-sponsored team that developed Deep Blue 2. He recounted 
that entire effort including the drama of the match in a book entitled Behind Deep Blue 
(Hsu, 2002). 

In that volume, Hsu clearly indicated the three main software components of a chess 
engine: the move generator, the search control, and the evaluation function. The move 
generator is software that finds the chess moves. The search control is software that 
analyzes the move sequences identified by the chess engine. The evaluation function 
assesses the worth of the position reached if the chess engine makes certain moves. An 
evaluation function may produce a number from +� to −�. For example, in MacChess, 
if a chess player plays an artificial opponent and if the evaluation function value after 
a move is positive, then the artificial opponent has a better position; if the value is 
negative, then the chess player has the better position. The evaluation function of such 
chess software provides a quantitative index to help psychological researchers deter
mine exactly at which move a chess player makes an error and how serious the error 
occurs. 



Inquiry 259 

Chess software provides a means to determine the level of chess skill of a chess player 
and a means to identify errors in moves. Such software could be used in any series of 
research studies on the cognitive and affective effects and correlates of chess instruction. 
Such research could involve a wide spectrum from young children to adults and the 
elderly. Following will be three reports of how chess software can be used in education. 

The first report will describe a study of the relationship of chess instruction to learning 
among at risk students. The first study provides an example of how one can examine the 
effects of chess instruction using chess software on the cognitive abilities of learners. 

6. A Study of Chess Instruction Among at Risk Students 

Regardless of chess skill level, chess playing provides numerous opportunities in which 
players can practice higher order thinking skills. We face an emerging question; can chess 
instruction have salutary cognitive effects with other types of students such as at risk 
students or disabled students? Storey (2000) suggested that chess instruction could benefit 
children with disabilities including behavior disorders (e.g., hyperactivity) and cognitive 
disabilities (e.g., mental retardation, slow learning). This study examines this issue with 
students at risk for academic failure. 

6.1. Method 

6.1.1. Participants 

Thirty-eight students, ages 8–12, from three elementary schools participated. The schools 
are located in Seoul, Korea. Of these students, all students enrolled in an after school 
program for students at risk for academic failure. Students at risk were identified according 
to criteria by using the Basic Skill Test (BST) developed by the Korean Ministry of 
Education. They possessed poor math, reading, and writing skills. Approximately 3–5% 
of students per school fell into this category. They showed significant deficits in more 
than one area among the domains of reading, writing, and math. Playing chess was a 
novel experience to most of the students. 

The control group consisted of 15 males and 5 females with an average age of 9.74 
years and the experimental group consisted of 12 males and 6 females with an average 
age of 9.71 years. The control group had 17 students at risk and 3 students with learning 
disabilities and the experimental group had 15 students at risk and 3 students with learning 
disabilities. 

The students were assigned randomly to each group. Also, the two groups were com
pared on demographic variables and intelligent test scores. Using statistical procedures 
such as one-way analysis of variance (ANOVA), the groups appeared to be equivalent 
on gender, age, grade, school and disabilities. 
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6.1.2. Procedure 

After school personnel identified students at risk and parents returned consent forms, the 
study began with the administration of the two pre-tests. A researcher and a research assis
tant administered tests in the first week of this study. The Test of Nonverbal Intelligence-3 
(TONI-3) was administered to the students. The TONI-3 was administered individually. 
Then the participants were randomly assigned to an experimental group or a control 
group. The experimental group received a 90-min chess lesson once per week over 3 
months, and the control group students attended regular school activities after class. 

At the end of the chess intervention, the TONI-3 was again given to the students. 
Chess instruction consisted of 12 separate lessons over a 3-month period. Each lesson 
included three segments: reviewing, lecturing, and chess playing. The chess instructor 
developed and provided a set of quizzes. Each quiz was used to identify student difficulty 
in understanding chess moves and rules. Each following lesson started with a review of 
the previous lesson and a quiz. The last six lessons were implemented in a computer lab 
with chess software and were intended to allow students to practice higher order cognitive 
skills. 

Overall, the student was asked to follow four steps to develop his/her chess skills: 
(a) understand chess rules; (b) think ahead for a plan; (c) implement the plan; and 
(d) feedback and rehearsal. The researcher and the chess instructor developed twelve 
sessions that were taken from the Comprehensive Chess Course (Pelts & Alburt, 1992). 
The benefit of chess software was embedded in the session by using it as a tool to practice 
and generalize the contents of each lesson. 

6.1.3. Instruments 

TONI-3. The Test of Nonverbal Intelligence (TONI-3) (Brown, Sherbenou, & Johnsoen, 
1997) is one test used in the study and is a norm-referenced, language-free measure of 
cognitive ability. In particular, the TONI-3 was designed to measure problem solving, 
aptitude, and reasoning skills. Two equivalent forms are available. Each form of the 
TONI-3 has 50 items. Converted scores from obtained raw scores are provided with a 
mean 100 and a standard deviation of 15. It is often administered for individuals who are 
believed to have difficulties in taking tests, disabilities, or lack of exposure to the English 
and the United States cultures. In this study, two forms (A and B) were administered. 
Alternate forms reliability has ranged from 0.79 to 0.92. The converted TONI scores were 
age-based standard scores. 

6.1.3.1. Chess Rating In this study, chess software, Chessmaster 9000, estimated the 
chess ratings of the participants, as a result of the performances of the participants in chess 
games against artificial opponents at different Elo skill levels such as 300. The software 
not only rated student chess skill after each game, but also provided chess lessons and 
drills designed for novice and intermediate chess players. 
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6.2. Results 

The TONI-3 pre-test means were 96.50 for the experimental group and 85.60 for the 
control group with standard deviations of 17.12 for the experimental group and 20.49 for 
the control group. The TONI-3 post-test means were 100.83 for the experimental group 
and 97.25 for the control group with 11.78 for the experimental group and 13.18 for the 
control group. 

The results of repeated measures ANOVA indicated that the main effect for chess instruc
tion was not significant for the TONI-3 with F�1� 36� = 2�395� p > 0�05. The treatment 
X-time interaction effect, reflecting differences among the groups in amount of change, 
was also not statistically significant for the TONI-3 with F�1� 36� = 2�481� p > 0�05. 

Partial correlation analysis was employed to explore relations among variables in the 
experimental group. The partial correlation of the TONI-3 post-test score and the chess 
rating with the TONI-3 pre-test score being held constant was .520, p < 0�05. The mean 
chess rating was 131.39 with a standard deviation of 84.94. Thus, there was significant 
relationship between TONI-3 post-test scores and chess ratings. 

In addition, a stepwise regression was conducted to determine whether either of the 
variables, TONI-3 pre-test score and chess rating, were necessary to predict TONI-3 
post-test score. The stepwise regression analysis confirmed a model that included two 
significant predictors, F�2� 15� = 12�254� p < 0�001. The two predictors were TONI-3 
pre-test scores and chess rating. Those two variables accounted for the 62% of the variance 
in the post-test TONI-3 score. Although the sample size was small, this result suggests 
that chess rating was related to the TONI-3 post-test score. 

6.3. Discussion 

One result was that chess instruction did not significantly affect nonverbal reasoning 
ability as measured by the TONI-3. However, student chess rating was significantly 
correlated with nonverbal reasoning as measured by the TONI-3, after controlling for 
TONI-3 pre-test scores. This result lends credence to the view that the attainment of 
higher chess ratings, rather than mere exposure to chess, was related to the improvement 
of nonverbal reasoning. For the chess group only, the result supported the view that 
transfer of cognitive skill occurred, even though more research on the effects of chess 
instruction on cognitive skills of students at risk for academic failure is warranted. 

In summary, we suggest that neither merely playing chess nor merely receiving chess 
instruction will engender salutary cognitive effects among participants. What is crucial is 
that the chess instruction engenders gains in chess skill (e.g., Elo rating), which, in turn, 
could lead to changes in the cognitive capacities of participants. Thus, as an example, 
any chess intervention with military personnel intended to improve nonverbal and verbal 
reasoning, subject-matter learning, and certain attributes such as perseverance, patience, 
creativity, concentration, and problem-solving ability should involve contemporary chess 
software that engenders gains in chess skill (e.g., Elo rating), as well provides chess 
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instruction, measures level of chess skill, and provides corrective feedback to the military 
participants. 

One limitation of the study is that there were no explicit assessment of the following 
chess skills: (1) understand chess rules; (2) engage in planning activities; and (3) imple
ment plans in playing chess. As a result, there was no assessment as to the extent to which 
the intervention engendered improvements in those three capabilities. Such assessment is 
suggested for future research inquiry on the cognitive effects of educational interventions 
making use of contemporary chess software such as Chessmaster 9000. 

A second limitation of the study is that there were no dependent variables of academic 
skills as were used by Smith and Cage (2000). As a result, there was no assessment of 
the extent to which the intervention engendered improvements in academic skills and 
scholastic achievement. Such assessment is suggested for future research inquiry on the 
scholastic effects of educational interventions making use of contemporary chess software. 

We also recommend that the cognitive effects of chess performance on students at 
risk for academic failure and other groups of individuals continue to be studied. The 
heretofore-mentioned methods for improving chess instruction could be incorporated in 
such inquiry. Chess instruction specially configured may be proved to be very efficacious 
in producing salutary cognitive effects among students at risk for academic failure as well 
as other groups such as adults and the elderly in the United States, and elsewhere in the 
world. Future research may convincingly demonstrate the utility of contemporary chess 
software in enhancing human learning and in improving education. 

The second report will describe a study of transfer of visual-spatial problem solving 
using chess software. The second study provides an example of how one can study 
transfer of higher order reasoning capabilities such as problem-solving skills using chess 
software. 

7. A Study of Transfer of Problem-solving Skills Using Chess Software 

The second study was designed to investigate the likelihood that novice chess players 
can solve simple chess problems and the extent to which skill at solving a simple chess 
problem transfers to a similar simple chess problem among novice chess players. 

7.1. Method 

7.1.1. Participants 

The participants in the study were 98 undergraduate and graduate students at the University 
of Minnesota, who had little or no experience at chess. The average age of the participants 
were 27 years and 4 months. There were 31 males (31.6% of the sample) and 67 females 
(68.4% of the sample). 
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7.1.2. Procedure 

The participants were asked to solve two chess problems. Prior to the two chess problems, 
the investigator instructed each participant as to the basic rules of chess, how the King 
and Rooks move, and what “check” and “checkmate” mean. The investigator used the 
chess software, Chessmaster 8000, in this instruction. In addition, the investigator used 
the basic rules of the chess section from the website of the United States Chess Federation 
to teach these rudimentary features of the game of chess. The duration of this instruction 
was approximately 40 min. 

After this initial instruction, the investigator allowed the participant to play with Kings 
and Rooks on a chessboard provided by Chessmaster 8000. The chessboard displayed the 
endgame of a King and Rook against a King as an exercise prior to the first problem. 
After the participant demonstrated correct movements of those pieces, the investigator 
provided the two simple chess problems in a specific order. 

In the first task, the participants were provided an endgame position involving the 
White King on e1, White Rooks on a1 and h1, and the Black King on e8. Each participant 
was asked to play White and attempt to win the game by checkmating Black. The Figure 2 
depicts the chessboard used in the first task. 

In the second task, the participants were provided an endgame position involving the 
White King on e1, Black Rooks on a8 and h8, and the Black King on e8. Each participant 
was asked to play Black and attempt to win the game by checkmating White. The Figure 3 
depicts the chessboard used in the first task. 

In both tasks, they played against the computer, which was an artificial player at the 
level of Chessmaster (Elo score: 2957). The participants had 12 moves to finish the game 
in each problem. Only the first 10 moves were used for our analysis. 

Figure 2. The chess position for the first simple chess problem. 
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Figure 3. The chess position for the second simple chess problem. 

Solving the chess problem in 12 moves served as evidence that a participant had the 
strategy involving rook coordination to solve the problem in task 1, because that strategy 
is required to solve the endgame chess problem in task 1 in less than 12 moves. As a 
result, there was no need for an independent measure of whether the participants actually 
learned the strategy in task 1. 

7.2. Results 

The research question was “Does performance on chess problem 1 transfer to performance 
on chess problem 2?” It was hypothesized that the participant who solved the first problem 
is likely to solve the second one, because the same strategy is applied to both problems. 
Among the 98 participants, 22 (22.4% of the participants) were able to solve the first 
problem. Since the participants were all novice chess players, the low success rate was 
not that surprising. However, only eight of the 22 (36.4%) of the participants, who solved 
the first chess problem correctly, also correctly solved the second problem. This result 
indicated that problem-solving skill with one simple chess problem does not readily 
transfer to a similar simple chess problem. 

7.3. Discussion 

One conclusion of this study is that most novice chess players lack problem-solving skills 
at solving simple chess problems. An inference of this conclusion is that problem-solving 
skills with visual-spatial problems are not readily available to adult learners. This 
condition may thus necessitate the construction and implementation of training programs 
in visual-spatial problem-solving skills in order for adult learners to develop such higher 
order reasoning skills. 
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A second conclusion is that problem-solving skill with one simple chess problem does 
not readily transfer to similar simple chess problems. An inference of this conclusion 
is that problem-solving skills with visual-spatial problems do not readily transfer to 
similar visual-spatial problems. This condition may thus necessitate the construction and 
implementation of training programs in visual-spatial problem-solving skills to increase 
the likelihood of positive transfer of such higher order reasoning skills across visual 
spatial problems. 

Charness (1989) found that expert chess players are better able to recall chess positions 
and the strategies to be employed by opponents than novice players. As a result, chess 
training may lead to improvements in visual-spatial memory and in perspective taking. 

The third report will provide an informal commentary on the experience of the first 
author in teaching a course on chess and reasoning to first year undergraduates. The 
course made judicious usage of chess software and chess-related websites. 

8. Observations on Teaching Chess to College Freshmen 

Contemporary chess software lends itself to research and instruction opportunities that 
eclipse inquiry on students at risk for academic failure. The first author (W. Bart) has 
taught a popular freshman seminar on chess and higher-order reasoning skills to first-year 
undergraduates for 4 years. In the course, the instructor begins the course by teaching the 
rudimentary features of chess such as how specific pieces move and how one checkmates 
an opponent. In addition to the basic components of playing chess, the instructor introduces 
the students to algebraic chess notation so that they can record their games and to 
instructive classical games to illustrate some basic principles of chess such as control 
of the center. The instructor provides the students chess exercises in the form of simple 
chess endings with only a few pieces on the board. The students are expected to win the 
games by making appropriate moves. 

After the initial instruction in the basic components of chess, the instructor has the 
students play each other and well as play artificial opponents presented by the chess 
software, In addition, the instructor presents and leads discussions of highly instructive 
tournament chess games and evaluations of chess games produced by the students. In 
fact, a major mechanism of chess improvement and assessment in the course is the 
evaluation of personal chess games. Students in the course are expected to prepare written 
evaluations of three of their personal chess games. 

In addition to the contemporary chess software of Fritz 8, this freshman seminar makes 
judicious usage of the website termed Chessgames.com. That website has a repository of 
over 200 000 important tournament chess games, some of which are used by the instructor 
to illustrate various key ideas in chess. The freshman seminar makes substantial usage of 
contemporary chess software and free chess-related websites. 

Initially, many of the first-year students are impatient and impulsive in playing chess. 
They are often oblivious to viable candidate moves and do not formulate any plans for 
how they will proceed in their games. They tend not evaluate their moves before they 

http:Chessgames.com
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actually make their moves. Also, they took full advantage of the restroom breaks that 
would occur near the middle of the class sessions. 

By the end of the seminar, the students became patient and careful when playing 
chess. They became more aware of candidate moves and tended to formulate plans for 
their chess games. They also tended to evaluate their moves before they actually made 
their moves. Also, they periodically disregarded restroom breaks in favor of studying 
chess positions! The students in general expressed their enthusiasm for the game of chess 
and recommended that more learners study chess to develop the higher reasoning skills 
required in chess. In end-of-course reflection papers, students indicated that the freshman 
seminar instruction improved their higher reasoning skills in other university courses. 

There are certain implications of these observations. First, training in chess that 
explicitly highlights components of higher reasoning skills including problem solving, 
decision-making, critical thinking, and planning will likely engender the development and 
utilization of higher reasoning skills in academic courses. Second, training in chess that 
explicitly highlights the merits of affective traits extolled in chess such as patience and 
determination will likely engender the development and employment of such affective 
traits in other settings. 

During the Fall of 2005, elementary school students in cities such as Philadelphia, 
Tampa, Seattle, San Diego, and New York received chess instruction. Paul Vallas, chief 
executive of the Philadelphia school system and former head of the Chicago public 
schools, contends that “chess is a great educational tool. ‘Chess seems to improve problem-
solving skills,’ he said. ‘It improves discipline. It improves memory. It certainly seems 
to improve mathematical skills’ ” (McClain, 2005). 

Chess instruction and mathematics instruction are quite compatible, For example, the 
Chess and Math curriculum in the Canadian Province of Quebec incorporates chess 
instruction in the mathematics instruction in schools. The Chess and Math curriculum is 
also used in other Canadian Provinces. Chess instruction is also required in the schools of 
countries such as Turkey, Bulgaria, and Iceland. In addition, there are extensive scholastic 
chess activities in countries such as China, India, Spain, Israel, and Venezuela. Chess is 
also part of the regular school curriculum in New Jersey. 

With all of this worldwide chess instructional activity, there should be extensive 
research on the cognitive and affective effects of chess instruction among adult learners 
as well as child and adolescent learners. For example, worthy of consideration would be 
research on the effect on academic performance of teaching “key ideas” in chess. Such 
chess instruction may likely have salutary cognitive and affective effects on adult learners 
as well as pre-adult learners. 
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WOULD YOU LIKE TO PLAY A GAME? EXPERIENCE AND 
EXPECTATION IN GAME-BASED LEARNING ENVIRONMENTS 

Jacquelyn Ford Morie, Rebecca Tortell and Josh Williams 
University of Southern California 

Abstract 

We present results from a series of experiments that looked at how previous experience 
and immediate priming affect a user’s arousal state, performance and memory in a virtual 
environment used for training. We found that people’s game play experience had effects 
on these measures, and that if participants expected the environment to be a game, they 
approached it with expectations that were not always conducive to optimal training. We 
suggest that the type of game being used for training will have the best outcome if users 
are familiar with that mode and have the appropriate schema to approach the training. 

1. Introduction 

Games have been used to train their participants for millennia. Games such as “Go” 
(c. 200BCE) and Chess (c. 600CE) were designed as high-level abstractions to instruct 
battlefield tacticians and to teach leaders skills in strategy, decision-making and courage 
(Encyclopedia Britannica, 2006; Fairbairn, 1995). In more recent centuries we have “war 
gaming,” defined by the US Department of Defense as “a simulation, by whatever means, 
of a military operation involving two or more opposing forces using rules, data, and 
procedures designed to depict an actual or assumed real life situation.” War games are 
now the preferred mode of training military tacticians (US Department of Defense, 2003). 

Unlike Chess and Go, games delivered using modern day “game media,” such as 
computer platforms and videogame consoles, have consistently decreased the games’ 
levels of abstraction in favor of the realism offered by contemporary computer graphics. 
The excitement surrounding videogames and the degree of realism of which they are 
capable have attracted expert instructors in multiple fields to adapt them for education and 
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training. But one important question still needs to be addressed: What is the relationship 
between games to train and games to entertain? 

Game media in the service of education are still, fundamentally, games. To successfully 
use digital games to teach we must take into account a number of factors surrounding 
how and why people play games. These factors may be crucial to using game media 
successfully for educational purposes. They include how well the game mode (the type of 
game being played) matches the content of the lesson to be presented, the quality of the 
content and what added value the game media itself can bring to the educational table. In 
our work we have found that it is also important to consider how the previous familiarity 
of the student with the game medium (or lack thereof) affects a learning experience that 
is delivered by a game. 

Games require students to be completely involved in the experience. Game-based 
learning is not about lecturers or a film or video pouring information into passive students, 
but rather a stream that requires the learner to come and drink. Choices must be made 
in real time. There exists an engagement that is tangible, utilizing the learner’s body and 
mind in ways traditional learning rarely does. Learners using games are not sitting at a 
desk taking down notes or listening attentively (as in the best traditional situations) but 
are actively engaged in a dialogue. The learner’s actions are key to the lessons being 
taught. Though it may be mediated by a machine, if the content is well designed, the 
game learning experience can provide exceptional learning opportunities. 

2. What We Did at ICT? 

The work described in this chapter comes from a research program within the University 
of Southern California’s Institute for Creative Technologies (ICT). The ICT was formed 
in 1999 from the United States Army’s interest in harnessing the talent and methods of 
the Hollywood entertainment community, toward new research efforts to improve training 
for soldiers. The Army was focused on two issues. First, soldiers needed training beyond 
basic boot camp and skills instruction (shooting guns, driving tanks, working in teams, 
etc.) to deal with complex situations on the battlefield. Cognitive or “soft” skills were not 
being fully addressed in traditional training programs, leaving soldiers lacking in such 
areas as cultural awareness, negotiation skills and improvisational problem-solving when 
presented with situations impossible to address with standard protocols. 

The second issue of concern to the Army was that young soldiers were, like others 
of their generation, enamored of entertainment media, especially films and videogames. 
How could the magic of Hollywood – its ability to engage an audience member – be 
applied to training to make it more effective? 

In its first 5 years, the ICT initiated several projects that addressed the Army’s concerns 
and desires. One of these was a program to both create and evaluate more effective 
immersive virtual reality environments that could be used for training. That program, 
called the Sensory Environments Evaluation Program (SEE) was set up to explore methods 
that could result in multi-sensory and cognitively real virtual environments that were also 
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emotionally compelling (Morie et al., 2002). SEE’s core approach was that emotional 
connection was the key to unlocking the magic of Hollywood engagement, and that this 
aspect was often missing in the way virtual training environments, or simulations, were 
designed (Rizzo, Morie, Williams, Pair, & Buckwalter, 2005). 

Digital training simulations have been important to the US Military for decades, pri
marily because they can replace costly live action exercises, in which ammunition alone 
can cost up to tens of thousands of dollars per exercise. Much research has gone into 
increasing the fidelity of simulations, as measured by both photo- and physics-realism. 
The latter is frequently at the forefront of military concern, to ensure no “negative train
ing” ensues from faulty ballistics trajectories or inaccurate effects of a specific bomb 
(Page & Smith, 1998). 

As cognitive training goals became more desirable, absolute photo- and physics-realism 
became less important than a mental picture of believability. Everything in the system 
needed instead to produce a net effect of the user feeling as though he actually was 
in the place being simulated. Such an effect is called “achieving Presence”. Presence 
is generally considered to be the subjective state where a participant who is exposed 
to a technologically delivered experience is unaware of the technology, accepting the 
experience as he or she would a similar real experience. Presence is a desired goal of 
most virtual environments, but achieving Presence can involve a complex interweaving 
of many factors, some of which are still not fully understood. These can include degree 
of realism in the visuals being presented, number of different senses or modalities (sight, 
sound, smell, touch), richness of the environment, degree of interaction permitted and 
techniques to more fully involve the participant, such as including content with emotional 
valance. There are also various types of Presence, such as spatial, where a person feels 
physically within a virtual space, and social, where interaction with others (virtual or 
real) in the environment provides a strong sense of connection and therefore immersion 
in the environment. Because of these factors, there is still intense debate about an exact 
working definition of Presence in the research community that studies it (Lee, 2004). 
Despite this, there have been several attempts to develop tests that can help determine if 
someone has achieved such a sense. Most notable are the two associated tests designed 
by Army Research scientists, Witmer and Singer (1998). The first is called the Immersive 
Tendencies Questionnaire, which is administered before a person enters into an exper
iment in a virtual environment. It gives an indication of how susceptible that person is 
to becoming immersed in various forms of media. After the experiment the Presence 
Questionnaire is administered and is designed to give a measure of how much Presence a 
person experienced. Witmer and Singer not only developed the tests but also established a 
high degree of reliability based on analysis of test data from several experiments forming 
a large sample base (Witmer & Singer, 1998). 

We believed we could increase the degree of perceived Presence in measurable ways 
by adding a focus on the user’s emotional engagement with the simulation. This concept 
formed the basis for a series of experiments of the SEE Project performed between 2003 
and 2005. What we found was surprising and has very much to do with the digital game 
zeitgeist prevalent in today’s world. 
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3. The Nature of SEE’s Experiments 

The SEE Program focused on the individual experience of a soldier trainee within a 
(computer-mediated) hostile environment. Since we knew that the ultimate purpose of 
this mediated environment would be to substitute for live training experiences, we were 
especially interested in the concept of choice and the trainee’s ability to exercise free will 
within the space. While most experiments are designed with rigidly bound conditions, 
we felt that training for cognitive decision-making skills must require freedom of choice 
within the situation. This decision made our experiments a challenge to design. For our 
initial investigations we created a simple “mission” that resembled a nighttime reconnais
sance task and emphasized observational skills and stealth (not being discovered) over a 
series of more traditional pedagogical goals to be met. 

3.1. Approach 

We had several questions we wanted to investigate with SEE. The underlying goal was 
to create a virtual experience that evoked emotional responses in the participants and felt 
‘cognitively real’, which we defined to mean that, for all cognitive effects, the virtual 
world was accepted as a real experience. We approached the design process using an 
iterative series of small pilot studies. When we were satisfied we were at least in the 
right “emotionally rich” ballpark, we had to decide which of the many potential variables 
would make the best focus for our first tests. 

Self-reports of emotional reactions tend to be less direct than in situ measurements, 
and so we decided to monitor users’ physiological arousal as an indication of emotional 
state (Cacioppo, Berntson, Larsen, Poehlmann, & Ito, 2004). As described above, the task 
was initially designed to engage participants in an observation task, but when our pilot 
study was run (six male, four females) it seemed to be too open-ended for them to get 
really engaged. A concrete task was needed to give users a stronger sense of purpose. We 
therefore included an action for the user to perform as a result of his/her observations. If 
he/she reasoned that there were hostile forces in the area, the user was instructed to place 
a marker by the main building. 

We also realized that the participant needed adequate instruction to understand the kind 
of situation they were going into and a backstory that would permit them to “buy into” 
the situation. We produced an instructional video to deliver a “mission briefing”, and 
constructed a hypothetical but plausible story with the help of a professional interactive 
narrative writer, about suspected rebels in a remote area of the Balkans. This backstory, 
along with the mission details, were delivered to participants after they had been fitted 
with the virtual reality (VR) equipment, in order to keep them “in story” from video 
briefing to finish. This instruction video, also termed the instructional set or “priming” 
had a twofold purpose. First and foremost was the description of the participant’s required 
tasks. Second was the thematic focus of the manner in which those instructions were 
delivered. For reasons described below, we presented one instructional video that advised 
participants they were going into a serious military mission and another version that 
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invited them to play a game. This themed priming was extensive. Participants, randomly 
assigned to each priming group, were brought into a room decorated with either military 
posters or game posters. These posters were never explicitly referred to, but they were in 
plain sight while the participants filled out their consent forms and questionnaires. 

3.2. Methods 

Our virtual reality scenario was run on a mobile three-node PC cluster in full stereo mode 
with 5.1 spatialized 3D sound. Participants viewed the virtual environment through a 
Kaiser Electro-Opticals ProView XL-50 head-mounted display (HMD) with a functional 
50-degree field of view. Worn on the head, this display contains a pair of optical lenses 
that deliver a right and a left eye view of the virtual world, updated 30 times per second, 
permitting a full stereo view of the virtual objects, buildings and land features. Participants 
moved through and interacted with the environment using a Polhemus magnetic 6 degree 
of freedom tracking system. This device records how a participant moves his/her head and 
body within the virtual reality environment so that the visuals are calculated according to 
where the participant is looking and moving in the system. A tracking unit on the head 
sent information about the side-to-side rotation of the person’s head as well as the up and 
down rotation. This enabled us to know where they were looking at any time throughout 
the experiment. Navigation was accomplished with a small, game-like controller, which 
gave a person the ability to move forward and back as well as side-to-side via a small 
joystick-located on the device. With this information we had a record of all movements 
for each participant for later analysis and playback. 

The results of our early pilot studies were surprising: participants were not taking 
advantage of our fully immersive VR system. They did not turn their heads or their 
bodies to look around, nor did they look up or squat down to get a better look at objects. 
The sort of experience to which we were exposing people was usually presented straight 
ahead, on a screen. Users needed to be taught all the capabilities of the VR system, and so 
we created a virtual “tutorial room”. With the tutorial room, we were able to familiarize 
users with navigation and interaction within the 3D environment, providing them a fuller 
range of behavior. 

Once we were sure the system was fully functional, we began evaluating our first 
participants: healthy adults between 18 and 40 with good vision, drawn from the local 
university population. 

3.3. The Environment and the Mission 

Detailed design of an environment that was both realistic and provided a cognitively 
engaging task was challenging. However, a byproduct of our process was a design 
approach for creating engaging computer-mediated environments that involved a gestalt 
of many factors working in concert to provide a situation that felt real to the participant. 
That design approach is detailed in Morie and Williams (2003). 
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The virtual environment resembled a small rural area of a typical Eastern European 
country. The inhabitants might be either civilian refugees or militant rebels. The recon
naissance or “recon” mission was set at night, which inspired the name “DarkCon” for 
our scenario. 

The participant-trainee plays the role of a military scout who, after receiving the video 
briefing mentioned above, begins the mission at the entrance to a culvert or drainage 
tunnel. The scout must make his/her way through it to reach the mission target: a cluster 
of abandoned buildings on the far side of a river. Various clues in the environment 
can suggest whether the inhabitants of the area are displaced villagers or dangerous 
paramilitary forces. The mission itself is simple: to go in, observe and if evidence suggests 
the rebels are in control, mark their headquarters with a small GPS locator device so an 
air strike force can target the hideout. If no evidence of paramilitary activity is found, 
the scout keeps the transmitter and returns back through the culvert to the starting point 
undetected, to report on his/her findings. 

The difficulties of essentially allowing the user open-ended choices within the simu
lation were mitigated by separating the environment into distinct regions. For example, 
in the first segment, the user traveled through a culvert, which only afforded forward 
movement. Beyond the end of the tunnel, the outside area allowed for more choice in 
where to go, hide or explore. The final segment of the experience involved the scout 
being discovered by inhabitants of the area, leading to what we hoped would be a high 
arousal state. 

To facilitate maximum immersion in the simulation itself, we chose not to talk to or aid 
participants during their time in the virtual environment. This decision to not talk directly 
to the user caused us to rely heavily on cues that were part of the environment itself to 
provide essential information to the person playing the role of the scout. For example, 
objects placed in the culvert served as evidence of refugees living there and were also 
chosen to elicit emotional reactions. (See Figure 1.) A broken baby doll strategically 
placed near the culvert entrance squeaks “mama” if stepped on. Nearby, a family photo 
album has been left open in the mud, with personal photos in view. Near the culvert’s 
exit, an observant scout would notice blood spattered on the wall and bullet casings on 
the ground. Taken together, these and other scenario elements describe a tragic story of 
fleeing refugees, unable to save their most treasured belongings. 

3.4. The Experiments 

Our ultimate goal was to test soldiers in the scenario using their recollection of the 
environment and stealth (not being caught) as the measures of successful performance, 
but our preliminary round of testing took place with civilians, as mentioned above. 

We wanted to gather general and specific user characteristics, especially those that 
would be informative about the degree of Presence the participant experienced in the 
virtual environment, using the two instruments designed by Witmer and Singer described 
earlier. However, the Immersive Tendencies Questionnaire, administered before the expe
rience, had only one very general question about the participant’s game play habits. Since 
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Figure 1. Objects in DarkCon culvert that show evidence of civilian usage. 

half of all participants would be experiencing the task as a fun videogame, we decided 
to get more specific. We expanded the single videogame question into four questions, 
asking about frequency of play for first person shooter, strategy/simulation, role-playing 
and puzzle games. Specific questions asked, “How often do you play [one of these types 
of] games?” Responses were structured on a Likert scale of 1–7, with 1 being “never” 
and 7 “often,” resulting in values from 4 to 28. We also added another question: “Do 
you ever become so involved in a videogame that it is as if you are inside the game 
rather than moving a joystick and watching the screen (respond Never if you do not play 
videogames)?” 

We recorded participants’ heart rate and skin conductance as measurements of physi
ological arousal state with a Cleveland Medical BioRadio 110 wireless data acquisition 
system. Heart rate and skin conductance sensors have been shown to be two of the least 
invasive and most reliable measures for arousal states in a complete study of physiolog
ical sensors done by Matthews, MacDonald, and Trejo (2005). In addition, research has 
shown that emotional arousal and the physiological changes that result from it affect the 
consolidation of memory as reported in the classic studies of Cahill and McGaugh (1998) 
and McGaugh (2000). High emotional arousal tends to increase activity in the amygdala, 
which in turn mediates hippocampal processes resulting in consolidation (Canli, Zhao, 
Brewer, Gabrieli, & Cahill, 2000). Newer studies have shown a distinction between the 
valence of an emotional stimulus and the arousal such a stimulus might provoke. A 
recent study by Kensinger and Corkin (2004) showed that arousal was most important 
in formulating this amygdala–hippocampal network, while valance alone affected other 
brain areas and did not have the same lasting memory benefits. We reasoned that if we 
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could generate a certain level of arousal, we could facilitate users’ long-term memories 
of the experience. 

We had selected the wireless BioRadio device to lessen the amount of cables needed to 
connect the participant to the system, but a number of issues with it ultimately caused the 
loss of half of the data; only heart rate could be analyzed with any degree of reliability. 
However, there is a high correlation between the two measures (Wilson, 2001), so we 
felt that the heart rate measures alone could provide sufficient data for our purposes. 

After participants were outfitted with the physiological sensors, they were ready to don 
the virtual reality equipment described earlier. Once this was done users were presented 
with the tutorial room, in stereo in the head-mounted display, to bring participants up to 
speed on the use of the equipment. An added benefit of this guided training was the final 
exercise, in which users found their way back to the beginning of the tutorial environment 
on their own. This time gave us the opportunity to record a free-walking physiological 
baseline for each user. 

The proper beginning of the DarkCon experience was the presentation of video instruc
tions for the DarkCon task. We felt the instructions for such a military-oriented task 
ought to be delivered as a “mission briefing”. In part because of the sponsor’s interest 
in videogames for training, we decided to utilize the two versions of the briefing. One 
version encouraged participants to treat the scenario as a military or serious mission, 
and the other introduced it as a cool role-playing game. The actual instructions given 
to all participants were identical, but presented by speakers who were dressed and acted 
according to military or game-oriented intent. In one instruction video, the speaker intro
duced himself as “Major O’Neill”, addressed the participant as “soldier”, projecting a 
stern look and grave tone. In the other, the speaker was a smiling and friendly civilian, 
who told participants about the fun role-playing game they were about to experience. 
(See Figure 2.) We hypothesized that the difference in authority of the speaker would 
affect the way the participant perceived the consequences of the scenario, and that the 

Figure 2. Game and serious instructional videos. 
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participant would be ‘primed’ to treat the experience as trivial or serious appropriate to 
the type of instructional video received. Participants were told the nature of their task 
(previously described), told that they would have 30 min to complete it and instructed 
to be both cautious and observant. From that point on, there was no further interaction 
between the experimenter and the participant. 

Participants’ physiology and behavior were recorded throughout the entire experience. 
The DarkCon task was designed to be nearly impossible for even fully trained soldiers 
to complete without being caught. This was done to ensure that all participants would be 
exposed to a situation of high arousal at the end of the scenario, which could consist of 
shouting voices, the appearance of snarling attack dogs or stepping on a landmine. 

After their DarkCon experience, participants were given an “after-action review”, 
an open-ended spoken interview of 11 questions, intended to elicit the participant’s 
observations from the experience, such as “What did you understand your goal to be 
as outlined in the video instruction?” and “How many weapons did you observe in the 
environment? Please describe.” In this review we wanted to test the participants on what 
they recalled and remembered of their observations in the experience. Two variables were 
employed for this purpose. “Immediate Recall” measured what a participant could report 
immediately after the experience. “Delayed Recall” measured what they retained 1 week 
after the experiment, collected via a telephone interview. 

3.5. Insights from the Civilian Study 

Preliminary analysis of data gathered from civilians, in preparation for our study of a 
military population, showed an important trend; participants who had higher overall levels 
of arousal throughout the scenario also had higher scores on the Delayed Recall variable, 
in agreement with the literature regarding emotions’ effects on memory consolidation. 

Our initial hypothesis was that priming would be the most significant variable of 
interest, but we saw no significant differences between priming groups. In searching for 
an explanation, we realized that the civilians we tested were university students: they had 
no military experience to apply to the situation. Lacking a schema or set of knowledge, 
for behavior in a military context, priming could not have produced large differences 
between civilians. 

We theorized that maybe, in the absence of such experience, if the scenario “looked 
like game, smelled like a game and played like a game” it was perceived as a game no 
matter how it was presented. Gaming experience therefore became a variable of much 
more interest. 

Yet another interesting trend surfaced: all high-frequency game play groups, with one 
exception, fell within the higher-arousal higher-recall correlation. The one exception was 
first person shooter gamers. Interestingly, the interface to our virtual training environment 
was most similar to this game mode. It therefore surprised us that the high-frequency first 
person shooter participants had lower-arousal levels than other high-frequency gamers 
and a subsequent lower Delayed Recall score. 
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At first we thought that a plausible reason for this was that these people were more 
“game fit” than the others. After all, first person shooter games are always intense. 
However, an intern working with us, when he heard this explanation, suggested we did not 
know how this type of gamer approached playing the game. He said the way to succeed 
at first person shooter games was to detach and not let yourself get aroused by all the 
events (e.g., gun blasts, blood and violence) or you would not be able to concentrate on 
shooting your targets. This was an awakening moment for us. Game play characteristics 
might have much more important indications than we had imagined. Because of these 
findings we decided to focus on it more directly as an important variable of interest for 
the military study. 

4. Soldier Testing 

As the preliminary civilian testing proceeded, we were establishing contacts with a 
military base so we could test soldiers. We shipped our portable VR system to Fort 
Benning, Georgia in May of 2005 to test a select group of Army Rangers who had 
almost completed their training. Army Rangers are the elite force of the Army and so 
could be expected to be exceptionally well trained for the type of mission our experiment 
presented. 

Anecdotally we found that overall the soldiers were much more attuned to the experi
ment than were the civilians we tested. A number of factors could have accounted for this 
condition, but the most likely is that the task was perceived with the import of any other 
volunteer duty in which soldiers may participate. Though they were on their own time, 
they maintained their conduct representing the Army. Their demeanor was as cooperative 
as if our team had been composed of their immediate superiors. 

Serious priming, as might be expected, had a better effect on the soldiers. It was tied to 
increased arousal states, which will be described in more detail. Unfortunate circumstance 
precluded our being able to gather Delayed Recall score from the soldier participants, but 
the rest of the data from the 34 participants was analyzed. 

We learned a great deal more about the effectiveness of our methods from the soldier 
tests, but we learned the most from a comparison of the soldier and civilian groups. These 
discoveries are discussed below. 

5. Findings from Combining the Data Sets 

The first and most dramatic indication of the divide between participant groups was 
with the Immersive Tendencies Questionnaire, which measured pre-existing individual 
characteristics for the simulation participants. Significant differences appeared between 
civilians and soldiers on this test. Soldiers had a total Immersive Tendencies score on 
average 5.13 points lower than civilians �t�80� = −2�094� p = 0�04�. In addition, soldiers 
scored on average 2.46 points lower than civilians on the “involvement”’ subscale of 
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the test. This subscale measures a person’s susceptibility to becoming deeply involved 
in pursuits like watching movies or reading books. Because of these significant results, 
the Immersive Tendencies Questionnaire score was therefore included in all subsequent 
analyses. This finding indicated a priori that soldiers might become less immersed in the 
DarkCon virtual environment than their civilian counterparts. 

Civilians and soldiers also recalled the environment differently. Soldiers remembered 
significantly more of their goals than civilians �t�77� = 3�444� p  = 0�001�. They also 
correctly remembered more of the people in the virtual environment �t�77� = 3�141� p = 
0�002�. Though not significant, soldiers tended toward correct recall of more items in 
total �t�77� = 1�829� p  = 0�07�. Soldiers also spent significantly more time inside the 
culvert than civilians �t�74� = 2�023� p  = 0�03�. 

During the in-culvert epoch, soldiers in the serious-primed group had the highest 
maximum heart rates �t�41� = 2�610� p  = 0�013�. During the outside-culvert epoch, 
serious priming had a significant positive effect on mean heart rate of all subjects �t�41� = 
2�333� p = 0�025�. 

The most striking results appeared in the end-of-scenario period, an intentionally 
stressful period during which the subject knows he has been caught. Serious-primed 
subjects had significantly higher mean heart rates during this epoch �t�41� = 2�210� p  = 
0�033�. They also had higher minimum heart rates �t�41� = 3�056� p  = 0�004�. Soldiers 
had significantly higher maximum heart rates than civilians �t�41� = 2�019� p  = 0�05�. 
The total Immersive Tendencies Questionnaire score had a negative effect on mean heart 
rate during end of scenario �t�41� = 2�952� p  = 0�005�. 

Over the entire scenario, serious priming had a significantly positive effect on mean 
heart rate �t�41� = 2�144� p  = 0�038�. Soldiers in the serious-priming group had the 
highest maximum heart rates over the entire scenario �t�41� = 2�058� p  = 0�046�. The 
total Immersive Tendencies Questionnaire score showed a negative trend that was nearly 
significant on overall mean heart rate �t�41� = 1�974� p = 0�055�. 

First of all, these results demonstrate that the priming manipulation was successful. The 
hypothesis that the context from which an individual approaches a training environment 
will affect his/her performance in that environment was supported, in terms of both recall 
and physiology. 

Second, these results highlight the differences between the civilian and soldier popula
tions. It is unclear whether these differences arise as a result of self-selection for military 
service or as an actual effect of military training. However, these differences in popula
tion should be taken into consideration when evaluating training tools for military use. 
Results from civilian evaluations should not be assumed to be generalizable to soldiers. 
This requires that tools being prepared for use by soldiers should be tested on soldiers – 
research must have access to a military subject pool. 

It was expected that some differences might appear between soldiers and civilians, 
but the number and magnitude of these differences that appeared was surprising. We 
believed the soldiers receiving the game-primed instruction set would show higher arousal 
than civilians who had received the same instruction because their military training, 
we reasoned, would override the non-serious priming. We also believed their previous 
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training would support higher recall across both priming groups. While differences in 
recall may be attributable to military training, the differences between civilian and soldier 
physiology do not seem explicable simply by conscious factors. Where differences were 
significant, soldiers invariably had higher arousal levels than civilians, regardless of 
whether they were primed to take DarkCon seriously or treat it as a game. Interestingly, 
this is the opposite of what would be predicted by the significant differences in immersive 
tendencies: soldiers having lower Immersive Tendencies Questionnaire scores, it might 
be expected, would be less engaged in the scenario, and yet they seemed to be the most 
engaged. We concluded that civilians and soldiers responded differently to the exercise 
that they were presented because of the experience that they brought to it. 

Differences in priming appeared when soldiers were included because they were 
equipped with distinct strategies to employ for each potential presentation of the exercise. 
The civilians were unlikely to have developed a distinct schema for military situations 
that never arose in their daily life. It seems that serious priming successfully allowed 
participants to take the exercise more seriously – on the subconscious level at least (which 
is what the physiological signals measure). The differences in performance between civil
ians and soldiers also suggest that prior training is helpful. Let us now focus, for clarity, 
on the somewhat more homogenous group of soldiers. 

Taking the same measures as before, priming had little effect on recall generally – 
not surprising, since soldiers are trained in observation and reconnaissance. In recalling 
the goals of the mission, however, videogame play and priming condition, while not 
significant, trended toward an interaction �p = 0�092�. The effect of videogame play 
on recall depended upon the priming condition of the participant: when participants 
were game-primed, videogame play had a negative effect on their report of goals. When 
participants were serious-primed, videogame play had a positive effect on their report of 
goals. In soldiers, it seems that videogame play can be a detriment to performance, when 
the importance of that performance is downplayed. 

Despite having similar or identical training for this sort of exercise, the priming led 
soldiers to react to the experience differently. When the participant was primed to treat 
DarkCon as simply a videogame, there may have been no reason for him to pay special 
attention to what was, essentially, just another game. The effects and trends observed 
on heart rate indicate the possibility that greater videogame play frequency led to lesser 
momentary arousal, both inside the culvert and during the end-of-scenario epoch. This 
may have occurred exclusively in these two epochs due to startling or generally stressful 
stimuli, which the outside-culvert epoch was generally lacking. In that case, it could be 
speculated that frequent game play tempered the magnitude of response to momentarily 
arousing events. 

Especially during the end-of-scenario epoch, where we designed in several stressful 
events, participants with less videogame experience showed greater maximum heart rates 
than those with more experience. This indicates activity in the sympathetic nervous 
system, colloquially referred to as the “fight-or-flight” response, which is responsible for 
increases in arousal (Pumprla, Howorka, Groves, Chester, & Nolan, 2002). Videogame
playing participants may have been able to disengage themselves from the virtual danger 
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of the end-of-scenario period, such that their fight-or-flight response was less dramatic. 
It appears that non-playing participants, on the other hand, were not able to respond 
in this way – the threat was perceived to be more genuine (i.e., not like a game, with 
which they had little experience) and therefore resulted in a typical response to danger. 
It is likely that these effects reflect users’ subconscious involvement in the scenario. This 
might be indicative either of game-playing participants’ reactions solely to games or their 
arousal characteristics in general. This demonstrates that on a subconscious level, at least, 
users with more videogame familiarity approach the environment differently than those 
with less. 

6. Discussion 

Our research efforts, were at best, beginning experiments that served to uncover areas 
needing further exploration. What they did was to clearly point out several ideas that 
seem to be important for those wanting to use videogames as learning tools. These ideas 
coalesce to the relationship of the mode of the videogame to the content or domain being 
presented, along with the unique characteristics and background of the learner. 

6.1. Game Mode: What Do Games Buy You? 

Much Army training is done with exercises that allow soldiers to rehearse what they are to 
do in their actual operational situations. This “Mission Rehearsal”, or learning by doing, 
has a long-standing tradition in the military. In such training, there is no interference by 
any intermediate delivery mechanism. The best place for a soldier to learn lessons of 
combat is in a situation that either is, or closely resembles, real combat, such as boot 
camp, mock urban settings at controlled training centers or short tours of duty. Rehearsals 
in a virtual environment have been shown to be almost as effective as live training for 
activities that have a wayfinding or search-type task (Witmer, Bailey, & Knerr, 1995) 
and therefore present an area of great training interest for the military. 

Games are commonly believed to be rehearsal learning mechanisms, but they are not 
“live training”. Game modes must be examined both for what they both bring to the 
learning situation and what they leave out. In our work, we observed the possibility that 
an expert in a specific game mode may also have increased performance in a similar 
mediated training mode. This seems obvious and is certainly borne out by more mundane 
modalities, such as text. If one can read, the act of reading affords some familiarity with 
the mode of any lesson presented as text to be read. 

Our experience has underscored for us the importance of the game mode, or the way 
in which the material is delivered (e.g., the material presented as a specific type of game) 
as opposed to the content of the lesson (or the domain being presented via the mode) 
and how these affect one another. Having game mode experience, a learner is likely to 
have certain expectations, a significant portion of which must be addressed in order for 
them not to feel frustrated. For example, in addition to being able to move about a game 



282 Jacquelyn Ford Morie et al. 

space, choose items, and explore, gamers may also expect to be able to repeat the game 
if they fail or die, to have cheat codes and to be able to save their experience before 
performing a risky move. They might want the interaction controls for the learning game 
to be mapped to standard devices or paradigms. In our experiments, there were several 
instances where we did not meet gamers’ expectations. For example, a common strategy 
in first person shooter games is the “turkey look”, using the controller to look around a 
corner from a safe place. Several participants commented on how this move, which we 
did not include, would have been useful in the scenario. 

It was clear to the researchers throughout the civilian experiments that participants 
tended to always approach the virtual scenario as a game, despite our best efforts, via 
priming and design, to make it seem otherwise. Priming established how these participants 
would react to a game, as opposed to a training exercise, to some degree. It is the case, 
however, that the participants applied their previous understanding of videogames – to 
whatever extent they were able – regardless of their instructions. 

There were several reasons we postulated for this. The first is familiarity. Virtual 
environments are so esoteric that few people have had first hand experience with them. 
Games are a different story, with large numbers of both children and adults playing 
videogames regularly. Due to this, we can assume that a large percentage of our potential 
participant pool had had experience with games. Of course they have also had a great 
deal of experience with more traditional media such as film and television. Film and 
television are passive media, requiring no action of the part of the audience. Games do 
require such interaction, which is the second reason they saw the scenario as a game: it 
had agency. 

Agency, as defined by Janet Murray in her seminal book “Hamlet on the Holodeck”, 
is the “satisfying power to take meaningful action and see the results of our decisions 
and choices” (Murray, 1997, p. 126). A chief characteristic of games is the agency they 
demand of people. If we had locked our participants in place they might have approached 
the scenario as a film, but because we gave them controls, they recognized it as a game. 
Reinforcing this recognition was the fact that the navigation controller was essentially 
the same as standard game controllers. Not only was there agency, but the method of 
obtaining that agency utilized a very familiar device. 

During the experiments conducted with Rangers at a military base, researchers noted 
that the soldiers remarked far less on the game-like qualities of the virtual training 
environment both before and after the DarkCon experience that the civilians had. Despite 
this, their results supported the same postulates made for the civilian participants – soldiers 
who were experienced gamers were likely to be familiar with the interface, game controls 
and agency of the DarkCon scenario and thus have seen the environment being more a 
game than a training exercise. 

6.2. Domains and Schema Considerations 

Having looked at issues surrounding the game mode, we will now discuss some of the 
concerns around domain that our work has raised. The main purpose of a game for training 
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is, of course, to present lessons to be learned in the context of the domain being addressed. 
The context for our scenario was tactical reconnaissance, a typical military task. 

The background information for the task our participants were to undertake in DarkCon 
was given to them with the video briefing, which had either a serious military theme or a 
playful game attitude. The creation of the briefing was an iterative process that taught us 
many things about readying people for an unfamiliar task. The first serious briefing we 
produced was militarily accurate. We used subject matter experts to get the jargon right 
and took pains to ensure that it would pass muster from our Army sponsors. However, 
when we started using it in our pilot studies, no one understood a word of what was 
said. The civilian participant population simply had no related domain knowledge that 
would allow them to put the words into a context they understood. For our revised serious 
briefing video we still used an actor dressed appropriately as a Major in the Army, but 
toned down the language so it was suitable for public consumption. When we did the 
second experiment with soldiers we had to use the version of the instructional video 
that had militarily correct language. We used the exact same game-themed briefing for 
both civilian and soldier groups. This briefing contained precisely the same instructions 
as each version of the serious video, though presented by a different actor, with a more 
casual attitude and a “have fun!” closing. 

Our intent in providing the two introductions was also to see if they had specific effect 
on what people would recall. Did making the exercise seem “frivolous” make them less 
likely to recall elements of the experience? Our results indicate that this was true only for 
domain experts (soldiers) who reported a high frequency of previous game play. Telling 
them it was a game and providing an interface that resembled a game cause soldiers in 
this (game-priming and high-game play) to report fewer of the targets indicated in the 
instruction set, as if they were not taking the instructions as seriously. We also wondered 
if we would see differences in arousal states (physiological measure) based on this 
variable. Could you introduce a lesson as a game in which people are supposed to learn 
or remember something and still achieve your desired effect? Even though the DarkCon 
exercise was one soldiers were familiar with from their military training, introducing it 
as a game produced undesired results, such as low arousal and low recall. And finally, 
would a more serious introduction to the experience provide a student greater motivation 
to learn? Our work suggests that in the case where the experience is game-like and the 
participants have both game experience and domain training (as our high game frequency 
soldiers), a serious introduction will produce more desired results, such as high recall. 

To recap, we wanted to see if the serious introduction to a serious learning experience 
would produce serious results, or if the playful introduction of this serious experience 
would result in it being approached as a game and, given a familiarity with the game 
mode, have improved results. We discovered that the best performance by participants in 
our DarkCon environment was where the domain knowledge best matched the learners’ 
schema and their familiarity with the game mode was also high. The “performance” of 
the military group was better because DarkCon at its base was military in nature and they 
were well versed in that schema. Participants coming in with military training and a high 
frequency in game play were well suited for the tasks to be carried out in the environment 
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and exhibited the best performance except in the case where they were made to believe 
it was “just a game” (game-primed group). 

To generalize, the best situation is when the learner knows enough about the domain 
to benefit from the lesson and enough about the game mode that it contributes to, rather 
than obfuscates, the lesson. The worst result should be seen when the learner is in an 
unknown domain using a game mode with which they have no experience. Between these 
two extremes there are possibilities we suggest might happen, but further work should be 
done to confirm these intuitive assumptions. When the learner knows something about 
the domain but is Not a gamer, then he/she may become frustrated by the game mode. If, 
however, the learner is a gamer playing a game to learn, he/she may not get the unfamiliar 
domain right away, but perhaps repeated tries will bring him/her up to speed quickly. 

7. Conclusions 

7.1. Are Games a Significant Learning Tool? 

Our work indicates that games are a potentially important learning tool if the player 
is familiar with the game mode and the domain is matched to their level of expertise. 
Games used for learning are still games, however (even though in recent years they have 
become designated as “serious games” for the purpose of public debate and funding 
opportunities). The trick is to take advantage of what they offer as games and to look at 
how the game mode itself fits into the full learning picture. Games used to teach may be 
either frustrating or advantageous for the learner. If the user is familiar with the game 
mode and the learning tool has been designed to match the gamer’s expectations, then 
the learning game has the best chance for success. 

However, our investigations have raised a great many more questions than they 
answered and suggested new avenues for further study. Such ideas may be well known in 
more familiar learning domains but are not well understood when it comes to videogames 
used for learning. We will list a few of the questions we would like to see explored in 
more detail in the future. 

7.2. Future Work 

Our first suggestion for continued research asks the question: Would a more closely 
coupled game medium and mode result in improved performance by participants with 
experience in both? 

We were not able to run participants through the DarkCon environment using a more 
traditional videogame presentation device, which would enable us to determine the effects 
of mediating the experience with VR equipment. The tutorial environment designed to 
familiarize our participants with the VR medium was an attempt to compensate for 
this inability, but to establish a robust baseline with which to continue investigations in 
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this vein, a more exacting definition for the relation of medium/mode experience and 
performance in an unfamiliar domain must be determined. 

It would also be interesting to investigate if repeated exposures to the learning environ
ment would reveal an advantage of either domain experience or game mode experience 
in rate of improved performance. Presenting the same subject matter over and over in 
games is a convention of most game modes, and therefore may appear to give partici
pants that are more familiar with games, but less familiar with the domain, a predictable 
upper-hand over those with inverse characteristics. The same, though, could be said of 
instruction across many domains using more traditional media and modes; there are few 
learning environments where a student is expected to “get it” the first time. The “gamers 
learning more by way of games” intuition is also threatened by our own delayed recall 
data. Civilian participants that experienced a heightened degree arousal exhibited greater 
delayed recall, but the same group’s familiarity with games was revealed to have a neg
ative impact on arousal state. While a single exposure to the environment showed no 
significant relationship between game experience and delayed recall, repeated exposures 
might create a familiarity with the domain that overcomes the relationship between game 
experience and lower degrees of arousal, yielding improved delayed recall. 

This leads to yet another question: at what point are participants in a game-based 
learning environment only learning to “game the game”? This remains the fundamental 
question for research on games for education and training. Participants can only be known 
to have acquired worthwhile knowledge in a domain if they can apply this knowledge 
within the actual medium in which the domain is practiced. Our studies indicate that a 
pre-existing familiarity with the domain trumps a pre-existing familiarity with the game 
mode in terms of single-exposure performance. Regardless of how multiple exposures 
affect this result, only when participants are once again (or for the first time) immersed 
within the native medium and mode of the domain will their performance measures within 
the game-based learning environment be truly understood. 
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SUMMARY AND DISCUSSION 

Ray S. Perez 

Abstract 

This chapter summarizes each of the prior chapters in the order of the table of contents, 
followed by a discussion and conclusions. The chapter melds both results of the empirical 
game literature in general and the chapters in this book specifically. In general, authors 
conclude that there are few empirical game studies and of the empirical studies, the 
results are mixed. In addition to theoretical frameworks and reviews of game literature, 
the contribution of the authors has been to document the results of nine empirical game 
studies. These empirical studies were reviewed and lessons learned developed. 

This chapter begins with a summary of each of the prior chapters in the order of the table 
of contents, followed by a discussion and conclusions. The book was divided into four 
sections: framework, team learning, individual learning, and summary/discussion. 

1. Framework 

There were four chapters in the framework section. Each chapter was meant to be mainly 
a think piece to provide context for the remaining chapters. Topics covered were an 
overall conceptual framework, assessment and formative evaluation, and a view of games 
from a software perspective. 

1.1. A Conceptual Framework for the Empirical Study of Games 

The first chapter in the framework section, by Drs Robert Tennyson and Robert Jorczak, 
lays out a conceptual framework to study the impact of games. According to the authors, 
this chapter was motivated in part by three factors. The first is the observation that 
players of complex and highly interactive entertainment games are willing to spend large 
amounts of their personal time in game playing. Second, there is a lack of empirical 
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studies on the impact of games on learning and performance. Thus, current research has 
little empirical guidance for the developers of educational games. Third, there is a lack 
of a conceptual framework to focus research in the development of effective educational 
games. 

The conceptual framework described in this chapter is based on an information-
processing learning theory and the author’s earlier work (Tennyson & Breuer, 1997, 2002). 
Their Interactive Cognitive Complexity (ICC) theory includes learner affect, cognitive 
strategies, a knowledge base, and executive control of internal processing components. 
The authors use this model to identify key variables or features of games that are felt to 
promote learning. Their conceptual framework of the Interactive Cognitive Complexity 
theory was used to identify key variables and features of games that relate to their model’s 
key components and thus to learning. Identification of key features and variables that are 
felt to promote learning could serve both as a guide for game developers to include in 
their game design and help trainers and educators in selecting games that would promote 
learning. 

In addition, they highlight the importance of individual differences in game player’s 
traits, e.g., gamists, narrativists, and simulationists (Edwards, 2004). According to this 
research, gamers have quite distinct goals in playing a game. For example, gamists seek 
competition and challenge, narrativists seek story and characters, and simulationists like 
exploration and experience. These categories of players can be seen as having a pri
mary motivation tied to the major components of the Interactive Cognitive Complexity 
framework: gamists are primarily motivated by aspects of game goals (problems), nar
rativists by game context, and simulationists by game interactions and representations. 
Although no empirical proof is offered for these three categories of game players, the 
authors argue that these game player traits may play an important role in determining 
the effectiveness of games. Therefore, games that offer explicit goals may be more moti
vating and thus more effective to gamists and less so for narrativists and simulationists. 
Lacking are measures of these traits, thus limiting their utility. However, the chapter is 
interesting in that it lays out a potential R&D agenda based on a creative conceptual 
framework. 

The strength of their conceptual framework lies in the characteristics of games and 
less specifically at how one would measure the processes and outcomes of game playing. 
The next chapter in this book provides a conceptual framework for these assessment 
issues. 

1.2. A Framework for the Assessment of Learning Games 

This chapter, by Dr Eva Baker and Ms Girlie Delacruz, provides some of the most inter
esting and creative seminal ideas and issues for the assessment of learning in games. 
Issues discussed include design requirements, outcome and process measures, new con
cepts of validity, use of wrap-around approaches to evaluating existing games, and the 
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notion of using a game for assessment when the initial training intervention was not 
a game. 

The chapter focuses on specific use of games – the assessment of the learner. These 
authors propose that an assessment system should be concerned with more than the 
measurement of the player’s knowledge of the game’s mechanics and the knowledge of 
the game’s topics. Assessment should also be concerned with the extent to which the 
game develops and sustains the transfer of skills, strategies, and other social behaviors 
(e.g., perseverance) to other games and other settings (e.g., on the job). 

With respect to the required technical features for game assessment they outline 
the process to ensure that tests are aligned with what the game is purported to teach. 
For example, they discuss in some detail the methods for determining the cognitive 
demands of the game. They describe two different approaches for model-based assess
ment. First, the author’s Model-Based Assessment approach (MBA, Baker, 1997) iden
tifies five families of learning that include key learning outcomes for education and 
training. These are content understanding, problem solving, teamwork/collaboration, com
munication, and self-regulation. The second approach, Evidence-Centered Design (Mis
levy, Steinberg, Breyer, Almond, & Johnson, 1999), begins by performing a cognitive 
task analysis which results in a student model (i.e., what set of knowledge skills or 
attributes are to be assessed). The student model specifies the variables the student is 
expected to demonstrate proficiency on. The model is framed in a mathematical struc
ture (Bayesian nets) which provides probability estimates of the relationships among 
the variables of interest. Both of these models require that the process of assessment 
include a clear definition of the nature of assessment processes as well as outcomes. 
Such process data could also be useful in the diagnosis and remediation of errors in 
game play. 

For assessment outcomes, they suggest the value of wrap-around assessments. Many 
of the chapters in this volume using commercial off-the-shelf (COTS) games as their 
experimental treatment have designed wrap-around assessments based on the authors’ 
Model-Based Assessment approach (see chapters by Chen & O’Neil, Shen & O’Neil, 
and Wainess & O’Neil). Examples of wrap-around assessment instruments include use 
of computerized concept maps where measurement of a game player’s knowledge is 
assessed before and after game playing. Such players’ maps are scored in real time against 
an expert’s map. 

Another very intriguing idea of the authors is the use of games to serve as a proxy 
for typical tests, such as on-the-job performance tests. The value of such a game/test 
would be enormous in that it has the potential to provide trainers in the operational 
community (e.g., on the job) with the ability to create game scenarios that would require 
the trainee to exercise the knowledge and skills that s/he has acquired in other settings 
(e.g., schoolhouse). Another practical use of such a game would be to measure the 
speed and agility with which a learner acquires a new set of skills in an unfamiliar 
game environment. Such an assessment of a learner’s speed and agility in learning new 
tasks could be key variables in predicting whether learners will acquire new skills and 
knowledge on the job. 
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1.3. A Formative Evaluation of the Training Effectiveness of a Computer Game 

This chapter, by Drs Hsin-Hui Claire Chen and Harold F. O’Neil, describes a formative 
evaluation study of the COTS game SafeCracker (Daydream Interactive, Inc., 1995/2001). 
They argued that the game was assumed to teach problem solving and such problem 
solving could be measured by a wrap-around problem solving assessment. This evaluation 
study consisted of a pilot study where they refined their design, training protocols, and 
measures of problem solving and a main study which consisted of implementing the 
findings of the pilot study and conducting the evaluation. This chapter is very interesting 
and timely; as mentioned previously there has not been very much research on the 
effectiveness of games and the research that does exist does not address the issue of how 
to improve the effectiveness of games and what assessment framework should be used to 
evaluate their utility. 

They applied the formative evaluation model developed by one of the authors (O’Neil, 
Baker, & Fisher, 2002). The purpose of this evaluation model is to determine the feasibility 
and utility of a game and improve it by providing information on its impact on problem 
solving. Based on Mayer and Wittrock’s work (1996), the authors defined problem solving 
as a cognitive process directed at achieving a goal when no solution method is obvious to 
the problem solver. In their view problem solving consists of domain knowledge, problem 
solving strategies, and self-regulation. In their pilot study they paid careful attention to 
the development and refinement of reliable and valid instruments to measure each of the 
components of their problem solving model. They also included as dependent variables 
retention and transfer adapted from the work of Mayer and Moreno (Mayer & Moreno, 
1998; Moreno & Mayer, 2004) where these researchers assess transfer by counting the 
number of predefined major idea units stated by subjects regardless of wording. The 
development of valid and reliable measures of problem solving is perhaps the most 
important aspect of this study. Such approaches could be used in the assessment of other 
problem solving COTS games. 

They note that the SafeCracker game, as most COTS games, as it presently exists does 
not have embedded in its design any effective instructional strategy. This is an important 
point because the authors predict that games that lack an effective instructional strategy 
will not produce significant learning. This prediction is based on the assertion by media 
researchers (e.g., Clark, 1983, 1994, 2001; Kirschner, Sweller, & Clark, 2006; O’Neil, 
Wainess, & Baker, 2005; Wolfe, 1997) that media themselves do not facilitate learning 
but the embedded instructional strategy does. The results of their main study met their 
expectation that SafeCracker would produce very little learning (i.e., 2–4% compared to 
experts) because the game lacked an effective instructional strategy in its design. The 
main finding of this research is that playing a commercial game had small but significant 
effects on college students’ problem solving. The generalizability of these results is of 
course limited given the lack of an experimental design (e.g., random assignment and a 
control group). 

According to these researchers, if effective instructional strategies had been embed
ded in the game, learning gains would have been far more dramatic. Perhaps the most 
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important aspect of this evaluative study is the development of valid and reliable wrap
around assessment instruments to measure components of problem solving; content 
understanding (knowledge maps), problem solving strategies (the retention and transfer 
questions), and self-regulation (the trait self-regulation questionnaire). 

1.4. Foundations for Software Support of Instruction in Game Contexts 

This chapter, by Dr Allen Munro, describes the architecture of iRides and the design 
of an Application Programming Interface (API) of a simulation engine that could serve 
as a model API for use in instructional games. He views games as simulations that are 
enjoyable. He states that important game characteristics are voluntary play, pursuit of a 
goal state, constraints and/or rules, and competition – which may include competition 
with oneself. His claim is that it is all of these characteristics that make games enjoyable. 
The author brings up a very important point about computer games – that they are built 
for entertainment, not for education or training per se. He then asks the question, “Would 
a game provide good value if it could be quickly mastered?” How many game buyers 
would buy a game where they could find that they saw everything and attained maximum 
performance in short order? (p. 57) The entertainment value of a game according to this 
author and others in the game industry requires that the goals of the game not be achieved 
too early, so that the consumers’ expenditure on the game provides the value of many 
hours of diversion. 

The author argues that the goal of game developers is not to teach the players the 
rules, characters, roles, strategies, and behavior of a game in the most direct and efficient 
manner. Rather, the goal is to teach players just enough to make the game interesting 
and challenging to maintain their motivation and keep them playing the game. Here we 
have a clear case of competing goals, education vs. entertainment. Training designers 
presumably would design the game to teach knowledge more directly and efficiently, 
whereas game designers are more interested in enabling game players to discover through 
unguided experiences the essential elements of game playing (e.g., rules, characters, roles, 
strategies), preserving the entertainment value of the game. However, such a discovery 
instructional strategy is not an effective one (Kirschner et al., 2006). 

The challenge for designers of games for training or educational purposes is to increase 
the training and educational value of a game without decreasing the game’s entertainment 
value. The author provides some suggestions as to how effective instructional techniques 
can be added to the game context. One suggestion is the development of a universal set 
of software services that might be provided for games through the use of a universal API. 
These services would be in support of his eight illustrative types of learning objectives for 
game contexts. For example, a learning objective would be learning causal relationships 
qualitatively and quantitatively or learning to solve novel problems in the game context 
by applying strategies. He then provides examples of how these eight different types of 
learning objectives can be taught in a game context using one or more teaching or training 
strategies devised from Sweller’s Cognitive Load Theory (Sweller, 1988) and Clark’s 
Guided Experiential Learning Design system (Clark, 2004). His chapter is an interesting 
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and creative blend of software engineering, cognitive science, and instructional design 
techniques. 

2. Team Learning 

There were four chapters in the Team Learning section. Each chapter was meant to 
highlight an issue in team training or assessment. These issues were the following: 
(1) eliciting teamwork skills with a modified COTS game, (2) investigating the use of 
intelligent agents to replace team members, (3) investigating the role of game experience 
on motivational outcomes of games, and (4) suggested guidelines for multiplayer games. 

2.1. Eliciting and Evaluating Teamwork Within a Multiplayer Game-Based 
Training Environment 

This chapter, by Drs Talib Hussain, Shawn Weil, Tad Brunyé, Jason Sidman, William 
Ferguson, and Amy Alexander, was principally motivated by a thesis offered by General 
Paul Gorman (US Army retired). Gorman’s gambit, as it was called, is that teamwork 
skills can be taught effectively to military personnel using COTS multiplayer games, 
and that there is no need for the game to be realistic with regard to modern military 
operations to be effective. Thus one could use a multiplayer game whose context was 
medieval history with some imaginary characters and weapons to train teamwork. If true, 
such a gambit would allow military trainers to exploit the ability of multiplayer games to 
engage players (military personnel) in an immersive enjoyable simulated environment to 
elicit complex behaviors and improve performance on targeted tasks and goals such as 
teamwork skills. 

The study consisted of an 8-month effort involving 40 members of the US Army 
infantry as study participants. Although the game to be used for the study, Neverwinter 
Nights (Bioware, 2002), intentionally did not contain the level of realism of combat, for 
example the weaponry used by modern-day infantry, the teamwork elements required for 
the “siege of Camelot,” one of the game’s scenarios, require teamwork skills similar to 
those for many military operations. In order to test Gorman’s gambit, study researchers 
performed three key tasks. First, they had to identify and define what the key teamwork 
skills were to be assessed. Second, they had to design and build a tutorial system to teach 
study participants and a communication system to facilitate teamwork. Finally, they had 
to develop a reliable and valid measurement system. 

The teamwork skills they chose to measure were obtained from a survey of the team 
literature and were: adaptability, monitoring, back-up behaviors, communication, and 
leadership (Cannon-Bowers, Tannenbaum, Salas, & Volpe, 1995; Freeman Diedrich, 
Haimson, Diller, & Roberts, 2003; Serfaty, Entin, & Johnston, 1998; Sims, Salas, & 
Burke, 2004; Smith-Jentsch, Johnston, & Payne, 1998; Smith-Jentsch, Zeisig, Acton, 
& McPherson, 1998). These skills have been demonstrated in the research literature to 
be linked to superior team performance and are trainable and measurable. Assessment 
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instruments for these teamwork skills consisted of observational scales in game evaluation 
forms, postsession team debriefing, and postexercise questionnaires, and final After Action 
Review (AAR) participant feedback. AARs are a traditional form of evaluation used to 
assess a unit’s performance of field training exercises. The intent of their AAR was to 
collect information to improve the game and not to improve teamwork skills. 

One of the most interesting aspects of this chapter is the development process that was 
used to develop the tutorial system, communications system, and the measurement system. 
These system components were developed in an iterative fashion where the developers 
would build a prototype, try it out with participants, collect data on how the participants 
reacted to the prototype, and modify as needed based on data from participants. The 
process of adaptation of the Neverwinter Nights multiplayer game software to meet the 
goals of the study was no trivial matter; it was very labor intensive. Unfortunately, due 
to the nature of their prototype system (e.g., system reliability), the teamwork data were 
not collected systematically by human observers; thus, the results are suggestive and not 
definitive regarding Gorman’s Gambit. 

2.2. The Effectiveness and Efficacy of Intelligent Agents as Team Training 
Partners in the Acquisition of Complex Skills in a Gaming Environment 

This chapter, by Drs Jonathan Whetzel, Winfred Arthur Jr., and Richard Volz, began 
by asking, can intelligent agents (software programs) replace human partners in team 
training of complex skill acquisition and learning? They investigated human members’ 
affective reactions to the game and their level of task-specific self-efficacy as part of 
a team (dyad) where their partner was either an intelligent agent or a person. Team 
training presents to training managers many challenges in terms of cost, administration, 
and schedules. For example, training managers have to provide training opportunities for 
individuals to come together to train as a team which require overcoming scheduling 
conflicts, administrative issues, and cost constraints. These constraints often result in 
missing human team members and thus no opportunity for training for the other team 
members. One solution to these challenges is to substitute human team members with 
artificial ones. In this study intelligent agents were developed using machine language 
techniques and neural networks. The intelligent agent learned the game, its strategy, and 
game play by observing a human expert play. 

The authors developed a dyadic training protocol in which participants were either 
paired with an intelligent agent or a human partner. Trainees in this study were engaged 
in two consecutive days of 2 h of  training on Space Fortress (Donchin, 1989). This 
research-based computer game was designed to simulate a complex and dynamic aviation 
environment. Donchin and his colleagues carefully analyzed the skills involved in flying 
a high-performance fighter jet and then designed Space Fortress to teach those skills. 
Research using Space Fortress has a relatively long history as a game used to examine 
team training issues (Day, Arthur, Bell, Edwards, Bennett, Mendoza, & Tubre, 2005). The 
authors used Kirkpatrick’s (Kirkpatrick, 1976) four-level model of training evaluation to 
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access the comparative effectiveness of the intelligent agents vs. human partners. Evalu
ation criteria were limited to attitudinal (e.g., self-efficacy) and behavioral/performance 
learning measures. 

The results of their study indicated no significant differences on either self-efficacy 
or performance measures between participants who trained with a human partner vs. 
an intelligent agent. However, they did observe a positive difference between pre- and 
posttest performance scores indicating that both groups learned from playing the game. 
The authors concluded that individuals may be trained in a team context by replacing a 
human partner with an intelligent agent as a partner since there appears to be no decrement 
in individual performance or in self-efficacy. Although arguing from the null case, these 
findings if replicated have large practical consequences. One could conduct team training 
for an individual and simulate the other team members without loss of effectiveness and 
a reduction in cost. 

2.3. The Influence of Trainee Gaming Experience on Affective and Motivational 
Learner Outcomes of Videogame-Based Training Environments 

The chapter by Drs Karin Orvis, Kara Orvis, James Belanich, and Laura Mullin focuses 
on the individual learner’s characteristics that influence videogame-based performance. 
Learner characteristics that were studied included prior videogame experience and moti
vational variables. The authors stated that individual characteristics of the trainee play 
an important role in predicting games learning outcomes. The basis for this belief comes 
from their review of the e-learning literature. They cite examples of studies from this 
literature that have found learner characteristics such as personality traits and prior com
puter experience to predict e-learning outcomes. They expect such findings would also 
generalize to the game area. The authors hypothesized that previous videogame experi
ence would predict four learner outcomes of interest: time on task, training satisfaction, 
ease in the use of the game interface, and team cohesion. It should be noted that they did 
not have any cognitive outcomes per se. 

The research reported on in this chapter included participants who were first-year US 
Military Academy cadets. The experimental game platform used in this experiment was 
America’s Army (United States Army, 2004). Prior to training in the game, participants 
were administered a questionnaire that asked for their general game and specific game 
experience. Learner outcomes were assessed using a questionnaire that contained items 
that assessed satisfaction with training and an estimate of the ease of using the game’s 
user interface. Participants were also asked to assess perceived cohesion and time on task. 

This game has sections that can either be played as single person or multiplayer. 
The study focused on the multiplayer version. Participants were given game mechanics 
training that consisted of playing a single-player section where they learned the rules and 
how to play the game. Then each individual played the basic training phase of the game 
which contained four sections: (a) marksmanship training, (b) an obstacle course, (c) 
weapons familiarization, and (d) a military operations in urban terrain training mission. 
Upon completion of the basic training section, participants played in a multiplayer mode 
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that consisted of participants placed in small teams and engaged in several collaborative 
missions. Each mission consisted of either attacking or defending a radio tower. 

The results indicated that a general measure of videogame experience predicted posi
tively learner outcomes of satisfaction, ease in use of the game interface, perceived team 
cohesion, and time on task. Prior experience with playing America’s Army also predicted 
all four learner outcomes. However, prior game playing experience with games that did 
not share the same characteristics and features of America’s Army did not predict the four 
learning outcomes. The authors conclude based on the results of their study that prior 
game experience whether it is in playing specific games or in general is an important 
variable to control in assessing the effectiveness of video games. This well-designed study 
suggested other research avenues to explore these issues in the context of a COTS game. 
They also used a wrap-around assessment strategy. 

One conclusion that one can draw from this study that has a practical implication 
for training managers is that trainees who have prior videogame experience with games 
that have similar features and characteristics will feel more at ease with the game’s user 
interface and may require less practice to mastery. 

2.4. Utilizing Multiplayer Games for Team Training: Some Guidelines 

The chapter by Drs Michael Curtis, Michelle Harper-Sciarini, Deborah DiazGranados, 
Eduardo Salas, and Florian Jentsch examined the utility of multiplayer video games to 
develop team skills and then suggested guidelines for team training. They reviewed a 
number of multiplayer COTS and serious games. Serious games are defined as games that 
have been developed with a specific training purpose, in contrast with other games where 
the purpose is entertainment. The chapter had two goals: to develop a set of theory-based 
guidelines for selecting or developing games that target the development of teamwork 
skills; and second, to describe an experimental platform for which empirical research on 
the use of video games for team training could be designed and executed. Perhaps the 
second goal is the most important for future researchers as they propose an ideal research 
platform where training opportunities can be created and assessed. 

They identify three critical constructs to the success of teams and the development 
of teamwork. These three critical teamwork constructs were (1) communication, (2) 
coordination, and (3) team leadership. Such constructs can be trained and assessed in 
serious multiplayer games. The two most prominent characteristics of multiplayer games 
that set them apart from single player games are the modes of communication and the 
elements of coordinated behavior to accomplish game tasks. 

In order for games to ideally teach team tasks they must have voice-supported com
munication that enables individual players to communicate with each other. This feature 
was used to teach team skills by other authors (see Hussain et al. in this volume). They 
also list examples of multiplayer games that have this communication feature. The sec
ond feature that is essential for success in team training is coordination. The game must 
have the capability to ensure that coordination of behaviors is targeted and that there are 
game scenarios that support task-interdependent tasks. This would involve assignment of 
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different roles with specific capabilities to each player and that the task could only be 
accomplished by the players coordinating their activities. 

The last section contains a list of 11 guidelines that research and expert opinion have 
demonstrated have utility in training teamwork skills. These guidelines are intended to 
be used by trainers and training developers in selecting, evaluating, or developing games 
to teach teamwork skills. For example, to ensure that the game has the capability for 
team members to engage in information exchange (i.e., communicate), the game feature 
that must be included is communication mode. They also provide a list of potential video 
games that can be used for team training. 

The authors acknowledge that there is a paucity of research on the empirical effec
tiveness of their guidelines and there is a need for further research before their proposed 
guidelines can be taken as more than advisory. In particular, they suggest the need to 
determine the degree of transfer of team skills acquired in a game to an actual task and 
job. Research is also needed to determine the types of skills that are needed to complete 
a team task within a game context that includes both taskwork as well as teamwork 
variables. 

3. Individual Learning 

There were six chapters in the Individual Learning section. The length of the section 
reflects the empirical reality that most games research is on individual learners. There 
was also a focus on COTS games. 

3.1. The Effects of Changing Resources on Game Performance, Subjective 
Workload, and Strategies 

This chapter, by Dr Adrienne Lee and Aaron Perez, describes research on individual 
subjective workload in the context of a gaming environment. It is an excellent example of 
investigating psychological variables in a COTS game context. The experimental platform 
used in this research is the game Real War: Rogue States (Rival Interactive, 2002) and 
is based on a Joint Chiefs of Staff training simulation for the United States military. In 
this game, the objective for the player is to build up an army with an allotted amount of 
financial resources, maintain the army, and find and eliminate enemy targets. 

The main focus of this research is measuring changes in game performance when 
participants either received a change in the amount of resources (from high to low or 
low to high) or no change at all (high for both tests, low for both tests) in a dynamic 
and unpredictable gaming environment. The assumption was that level of workload 
can be manipulated and affected by varying the amount of resources available. This 
reasoning was based on earlier research that demonstrated that when individuals are 
given fewer resources, perceived workload is increased. The experiment was designed to 
simulate an environment where people are assigned different amounts of resources, and 
tested on whether changing the amounts of resources, actual workloads, affects either 
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performance, perceived subjective workload, and the strategy used. The authors make the 
distinction between actual and perceived workload. Subjective work load is defined as 
“an individual’s personal view as to how much effort he/she is expending or encountering 
at a particular point in time” (p. 166). Actual workload “was determined by the amount 
of resources available for allocation by participants” (p. 168). 

The results of this study demonstrated that perceived workload could be manipulated 
via resources. For example, participants who had high resources initially had difficulty 
transferring to a condition where they had fewer resources vs. participants who started 
out with low resources and transferred to low resources. The rationale for these findings 
was those participants with high resources not only had to be concerned with the game 
(low workload), but those subjects in the low resources condition had to be concerned 
with developing a strategy to deal with the game with a limited amount of resources. 
However, they did find that reducing workload may not result in better learning. It is 
clear from their data that a relationship does exist between perceived workload, actual 
workload, and performance. The directions of that relationship await further study. 

An implication for the training community is that the level of perceived workload 
during training must be accounted for; if it is too low it may not facilitate performance 
on the job where levels of workload may vary. 

3.2. Role of Worked Examples to Stimulate Learning in a Game 

The chapter by Drs Chun-Yi Shen and Harold F. O’Neil described an effort to 
improve learning in a game-based environment using an effective instructional strat
egy, i.e., worked examples. Worked examples are defined by Sweller and his colleagues 
(Sweller, 1989, 1990; Ward & Sweller, 1990) as procedures that focus on the problem 
states and associated operators (i.e., solution steps) that enable students to induce gen
eralized solutions or schemas. Such worked examples as procedures enable trainees to 
successfully solve the problem task. Worked examples are hypothesized to manipulate 
aspects of cognitive load theory. Such effective instructional strategies are lacking in most 
COTS games (e.g., Chen & O’Neil, this volume). The authors also provide an excellent 
comprehensive review of the literature on the effectiveness of worked examples. 

Their purpose in this chapter was to investigate the effectiveness of worked examples 
on problem solving in a game-based environment. A model of problem solving developed 
by the Center for Research on Evaluation, Standards, and Student Testing (CRESST) was 
used to assess problem solving of the participants. The model has three components: (a) 
content understanding, (b) problem solving strategies, and (c) self-regulation. 

The research consisted of a pilot and main study. The pilot was to study the feasibility 
of experimental procedures, measurement instruments, and the design of the instructional 
materials. The main study was used to evaluate the effectiveness of worked examples 
in a game-based (i.e., SafeCracker, Daydream Interactive, Inc., 1995/2001) problem-
solving task. College students were randomly assigned to two conditions, experimental 
with worked examples and a control group without worked examples. The COTS game 
SafeCracker is a computer puzzle game that requires players to find clues, apply these 
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clues, tools, and knowledge, and solve a puzzle in order to open a series of safes in 
a mansion. The experiment consisted of two game-playing sessions. In the first session 
participants were asked to fill out the self-regulation questionnaire, then knowledge maps, 
and then a problem solving strategy measure. In the second game-playing session the 
procedure was the same except participants in the experimental conditions studied the 
worked examples. 

The results provided evidence that worked examples enhanced problem solving in a 
game-based environment. Participants in the experimental condition improved signifi
cantly on the knowledge maps and on the problem solving retention tests and transfer 
than the controls. The results of this study provided additional support to the thesis 
that adding a wrap-around instructional strategy and assessments to a COTS game will 
improve learning. 

3.3. Training Visual Attention with Video Games: Not All Games 
Are Created Equal 

This study by Drs Julia Cohen, C. Shawn Green, and Daphne Bavelier examined the 
effects of playing video games on visual attention. Although visual attention has not 
been viewed by many as a higher order cognitive process, Bavelier and her colleagues 
have provided evidence from the research literature and their own work that suggests that 
visual attention is not simply a bottom-up process involving only the perceptual sensory 
system but rather an interaction between perceptual processes and executive control. This 
chapter focused on increasing the temporal resolution of visual selective attention and 
the number of moving objects that can be attended to simultaneously over a period of 
several seconds by specific game playing. These researchers demonstrate the positive 
impact of playing a video game on visual attention with only 12 h of training on a very 
fast-paced game. 

An interesting feature of the work was the selection of appropriate control groups using 
specific games with specific features. The games they used in their research were the 
following: America’s Army (United States Army, 2004); Harry Potter, Quidditch World 
Cup (Electronic Arts, 2003); Tetris (Pajitnov, 1985); Interactive Metronome (Interactive 
Metronome, Inc., 1993–2004); and a baseline group that played card games. The exper
imental game was Unreal Tournament (Epic Games, 2000), a very fast-paced action 
game. Each of the other games were labeled controls and were selected because of their 
different features. For example America’s Army is like the experimental game because 
it is a first-person shooter with a similar interface. However, the pace of the game was 
generally slower and it placed stronger emphasis on strategy and teamwork. Interactive 
Metronome provided rhythmicity training. This program requires extremely accurate tim
ing and has been linked to improvement in attentional and cognitive skills, including 
vigilance, temporal sequencing, and motor planning. Second, a baseline group (card play
ing) was included to control for the effects of practice due to test–retest improvement on 
the attentional blink or multiple object tracking tasks. 
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These researchers argue that in order to show that the video training had an effect the 
retest-retest improvement had to be larger than that of the baseline group. The visual 
attention tasks were presented to participants before and after game playing sessions. 
The posttest was administered to participants irrespective of condition at least 24 h after 
their final game training session. This was done to eliminate the interpretation that any 
improvement on the dependent measures was due to increased arousal. Participants were 
college students. Students who had reported playing action or sport games for more than 
1 h were not included in the study. 

Results indicated that three groups did improve significantly between pre- and posttest
ing. These groups were the experimental and two controls (Interactive Metronome and 
Tetris). However when compared to the baseline group only the experimental group 
showed improvement on visual attentional skills. The Unreal Tournament action game 
was the only training that produced significant improvement in measures of temporal 
resolution of visual attention and the ability to track multiple objects over time. The 
results of this study point to one direction for future research on the impact of games – it 
is now feasible to select or manipulate very specific aspects of games, such as the level 
of challenge or pace of the game, and observe their impact on specific aspects of learning 
(visual attention). 

3.4. The Role of Visual Maps to Stimulate Learning in a Computer Game 

This chapter, by Drs Richard Wainess and Harold F. O’Neil, reports on research that 
examines the use of navigational maps in facilitating learning in games. The authors begin 
their chapter by a review of earlier research on the effects of games on learning. For 
example, O’Neil et al. (2005) reviewed several thousand articles on games and simulation 
studies with adult subjects published in peer-reviewed journals over the last 15 years. Of 
the articles reviewed only 19 were found to be empirical and of those 19 studies, only two 
compared game-based training to other methods of instruction. One of these comparison 
studies using game-based training found positive results on retention tests (Ricci, Salas, 
& Cannon-Bowers, 1996) while the other found no differences on a retention test and 
negative effects on a cognitive skills transfer test (Parchman, Ellis, Christinaz, & Vogel, 
2000). A third study found that certain game skills lead to better performance on a far 
transfer task (flying a jet fighter) as compared to those that did not play the game (Gopher, 
Weil, & Bareket, 1994). The remaining 16 studies compared game performance of a 
variety of games that had embedded in their design an instructional strategy or which 
examined the effects of individual differences on game performance (see the Cohen et al. 
chapter in this book for an example). Few found that instructional methods affected game 
performance. The lack of positive effects of games maybe that most of the games do not 
have embedded in their design an effective instructional strategy. 

Based on this logic these researchers examined the effects of adding an effective 
instructional strategy (navigational maps) to increase the effectiveness of a game to 
teach problem solving. Navigational maps are a type of graphical scaffold that has been 
shown to be effective for navigating two- and three-dimensional virtual environments. 
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The explanation by the authors for how navigation maps work is based on John Sweller’s 
cognitive load theory (Sweller, 1988). Cognitive load refers to the amount of load placed 
on the individual’s working memory while learning a new task. Since working memory 
limits the amount of information one can attend to, the more cognitive load the less likely 
that the knowledge/skills will be acquired. These researchers argue that navigation maps 
reduce the cognitive load by distributing some of the load that is normally placed on 
working memory to an external aid, navigational maps. Thus, reducing cognitive load 
should lead to increased learning. 

The study reported in the chapter examined the use of navigation maps to assist 
problem solving in a video game, SafeCracker (Daydream Interactive, Inc., 1995/2001). 
SafeCracker is a nonviolent PC-based game where the object is for players to find and 
open safes through the use of clues and objects. College students were recruited as 
participants and randomly assigned to one of two groups, a control group playing the 
game without the use of navigational maps, and a treatment group where they played the 
game using navigational maps. Another feature of this study was that participants played 
the game in two sessions, followed by the researchers offering the participants to continue 
playing the game for an extra half hour. This latter feature was designed to examine the 
continuing motivation of the participants to play the game when the “experiment” was 
over. The results indicated that the use of the navigational maps did not affect problem 
solving or continuing motivation. 

The message learned from this study is that although previous research demonstrated 
that these navigational maps facilitate learning in some two- and three-dimensional virtual 
environments, when applied to learning in a three-dimensional game environment there 
was no observed differential increase in learning. 

3.5. Inquiry on the Role of Contemporary Chess Software to Enrich Human 
Learning and Cognition 

This chapter, by Drs William Bart, Saahoon Hong, and Tae Seob Shin, described two 
studies that examined the relationship between chess instruction learning and higher rea
soning skills. Chess is considered by many as an excellent example of problem solving. 
Further, there are many COTS chess games. The first study examined the role of chess 
playing on learning among young at-risk students. The authors’ thesis was that chess 
playing regardless of chess skill level provided numerous opportunities in which play
ers could practice higher order thinking skills, and further, that practicing higher order 
thinking skills would have an impact on academic performance. The second study with 
college students was designed to investigate novice chess players’ ability to solve simple 
chess problems and transfer that ability to other chess problems. 

Participants in the first study were students, ages 8–12, enrolled in an afterschool 
program for students identified as being at risk. Students were identified at risk by criteria 
using the Basic Skill Test (BST) developed by the Korean Ministry of Education. These 
students were assessed to have “poor” math, reading, and writing skills. Although the 
authors of this study acknowledge that playing chess did not teach directly these specific 
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skills (reading and writing skills) it is their belief that the types of cognitive skills that 
are acquired by students learning about and playing chess would transfer to their school 
work. Two groups were formed by assigning students to either a control or experimental 
group. The experimental condition consisted of participants receiving a 90-min chess 
lesson once a week for over 3 months; the control attended regular school activities after 
school. The 12 chess lessons included reviewing, lecturing, and chess playing. Their 
results indicated no differences between groups. The authors did not report any data on 
the impact of playing chess on math, reading, or writing. 

The second study involved teaching college students who had little or no experience 
with chess. These novices were asked to solve two chess problems. The participants were 
first taught to solve a chess problem that involved checkmating the opponent’s King 
with two rooks. Once the participant completed the first game they were asked to play 
a second game that was a mirror image of the first. If they had been black, they were 
white. The hypothesis was that the participants who solved the first problem were likely 
to solve the second because it involved the same strategy. The results indicated that only 
22 of the 98 participants were able to solve the first problem. Only 8 of the 22 were 
able to solve the second problem leading the authors to conclude that the novices who 
were trained to solve one chess problem successfully were not able to solve a second 
similar problem, i.e., no transfer. Such results are not uncommon in that transfer has to 
be directly taught. 

A next step in this research would be to carefully analyze the performance of the 
participants to identify which specific cognitive skills are being learned while playing 
COTS chess games such as planning, pattern recognition, and monitoring the effectiveness 
of such strategies. 

3.6. Would You Like to Play a Game? Experience and Expectation in Game-Based 
Learning Environments 

The chapter by Drs Jacquelyn Ford Morie, Rebecca Tortell, and Josh Williams presents 
the results of a series of experiments that examine in a game-based environment the role 
of prior experience and immediate priming effects on players’ arousal state, performance, 
and memory. This chapter begins with a brief history of the use of games to train military 
leaders. For example, the military training community is currently interested in using 
computer games. This chapter, like other chapters in this book, attempts to take into 
account what factors influence how and why people play games. The authors argue 
that understanding how these factors influence game players will help to identify which 
design factors are crucial to the success of a game. For example, rather than using a two-
dimensional game, they chose a game to be played within a virtual environment (three 
dimensions) as their experimental platform. In these game-based environments a game 
player’s engagement is observable and tangible. The learner’s actions drive what is to be 
presented and therefore what is taught. One of the crucial factors in virtual environments 
(VR) is whether it can create in the individual a sense of “being there,” a suspension 
of disbelief generally referred to as presence (Lee, 2004). Two types of presence were 
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defined as being important, i.e., spatial where a person feels physically being within a 
virtual space, and social where interaction with others (virtual or real) in the environment 
provides a strong sense of connection. 

The developmental goal of their research was to create a VR environment that evoked 
an emotional response in the participants, and felt cognitively real. To accomplish this goal 
they performed a series of studies. For example, priming was manipulated by providing 
participants with either an instructional set that told them they would be participating 
in a serious military mission or a cool role-playing game. In the game, the participants 
played the role of a military scout and she/he was to go into a rural area to observe and to 
determine if the evidence suggested that rebels had control, and mark their headquarters 
with a small GPS locator device so an air strike force could target and destroy the hideout. 
There were two groups of participants, university students and soldiers (Army Rangers). 
Participants’ arousal was measured by recording their heart rate and skin conductance 
while they were playing the game. 

Their results were mixed. They did not find that priming worked for civilians but did 
have an effect on the soldiers. Soldier performance was superior to civilians in recalling 
more of the games’ goals and characters. Soldiers reported also to be less immersed 
and had higher arousal levels than civilians. Prior game experience had a positive effect 
on what the participants learned from the game. This chapter is interesting in that the 
variables manipulated, i.e., prior experience and priming, are inexpensive to add to VR 
game training programs. 

4. Conclusions 

Several of the authors in this volume cite the results of their review of the literature on 
the effects of games on learning. This section of the chapter melds both results of the 
empirical game literature in general and the chapters in this book specifically. In general 
authors conclude that there are few empirical studies, of the empirical studies comparing 
how effective games are the results are mixed, and that many of the studies reviewed 
failed to find positive effects of game playing instructional strategies on learning. The 
lack of empirical studies speaks both to the gaming culture (e.g., if customers buy it, the 
game works) and to the funding agencies (lack of vision to fund such empirical studies). 
In addition to the theoretical frameworks and reviews of game literature, the contribution 
of the authors has been to document the results of nine empirical studies to the literature. 
These empirical studies were reviewed and lessons learned developed. 

The explanations for failures to find positive effects of game playing for adults are 
many and are addressed in this book. These are (1) The research on games in general 
lack empirical research designs; (2) There is a need for a conceptual framework to guide 
inquiry; (3) There is a need to take into account individual difference of potential players; 
(4) There is a need to develop a conceptual framework for the assessment of learning 
in games; (5) There is a need to trade off entertainment value vs. training value; (6) 
There is a lack of attention to the role of transfer in games; (7) There is a lack of a 
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pedagogical base to guide game design, e.g., effective instructional strategies embedded 
in the game; and (8) There is a need to trade off costs of developing a game for research 
purposes vs. use of COTS. Each of these issues will be discussed with respect to the 
issues surrounding them in the remainder of this chapter. 

1. Lack of research designs: Reviews of the literature cited in several of the chapters 
point to two important aspects of this issue. First, most of the studies in the game 
literature failed to implement an empirical design to test their hypotheses that game 
playing leads to learning. There is a lack of both qualitative and quantitative designs. 
For example, there is a lack of the gold standard, i.e., randomized control and 
experimental groups. Second, much of the game research has used COTS games 
which seldom have embedded an effective instructional strategy in their games, nor 
do they have embedded reliable and valid measures of learning outcomes. 

2. The lack of a conceptual framework. This lack has led to research that has not been 
useful in the development of effective training games. There is a need to formulate a 
conceptual design for research as well as development. A conceptual design would 
serve to identify learning outcomes and the characteristics of entertainment games 
that influence game players’ motivation and learning. For example, a game that 
is suitable for individuals may not be suitable for promoting teamwork and task 
work skills. Currently there is little to no consensus on what game features or 
characteristics support learning. 

3. Need to take into account individual difference of players. According to several 
authors in this volume, previous research has neglected individual differences of 
game players. These differences include their prior experience with games and the 
prior experience with specific type of games played. These differences appear to have 
an effect on learning. Another individual difference is their style of play (Edwards, 
2004), e.g., gamists, narrativists, and simulationists, which has no empirical studies 
as yet. 

4. Need to develop conceptual framework for the assessment of learning in games. 
Currently, there is no consensus on the development of assessment requirements for 
games. A framework is needed to address issues as design requirements, outcome 
and process measures, validity and reliability, wrap-around approaches to evaluating 
existing games (COTS), and the use of games for assessment when the initial 
training intervention is not a game. The identification of the right metrics tied to 
learning objectives is also needed. 

5. The need to trade off entertainment value vs. training value. Although serious game 
developers have modest success in developing games that address learning (more 
for kids than adults), they have been less successful in implementing features of 
games that make them entertaining. The entertainment value of a game according 
to Munro (this volume) is the many hours of diversion provided to game players. 
The game industry requires that the goals of the game not be achieved too early, 
so that the consumers’ expenditure on the game provides the value of many hours 
of diversion. How one quantifies the variables that make up fun or entertainment 
value is still unknown. 
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6. Lack of attention to the role of transfer in games. The evidence indicates that in 
the literature very few studies that teach for or measure transfer, i.e., to what extent 
does the game develop and sustain the transfer of skills, strategies, and other social 
behaviors to other games and other settings, e.g., on the job. Further, of the empirical 
studies in this volume, only a few measured transfer (e.g., Shen & O’Neil) but none 
measured transfer to the job site. One very intriguing idea suggested by Baker and 
Delacruz (this volume) is the use of games to assess when the game itself embodies 
the goals of learning, or when the game serves as a proxy for typical tests, such as 
an on-the-job performance test. 

7. Lack of a pedagogical foundation based on the science of learning to guide game 
design, i.e., effective instructional strategies embedded in the game. Some of the 
authors in this volume have added to COTS games effective instructional strategies 
(e.g., worked examples) that have been tried in other media (e.g., computer-based 
instruction), arguing that it is not the media that teaches but the instructional design 
embedded in the game that accounts for learning. The challenge for the research, 
design, and development community has been to collaborate and produce relevant 
and effective game technologies (e.g., guidelines) that are portable, engaging, exten
sible, and easy to use in the gaming area. Curtis et al. (this volume) have provided a 
set of guidelines that can be used to match games and their features to team training 
objectives. Although these guidelines are not based on empirical research they do 
provide the trainer/educator and researcher with guidance. 

8. Need to trade off costs of developing a game for research purposes vs. use of COTS 
games. For example, a game specifically designed for research purposes was Space 
Fortress (Donchin, 1989). Donchin and his colleagues carefully analyzed the skills 
involved in flying a high-performance fighter jet and then designed Space Fortress 
to teach those skills. However, to develop a Space Fortress-type game to commercial 
standards would be very expensive and time-consuming. The advantage would be 
both various instructional and assessment strategies could be built in. Alternatively 
the selection and use of a COTS game is inexpensive but limits the researcher to 
wrap-around strategies as source code to implant embedded instructional or assess
ment strategies is not available. The lesson to be learned is that it is unlikely that 
one will find a COTS game that will exactly satisfy the needs of the educator/trainer 
or researcher completely. It also suggests that one would also look for the develop
ment of authoring tools so that scenarios of the game can be tailored with specific 
instructional and assessment strategies to meet specific learning objectives. 

References 

Baker, E. L. (1997). Model-based performance assessment. Theory Into Practice, 36, 247–254. 
Bioware. (2002). Neverwinter Nights [Computer software]. New York: Infogrames. 
Cannon-Bowers, J. A., Tannenbaum, S. I., Salas, E., & Volpe, C. E. (1995). Defining team competencies and 

establishing team training requirements. In R. Guzzo & E. Salas (Eds), Team effectiveness and decision 
making in organizations (pp. 330–380). San Francisco: Jossey-Bass. 



305 Summary and Discussion 

Clark, R. E. (1983). Reconsidering research on learning from media. Review of Educational Research, 53(4), 
445–459. 

Clark, R. E. (1994). Media will never influence learning. Educational Technology Research and Development, 
42(2), 21–30. 

Clark, R. E. (Ed.). (2001). Learning from media: arguments, analysis, & evidence. Greenwich, CT: Informa
tion Age. 

Clark, R. E. (2004). Design document for a guided experiential learning course. Technical 
Report. Los Angeles: University of Southern California. Retrieved on November 17, 2006 from 
http://cogtech.usc.edu/publications/clark_gel.pdf. 

Day, E. A., Arthur, W., Jr, Bell, S. T., Edwards, B. D., Bennett, W., Jr, Mendoza, J. L., & Tubre, T. C. (2005). 
Ability-based pairing strategies in the team-based training of a complex skill: Does the intelligence of your 
training partner matter? Intelligence, 33, 39–65. 

Daydream Interactive, Inc. (1995/2001). SafeCracker [Computer software]. Toronto, Ontario, Canada: Dream-
Catcher Interactive. 

Donchin, E. (1989). The learning strategies project: Introductory remarks. Acta Psychologica, 71, 1–15. 
Edwards, R. (2004). System does matter. Retrieved July 28, 2005 from http://www.indie-rpgs.com/_articles/ 

system_does_matter.html. 
Electronic Arts. (2003). Harry Potter, Quidditch World Cup [Computer software]. Redwood City, CA: Author. 
Epic Games. (2000). Unreal Tournament [Computer software]. Cary, NC: Author. 
Freeman, J., Diedrich, F. J., Haimson, C., Diller, D. E., & Roberts, B. (2003). Behavioral representations for 

training tactical communication skills. In Proceedings of the 12th Conference on Behavior Representation 
in Modeling and Simulation. Scottsdale, AZ. 

Gopher, D., Weil, M., & Bareket, T. (1994). Transfer of skill from a computer game trainer to flight. Human 
Factors, 36, 387–405. 

Interactive Metronome, Inc. (1993–2004). Interactive Metronome [Computer software]. Weston, FL: Author. 
Kirkpatrick, D. L. (1976). Evaluation of training. In R. L. Craig (Ed.), Training and development handbook: 

A guide to human resource development, (2nd ed., pp. 301–319). New York: McGraw-Hill. 
Kirschner, P. A., Sweller, J., & Clark, R. E. (2006). Why minimal guidance during instruction does not work: An 

analysis of the failure of constructivist, discovery, problem-based experiential and inquiry-based teaching. 
Educational Psychologist, 41(2), 75–86. 

Lee, K. M. (2004). Presence, explicated. Communication Theory, 14, 27–50. 
Mayer, R. E. & Moreno, R. (1998). A split-attention effect in multimedia learning: evidence for dual processing 

systems in working memory. Journal of Educational Psychology, 90(2), 312–320. 
Mayer, R. E. & Wittrock, M. C. (1996). Problem-solving transfer. In D. C. Berliner & R. C. Calfee (Eds), 

Handbook of educational psychology (pp. 47–62). New York: Simon & Schuster Macmillan. 
Mislevy, R. J., Steinberg, L. S., Breyer, F. J., Almond, R. G., & Johnson, L. (1999). A cognitive task analysis 

with implications for designing simulation-based performance assessment. Computers in Human Behavior, 
15, 335–374. 

Moreno, R. & Mayer, R. E. (2004). Personalized messages that promote science learning in virtual environments. 
Journal of Educational Psychology, 96(1), 165–173. 

O’Neil, H. F., Jr, Baker, E. L., & Fisher, J. Y.-C. (2002). A formative evaluation of ICT games. Los Angeles: 
University of Southern California. 

O’Neil, H. F., Wainess, R, & Baker, E. L. (2005, December). Classification of learning outcomes: Evidence 
from the computer games literature. The Curriculum Journal, 16(4), 455–474. 

Pajitnov, A. (1985). Tetris [Computer software]. Moscow, Russia: Academy of Sciences in Moscow. 
Parchman, S. W., Ellis, J. A., Christinaz, D., & Vogel, M. (2000). An evaluation of three computer-based 

instructional strategies in basic electricity and electronics training. Military Psychology, 12, 73–87. 
Ricci, K. E., Salas, E., & Cannon-Bowers, J. A. (1996). Do computer-based games facilitate knowledge 

acquisition and retention? Military Psychology, 8(4), 295–307. 
Rival Interactive. (2002). Real War: Rogue States [Computer software]. Springfield, VA: Simon & Schuster 

Interactive. 

http://cogtech.usc.edu/publications/clark_gel.pdf
http://www.indie-rpgs.com/_articles/


306	 Ray S. Perez 

Serfaty, D., Entin, E. E., & Johnston, J. H. (1998). Team coordination training. In J.A. Cannon-Bowers & 
E. Salas (Eds), Making decisions under stress: Implications for individual and team training (pp. 221–245). 
Washington, DC: American Psychological Association. 

Sims, D. E., Salas, E., & Burke, C. S. (2004). Is there a “Big Five” in teamwork? Presented at the 19th Annual 
Conference of the Society for Industrial and Organizational Psychology. Chicago, IL. 

Smith-Jentsch, K. A., Johnston, J. H., & Payne, S. C. (1998). Measuring team-related expertise in complex 
environments. In J. A. Cannon-Bowers & E. Salas (Eds), Making decisions under stress: Implications for 
individual and team training (pp. 271–295). Washington, DC: American Psychological Association. 

Smith-Jentsch, K. A., Zeisig, R. L., Acton, B., & McPherson, J. A. (1998). Team dimensional training: 
A strategy for guided team self-correction. In J. A. Cannon-Bowers & E. Salas (Eds), Making decisions 
under stress: Implications for individual and team training (pp. 271–295). Washington, DC: American 
Psychological Association. 

Sweller, J. (1988). Cognitive load during problem solving: Effects on learning.	 Cognitive Science, 12(2), 
257–285. 

Sweller, J. (1989). Cognitive technology: some procedures for facilitating learning and problem solving in 
mathematics and science. Journal of Educational Psychology, 81, 457–466. 

Sweller, J. (1990). Cognitive Processes and Instruction Procedures. Australian Journal of Education, 34(2), 
125–130. 

Tennyson, R. D. & Breuer, K. (1997). Psychological foundations for instructional design theory. In R. D. 
Tennyson, F. Schott, N. Seel, & S. Dijkstra (Eds), Instructional Design: International Perspective, Volume 
1: Theory, Research, and Models. Mahwah, NJ: Lawrence Erlbaum Associates. 

Tennyson, R. D. & Breuer, K. (2002). Improving problem solving and creativity through use of complex-
dynamic simulations. Computers in Human Behavior, 18, 650–668. 

United States Army. (2004). America’s Army: Special Forces (Vanguard) (v2.2.0) [Computer software]. 
Retrieved from http://www.americasarmy.com 

Ward, M. & Sweller, J. (1990). Structuring effective worked examples. Cognition & Instruction, 7(1), 1–39. 
Wolfe, J. (1997, December). The effectiveness of business games in strategic management course work [Elec

tronic Version]. Simulation & Gaming Special Issue: Teaching Strategic Management, 28(4), 360–376. 

http://www.americasarmy.com


AUTHOR INDEX 

Abt, C. A., 39 
Ackerman, P. L., 109 
Acton, B., 80, 292 
Adams, P. C., 185, 234 
Ahissar, M., 208 
Ahlers, R., 126, 229 
Ahlstrom, U., 172 
Ainsworth, S. E., 4 
Albertson, L. M., 51 
Alburt, L., 260 
Aldrich, C., 56, 66 
Alessi, S. M., 236 
Alexander, A. L., 77, 78, 79, 292 
Ali, M. R., 150 
Al-Jabri, I. M., 129 
Al-Khaldi, M. A., 129 
Alkin, M. C., 22, 42 
Allan, R. W., 205 
Allen, R. B., 55, 230, 235, 236, 291 
Alliger, G. M., 109 
Almond, R. G., 25, 26, 289 
Alvarez, K., 130, 135 
Ancona, D. G., 148 
Anderson, D. K., 129 
Anderson, J. R., 129, 186, 191, 232 
Anderson, L. W., 24 
Andrews, D. H., 79 
Annett, J., 169, 171 
Anson, R., 128 
Anthony, T., 128 
Arai, K., 233 
Argote, L., 148 
Arici, A., 34 
Arnell, K. M., 209 
Arrow, H., 147 
Arthur, W., 105, 113, 120, 121, 129 
Aschbacher, P. R., 29 

Ashby, M. C., 172 
Aslin, R. N., 208 
Athenes, S., 172 
Atkinson, R. K., 186, 187, 190, 191, 192, 193, 

194, 199, 200, 201, 229, 230, 232, 240 
Auble, J., 173 
Averch, T. D., 206 
Averty, P., 172 
Avis, J. M., 131 
Ayersman, D. J., 129 
Ayres, P., 186, 232 

Bailey, J. H., 281 
Bailey, J. R., 150, 206 
Baker, D., 234 
Baker, E. L., 4, 21, 22, 24, 25, 26, 28, 29, 30, 

31, 32, 40, 42, 59, 126, 186, 187, 196, 
229, 232 

Baldwin, T. T., 130 
Ball, C., 173 
Ball, K., 208 
Bandura, A., 14, 108, 109, 113 
Barab, S. A., 30, 34, 230, 234 
Barach, P., 150 
Bareket, T., 110, 126, 150, 206, 234, 299 
Barkhi, R., 153 
Barrelle, K., 129 
Barry, T., 127 
Bart, W., 247, 248, 265, 267, 300 
Bassok, M., 186 
Battiste, V., 110 
Bavelier, D., 150, 206, 207, 213, 214, 216, 

217, 219, 223, 225 
Baylor, A. L., 230, 241 
Becta, 9, 17 
Behar, I. I., 31 
Behson, S. J., 149 
Belanich, J., 60, 125, 126, 294 

307 



308 

Bell, B. S., 127, 146, 148 
Bell, H. H., 79 
Bell, S. T., 106, 109, 113, 120, 129, 293 
Benbasat, I., 230, 236, 241 
Benford, S., 4 
Bennet, W., 129 
Benson, P. G., 209 
Berardi, N., 208 
Berdahl, J. L., 147 
Berntson, G., 272 
Bettman, J. R., 170 
Betz, J. A., 233, 234 
Bewley, W. L., 27, 31 
Bialystok, E., 205 
Billings, C. E., 180 
Bioware, 292 
Björk, R. A., 120 
Black, P., 22 
Blaiwes, A. S., 148 
Blankenship, S., 78 
Bloom, B. S., 24, 127 
Boag, C., 181 
Boire, M., 194, 201, 240 
Boltz, M. G., 169, 171 
Bonk, C. J., 34, 77, 78 
Bonnie, J. F., 199 
Boocock, S., 39 
Bordia, P., 128 
Borg, W. R., 127 
Botan, C. H., 47 
Bowdish, B. E., 230 
Bowers, C. A., 4, 80, 106, 126, 147, 148, 151, 

152, 153, 173, 233, 235, 292, 299 
Bowler, M. C., 106, 121 
Bowman, R. F., 156 
Boyle, C., 108 
Braarud, P. O., 181 
Braddick, O., 208 
Brainerd, C. J., 231 
Brannick, M. T., 151, 152 
Breuer, K., 5, 6, 7, 8, 11, 231, 232, 288 
Brewer, J., 275 
Breyer, F. J., 26, 289 
Brian, M., 79 
Bright, G. W., 57 
Brinkerhoff, J., 128, 129 
Broach, D., 130 

Author Index 

Brook-Carter, N., 172 
Brougere, G., 234, 235 
Brown, K. G., 126, 127, 129 
Brown, L., 260 
Brown, S. A., 128 
Brown, S. W., 171 
Brunken, R., 229, 230, 232 
Brunner, J. S., 58 
Brunning, R. H., 232 
Brunyé, T., 77, 78, 151, 292 
Brush, T., 188 
Buckwalter, J., 271 
Budd, R. W., 39 
Burke, C. S., 80, 147, 292 
Burks, V., 129 
Busch, T., 129 

Cacioppo, J. T., 272 
Cage, B., 256, 262 
Cahill, L., 275 
Caldwell, D. F., 148 
Campbell, J. P., 126, 127 
Canli, T., 275 
Cannon-Bowers, J. A., 4, 80, 106, 126, 147, 

148, 233, 292, 299 
Caputi, P., 129 
Carlson, R. A., 189, 190, 198 
Carlstrom, A., 34 
Carr, P. D., 9, 17 
Carroll, W. M., 186, 187, 200 
Carson, R., 148 
Carteaux, R., 234 
Carter-Wells, J., 128 
Cary, M., 198 
Casey, C. S., 4 
Casey, M. S., 233 
Catrambone, R., 191, 194, 201 
Chaille, C., 206 
Chalmers, P. A., 229, 235, 236 
Chambers, C., 185 
Champely, S., 172 
Chandler, P., 51, 186, 187, 189, 197, 200, 

229, 232 
Charlton, S., 172 
Charness, N., 255, 265 
Cheak, A. M., 27 
Chen, D., 129 



309 Author Index 

Chen, G. D., 34 
Chen, H.-H., 198, 199 
Chen, S., 57 
Chester, M., 280 
Chi, M. T. H., 31, 186, 187, 200 
Chou, C., 230, 231, 236, 237, 238, 241 
Christiaen, J., 256 
Christinaz, D., 234, 299 
Christoph, N., 235 
Chu, L., 129 
Chua, S. L., 129 
Chuang, S., 16, 43 
Chun, M. M., 220 
Chung, G. K. W. K., 25, 26, 27, 30, 31 
Chung, G., 43, 187 
Cifre, E., 129 
Clark, J. E., 205, 206 
Clark, R. E., 15, 49, 50, 51, 53, 58, 60, 68, 

130, 189, 230, 232, 235, 236 
Clarke, T., 169 
Clauser, B. E., 31 
Clayton, S., 31 
Clegg, B. A., 172 
Clevenger, J., 131 
Clyman, S. G., 31 
Coleman, J. S., 39 
Collet, C., 172, 181 
Colquitt, J. A., 79, 126 
Converse, S. A., 106, 147 
Cooper, G. A., 189, 191 
Cooper, M., 186, 187 
Corbeil, P., 126 
Corbett, A., 108 
Cordova, D. I., 4, 14 
Cortina, J. M., 131 
Court, J. H., 111 
Craig, T. Y., 133 
Crittenden, N., 129 
Crookall, D., 233 
Cutmore, T. R. H., 229, 230, 236, 237, 241 

Davis, D., 34 
Davison, H. K., 131 
Day, D. V., 149 
Day, E. A., 31, 106, 109, 110, 111, 115, 119, 

120, 121, 230, 293 
de Croock, M. B. M., 49, 64, 189, 235 

de Hoog, R., 235 
de Jong, T., 56, 57, 59, 229, 235 
de Meuse, K. P., 146 
De Rouin, R. E., 130 
de Souza e Silva, A., 22 
de Vries, L. F., 27 
Deagle, E., 155 
Deane, F., 129 
DeFriese, A. M., 149 
Dekkers, J., 234, 235 
Delacruz, G. C., 21, 22, 26, 31, 288, 304 
DeMaria, E. J., 150 
Dempsey, D. V., 4, 5, 18, 233 
Dempsey, J. V., 233 
Dennen, V. P., 34, 78 
Dennis, R. A., 43 
Derry, S. J., 187, 229 
DeSanctis, G., 153 
deWinstanley, P., 135, 206, 234 
Dias, J., 128 
Dickey, M. D., 156 
Dickinson, T. L., 106, 147 
Diedrich, F. J., 80, 98, 292 
Diller, D. E., 78, 80, 292 
Dion, K. L., 128 
Dionne, G. B., 31 
Dittmar, A., 172 
Dodge, T., 234 
Dodson, J. D., 171, 180 
Doll, J., 256 
Donatti, S., 234, 235 
Donchin, E., 110, 111, 150, 206, 293, 304 
Dorval, M., 206 
Dow, G. T., 44 
Drew, B., 206 
Driskell, J. E., 4, 126, 128, 145, 229 
Druckman, D., 234, 235 
Dugdale, S., 40 
Duke, R. D., 39, 233 
Dumblekar, V., 172 
Dussault, C., 181 
Dwyer, D. J., 145 
Dyck, J. L., 128, 129 

Edens, P. S., 109, 129 
Edwards, B. D., 18, 106, 109, 113, 120, 

288, 293 



310 Author Index 

Edwards, R., 288, 303 Furst, E. J., 24 
Eggemeier, F. T., 169, 170, 171 Futrell, D., 146 
Ellis, J. A., 234, 299 
Endsley, M., 148 Gabrieli, J. D. E., 275 
Engelhard, M. D., 24 Gagné, E., 186 
Enns, J. T., 206 Gagnon, D., 130, 135, 206, 207 
Entin, E. E., 80, 98, 292 Galbraith, J., 153 
Ericsson, K. A., 231 Galimberti, C., 231 
Ervin, J. R., 129 Gamson, W. A., 39 
Erwin, S. I., 79 Gardner, W. L., 128, 129 
Eusebi, E., 249 Garofano, C. M., 130 
Evans, C. R., 128 Garris, R., 4, 5, 7, 126, 229, 233, 235 

Gay, G., 130 
Fabiani, M., 208 Geary, D. C., 231 
Fabricatore, C., 5, 12 Gedler, M., 247 
Facer, K., 56 Gee, J. P., 4, 10, 12, 13, 14, 15, 16, 17, 18, 
Fairbairn, J., 269 27, 33, 57, 126 
Fairclough, S. H., 172 Gentner, D., 79 
Fajen, B. R., 30 Gerjets, P., 190, 194 
Faria, A. J., 185 Gettman, D., 31, 109, 230 
Farmer, W. L., 130 Gibb, G. D., 150, 206 
Farquhar, J. D., 236 Gijselaers, W. H., 128 
Farr, M. J., 31 Gilbert, L., 128 
Farrell, I. H., 230, 236, 241 Gilliland, S. W., 131 
Federman, P. J., 147 Ginns, P., 51, 186, 189, 191, 197 
Feldon, D., 34 Glaser, R., 31, 186 
Ferguson, W., 77, 81, 292 Glickman, A. S., 148 
Fields, D. A., 34 Gluck, K., 128 
Fiorentini, A., 208 Gobet, F., 254 
Fiser, J., 208 Goettl, B., 110 
Fish, M., 206 Goff, M., 109 
Fisher, J. Y.-C., 40, 185, 186 Goichberg, B., 253 
Fisher, S. L., 127 Goldstein, J., 205 
Fisher, Y. C., 126, 145, 231, 247, 248 Goldstein, N. B., 131 
Fishman, B., 129, 131 Gonzalez, C., 181 
Flavell, J. H., 232 Gopher, D., 110, 111, 150, 208, 234, 299 
Ford, J. K., 109, 126 Gopher, E., 126 
Fortunato, V. J., 131 Gordon, S. M., 151 
Fowlkes, J. E., 152 Gorman, P., 78, 96, 98, 292 
Frankola, K., 128 Grau, R. M., 129 
Freeman, J., 80, 292 Gredler, M. E., 29, 40, 233, 235 
Freeman, M., 31 Green, C. S., 150, 205, 206, 207, 213, 214, 
Frensch, P. A., 234 216, 217, 219, 225 
Frey, L. R., 47 Greenblat, C. S., 39 
Fritzsche, B. A., 130 Greenfield, P. M., 135, 206, 234 
Frydman, M., 255 Gregoriades, A., 171 
Fuller, R. M., 128 Griffith, J. L., 150, 206 



311 Author Index 

Grobe, C. S., 193 
Gronn, P., 149 
Gros, B., 40 
Groves, D., 280 
Gruber, H., 192 
Guezennec, C.-Y., 181 
Gutwill, J. P., 63 

Habgood, M. P. J., 4, 10, 11 
Haimson, C., 80, 292 
Halfhill, T., 146 
Halford, G. S., 181 
Halverson, R., 27 
Hannafin, M., 188 
Harackiewicz, J. M., 34 
Harp, S. F., 230, 240 
Hart, S. G., 110, 171 
Harvey, J. G., 57 
Harvey, V. S., 131 
Hasan, B., 129 
Hawgood, G., 229 
Haynes, L. L., 4, 233 
Hays, R. T., 55, 56, 57, 59, 60, 

125, 126 
Hedlund, J., 79 
Heggestad, E. D., 109 
Heiser, J., 240 
Henderson, R., 4, 129 
Heneghan, J., 156 
Herl, H. E., 43, 44, 186, 187 
Hidi, S., 34 
Hightower, R. T., 153 
Hill, W. H., 24 
Hine, T. J., 229 
Hinkin, T. R., 129 
Hively, W., 26 
Hjortskov, N., 172, 181 
Hochstein, S., 208 
Hogg, M. A., 128 
Hollan, J., 56, 62 
Hollands, J. G., 79 
Hollenbeck, J. R., 79, 147 
Holyoak, K. J., 79, 194, 201 
Hone, A. S., 31 
Hong, N. S., 199 
Hooper, D., 248 
Hopp, P. J., 172 

Horgan, D. D., 248, 255 
Houle, P. A., 128, 129 
Howard, B. C., 199 
Howe, W., 187 
Howes, A., 236 
Howland, J., 9, 58 
Howorka, K., 280 
Hsieh, I. G., 16, 43 
Hsu, F. H., 258 
Huang, H. M., 128 
Hussain, T. S., 77, 151, 292, 295 
Hutchins, E., 56 
Hyeggestad, E. D., 172 

Ignazi, S., 231 
Ilgen, D. R., 79 
Ioerger, T. R., 108 
Ito, T. A., 272 
Ivers, K., 128 

Jackson, C., 34 
Jarecki, C., 253 
Jarvis, P. A., 128 
Jaspers-Fayer, F., 217 
Jayasuriya, R., 129 
Jenkins, H., 22 
Jennings, N., 107 
Jentsch, F., 145, 151, 152, 295 
Jeung, H.-J., 189, 194 
Jex, H. R., 169, 170 
Johnsoen, S. K., 260 
Johnson, E. J., 170 
Johnson, L., 26, 289 
Johnson, M. C., 56, 67 
Johnston, A. N., 110 
Johnston, J. H., 80, 292 
Jonassen, D. H., 9, 13, 14, 17, 58 
Jones, D. M., 236 
Jones, J. E., 39 
Jones, M. G., 236 
Jordan, J. A., 106, 110, 111 
Jouanin, J.-C., 181 
Ju, M., 40 

Kafai, Y. B., 4, 14 
Kahneman, D., 170 
Kalyuga, S., 41, 49, 50, 197, 232 



312 

Kanfer, R., 109, 110 
Kaplan, B., 150 
Katz, I. R., 26 
Kay, R. H., 129 
Kaye, D., 135, 206, 234 
Keeler, C. M., 128 
Kelly, J. R., 133 
Kersloot, T., 172 
Kester, L., 235 
Khoo, G.-S., 234 
Kida, M., 206 
Kilpatrick, H., 135, 206, 234 
Kim, H., 152 
King, T., 150 
Kintsch, W., 231 
Kirkpatrick, D. L., 42, 293 
Kirriemuir, J., 9, 234 
Kirschner, P. A., 15, 58, 60, 128, 130, 235, 

290, 291 
Klein, C., 149 
Kleinman, D., 155 
Knerr, B. W., 281 
Koedinger, K. R., 189 
Koh, T.-S., 234 
Kokinov, B. K., 79 
Koonce, J. M., 149 
Kosel, M., 206 
Kozlowski, S. W. J., 127, 146, 148 
Kraiger, K., 109, 128, 236 
Krathwohl, D. R., 24 
Kreps, G. L., 47 
Kucik, P., 185 
Kudisch, J. D., 131 
Kulikowich, J. M., 30 
Kuncel, N. R., 126, 127 

Lainema, T., 234 
Laird, J. E., 22 
Lajoie, S. P., 128 
Lamoureaux, T., 172 
Land, S., 188 
Landsittel, D., 206 
Lane, D. C., 185 
Langford, N. M., 229 
Langholtz, H. J., 173 
Langley, R., 34 
Lanphear, A. K., 205 

Author Index 

Lansdown, T. C., 172 
Larkin, J., 189 
Larsen, J. T., 272 
Latham, G. P., 109 
Lauver, K., 34 
Lawless, K. A., 230 
Lee, A. Y., 169, 170 
Lee, H., 34 
Lee, J., 34, 128, 229, 235 
Lee, K. M., 271, 301 
Lee, S., 130 
Lee, Y. H. K., 130 
Leemkuil, H., 57, 235, 236 
LeGare, O., 40 
Legg, S., 172 
LePine, J. A., 79, 126 
Lepper, M. R., 4, 9, 10, 11, 12, 13, 14, 17, 

18, 126 
Leslie, A. M., 232 
Leutner, D., 16, 59, 229 
Levin, S., 181 
Levine, J. M., 146 
Lewis, M. W., 79, 108, 186 
Lim, E. L., 191 
Lin, H., 230, 231, 236, 237, 238 
Lintern, G., 149 
Liu, B. J., 34 
Llorens, S., 129 
Locke, E. A., 109 
Loft, S., 181 
Lonn, S., 240 
Low, R., 189, 193, 229 
Loyd, B. H., 129 
Loyd, D. E., 129 
Lucassen, B. A., 4, 233 
Luchini, K., 34 
Lum, J., 206 
Luthans, F., 109 
Luximon, A., 171 
Lynn, R., 255 
Lysaght, R. J., 171 

Maberly, K. J., 229 
Macedonia, M., 151 
MacKay, J. M., 129 
Mackintosh, N., 256 
Magjuka, R. J., 130 



313 Author Index 

Mahar, D., 129 
Maier, U. H., 186 
Malone, C. C., 149 
Malone, T. W., 9, 10, 11, 12, 13, 14, 17, 18, 

21, 33, 34, 126 
Mandl, H., 192 
Mane, A. M., 110, 111 
Maragos, N., 149 
Margolis, M. J., 31 
Marra, R. M., 9, 58 
Martin, A., 40 
Martin, J. H., 31, 110, 193 
Martinez, M. E., 26 
Martocchio, J. J., 129 
Mathews, J. I., 40 
Mathieu, J. E., 126, 129 
Matsumura, M., 206 
Matthews, R., 172, 275 
Mautone, P. D., 32, 39, 230 
Mawer, R. F., 187 
Mayer, R. E., 4, 7, 8, 16, 25, 26, 31, 32, 39, 

40, 41, 44, 49, 51, 58, 59, 135, 185, 186, 
187, 189, 190, 193, 194, 196, 201, 207, 
230, 231, 232, 236, 239, 240, 241, 290 

Mayer, S., 44 
Mayr, U., 256 
McClain, D., 266 
McClurg, P. A., 206 
McDermott, J., 189 
McGaugh, J. L., 275 
McGee, S., 199 
McGrath, J. E., 147, 148 
McInerney, D. M., 129 
McInerney, V., 129 
McIntyre, M., 146 
McIntyre, R. M., 148 
McNelly, T. L., 111, 120 
McPherson, J. A., 80, 292 
Meister, C., 188 
Mendini, K., 156 
Mendoza, J. L., 293 
Merrill, M. M., 192, 194, 200 
Messick, S., 28 
Metzger, U., 172 
Michael, B., 34 
Michael, D., 57 
Miller, D. L., 155, 160 

Miller, G. A., 232 
Mislevy, R. J., 25, 26, 27, 28, 289 
Mitchel, A., 5 
Mitchell, T., 107, 113 
Mitra, A., 130 
Monday, S. D., 153 
Moore, D. M., 230, 236, 241 
Moore, D. R., 128 
Moore, D. W., 191 
Moore, J., 9, 58 
Moreland, R. L., 146 
Moreno, R., 4, 7, 8, 16, 32, 44, 51, 190, 193, 

194, 200, 201, 231, 240, 290 
Morgan, B. B., 148, 153 
Morgan, D., 251 
Morie, J., 269, 271, 273 
Moroni, C., 222 
Morris, B. A., 126 
Morris, C. S., 258 
Mousavi, S. Y., 193, 229, 232 
Moutone, P., 190 
Mowery, Y., 150 
Mullen, B., 128 
Munoz, D., 128 
Munro, A., 55, 56, 66, 67, 69 
Murata, A., 181 
Murray, J., 282 
Mwangi, W., 189, 191, 193 

Nachreiner, F., 181 
Neal, A., 181 
Nichols, L., 149 
Nickel, P., 181 
Nielson, D., 78 
Niemi, D., 25, 29, 42 
Noe, R. A., 109, 126 
Nolan, J., 280 
Norris, B., 169 
Norris, C., 34 
Northrup, P., 128 
Norvig, P., 107 
Nunes, L. M., 172 
Nurmi, S., 234 
Nygren, T. E., 171, 181 
Nystad, E., 79 



314 

O’Neil, H. F., 4, 5, 15, 16, 26, 40, 41, 42, 43, 
44, 48, 50, 59, 126, 127 

Oda, S., 206 
Okagaki, L., 234 
Oliver, K., 188 
Ootes, S., 57 
Orasanu, J., 80 
Ormrod, J. E., 9, 12, 13 
Orosy-Fildes, C., 205 
Orvis, K. A., 125, 126, 127 
Orvis, K. L., 60, 125, 126 
Oser, R., 234 
Ou, K. L., 34 
Oughton, J. M., 129 
Over, R., 189 
Owen, E., 187 
Oxford, R. L., 233 

Paas, F. G. W. C., 64, 186, 187, 189, 190, 
195, 196, 198, 230, 232, 235 

Page, S. H., 26 
Paggio, R., 40 
Pair, J., 271 
Pajitnov, A., 207, 209, 298 
Papert, S., 58 
Parasuraman, R., 172 
Parchman, S. W., 234, 299 
Park, O., 127 
Parkes, A. M., 172 
Pashler, H., 208 
Patterson, H. L., 26 
Patterson, N. J. H., 128 
Paul, D. S., 57, 109 
Pawley, D., 186, 189 
Payne, J. W., 170 
Payne, S. C., 80, 131, 292 
Payne, S. J., 236 
Pelts, R., 260 
Pepin, M., 206 
Pereira, G. M., 131 
Petit, C., 172 
Pfeiffer, J. W., 39 
Phippe, M., 181 
Pickup, L., 169 
Pintrich, P. R., 231 
Pizzini, Q. A., 56, 66, 67, 69 
Plass, J. L., 229 

Author Index 

Poehlmann, K. M., 272 
Polman, J., 129, 131 
Poole, M., 153 
Porter, C., 148, 144 
Potter, M. C., 220 
Pratt, J., 206 
Prensky, M., 4, 55, 66, 126, 127, 149 
Prince, C., 151, 234 
Prothero, W. A., 32, 39, 185, 190, 230 
Provenzo, E. F., 156 
Puente, J. M., 171 
Pumprla, J., 280 
Putka, D. J., 110 
Pylyshyn, Z. W., 209, 216 

Quinn, C. N., 18, 40, 41, 50, 156 

Ramachandran, V. S., 208 
Randel, J. M., 233 
Raven, J. C., 111 
Rawstone, P., 129 
Raybourn, E. M., 156 
Raymond, J. F., 209, 213, 222 
Recarte, M. A., 172 
Reed, W. M., 129 
Reena, J., 150 
Regian, J. W., 110 
Regian, W. J., 110 
Reid, G. B., 181 
Reigeluth, C. M., 188 
Reimann, P., 186 
Renkl, A., 186, 187, 190, 192, 193, 199, 200, 

201, 229, 230, 232, 240 
Rentsch, J. R., 106 
Resnick, L. B., 188 
Reyna, V. F., 231 
Rhodenizer, L., 173, 235 
Ricci, K. E., 4, 233, 234, 299 
Richard, E. M., 110 
Richards, H., 146 
Riddick, C., 205 
Riddle, I., 253 
Rieber, L. P., 11, 56 
Riva, G., 231 
Rizzo, A., 271 
Robbins, S. B., 34 
Roberts, B., 78, 80, 98, 292 



Author Index 315 

Robertson, I. T., 109 Serfaty, D., 80, 155, 292 
Ronning, R. R., 232 Sethi, N., 217 
Roscoe, S. N., 149 Shaffer, D. W., 27 
Rosenberg, B. H., 208 Shannon, D., 153 
Rosenshine, B., 188 Shapiro, K. L., 209 
Rosenthal, D. M., 231 Sharpies, S., 169 
Ross, T., 172 Shashaani, L., 128 
Rozell, E. J., 128, 129 Shea, C., 190 
Ruben, B. D., 39, 40, 41, 50, 185 Shebilske, W. L., 106, 108, 110, 111, 
Rubio, S., 171 113, 114 
Ruddle, R. A., 236 Sheehan, K. M., 26 
Russell, C. A., 181 Shen, G. Y., 34 
Russell, S., 107 Shenk, D., 248 

Sherbenou, R. J., 260 
Sadri, G., 109 Sherlock, T. D., 185 
Salanova, M., 129 Shia, R., 199 
Salas, E., 4, 80, 106, 109, 126, 128, 130, 147, Shiffrin, R. M., 170 

148, 149, 151, 152, 233, 234, 235, 292, Shih, P. C., 128, 131 
295, 299 Shotland, A., 109 

Sales, G. C., 51 Shrestha, L., 234 
Salomon, G., 231, 235 Shui, L. P., 208 
Salzer, M. S., 129 Shute, V. J., 128 
Sanchez, F., 128 Sibert, L., 150 
Sanchez-Ku, M. L., 114, 115 Sibley, D. E., 60, 126 
Sanders, A., 207 Sidman, J., 77, 78, 151, 292 
Satish, U., 150 Siegel, D., 110 
Sato, E., 29 Simon, D., 173, 187 
Saunders, D., 233 Simon, H. A., 189, 254 
Savill-Smith, C., 5 Sims, D. E., 80, 88, 93, 147, 149, 292 
Saye, J., 188 Sims, J., 108 
Sayeed, L., 153 Sims, V. K., 135, 190, 240 
Schacter, J., 43, 187 Sinclair, K. E., 129 
Schaffer, R. J., 212 Singer, M. J., 79, 80, 126, 271, 274 
Schank, R. C., 185 Sitzmann, T., 128, 236 
Scheiter, K., 190, 194 Skinner, B., 212 
Schild, E. O., 39 Slater, M., 80 
Schmidt, A. M., 126 Smith, B., 199 
Schmidt, H. G., 187, 198 Smith, C. A. P., 172 
Schmidt, R. A., 120 Smith, J., 256, 257, 262 
Schmitt, N. M., 109, 131 Smither, J. A., 128, 129 
Schneider, W., 170 Smith-Jentsch, K. A., 80, 149, 292 
Schraw, G. J., 232, 240 Soloway, E., 34 
Schunk, D. H., 231 Sopchak, B., 173 
Scriven, M., 22 Spahr, L., 98, 151 
Segal, L. D., 149 Spohn, D., 152 
Segers, M., 128 Squire, K. D., 22, 27, 30 
Sekuler, R., 208 Stagl, K. C., 147 



316 

Stajkovic, A. D., 109 
Staley, R., 186 
Stankov, L., 231 
Stanton, N. A., 169, 170, 172, 180 
Stanush, P. L., 120 
Stark, R., 192, 200 
Staveland, L. E., 171 
Steed, A., 80 
Steinberg, E. R., 25, 26, 127 
Steinberg, L. S., 289 
Stevens, R. H., 27, 31 
Stewart, D., 128, 236 
Stolk, D., 40 
Storey, K., 259 
Storm, R. W., 209, 216 
Stout, R. J., 148, 152 
Strand, S., 79 
Subrahmanyam, K., 135, 206 
Sun, C.-T., 230 
Sundstrom, E., 146 
Surmon, D. S., 56, 67 
Surry, D. W., 236 
Sutcliffe, A. G., 171 
Swanson, D. B., 31 
Sweller, J., 15, 41, 49, 50, 51, 58, 60, 61, 63, 

64, 130, 186, 187, 188, 189, 190, 191, 
193, 194, 196, 197, 200, 229, 231, 232, 
240, 258, 290, 291, 297, 300 

Swezey, R. W., 106 
Szajna, B., 129 

Tabbers, H., 230 
Tamborini, R., 156 
Tannenbaum, S. I., 80, 106, 109, 126, 129, 

147, 148, 149, 292 
Tansey, P. J., 39 
Tarmizi, R. A., 186, 187, 191, 193, 200, 240 
Tarr, R. W., 126 
Tate, D., 150 
Tatsuoka, K. K., 26 
Tatsuoka, M. M., 26 
Tennyson, R. D., 3, 5, 6, 7, 8, 11, 127, 231, 

232, 287, 288 
Theodorou, E. S., 199 
Thiagarajan, S., 229, 235 
Thomas, M., 234 
Thompson, C. M., 110 

Author Index 

Tierney, P., 187 
Tindall-Ford, S., 186, 189 
Tischner, E. C., 110 
Tkacz, S., 238 
Todd, P., 230, 236, 241 
Touvinen, J. E., 41, 50, 51 
Towne, D. M., 56 
Tracey, J. B., 129 
Traver, H., 109 
Trick, L. M., 217, 223 
Tubre, T. C., 109, 293 
Tuovinen, J. E., 197, 230 
Tuzun, H., 234 

Unwin, D., 39 
Urban, J. M., 153, 173 

Vagge, S., 240 
Van den Bossche, 128 
Van Gerven, P. W. M., 187, 190, 230 
Van Gog, T., 195, 196, 198 
van Joolingen, W. R., 56, 229, 235 
van Lent, M., 22 
Van Merriënboer, J. J. G., 49, 64, 187, 189, 

192, 195, 200, 235 
Vancouver, J. B., 110 
VanLehn, K., 31 
Veltman, H. A., 172, 181 
Vendlinski, T., 31 
Vercesi, P., 231 
Verholfstadt-Daneve, L., 256 
Vernet-Maury, E., 172 
Verwey, W. B., 172, 181 
Vician, C., 128 
Vidulich, M. A., 171 
Villado, A. J., 106, 108, 110 
Villegas, J., 152 
Vogel, M., 234, 299 
Voloschin, P., 150, 206 
Volpe, C. E., 80, 148, 292 
Volz, R. A., 105, 108, 293 
Vygotsky, L. S., 108, 188 

Wagner, R. K., 128 
Wainess, R., 4, 43, 59, 98, 126, 229, 231, 233, 

239, 240, 241, 247, 289, 290, 299 
Walker, J., 67 



Author Index 317 

Ward, M. R., 186, 187, 190, 191, 193, 196, 
200, 297 

Wasserman, M. E., 126, 127, 128 
Waters, J., 206 
Weaver, J. L., 173 
Webster, J., 129, 248 
Weeramantry, S., 249 
Weil, M., 110, 126, 150, 151 
Weil, S. A., 77, 78 
Weitzman, L., 56 
Wertsch, J. V., 188 
Wetzel, C. D., 233 
Whetzel, J. H., 105, 107, 113 
White, B. Y., 63 
Whitehill, B. V., 233 
Whyld, K., 248 
Wickens, C. D., 79, 170, 171, 180 
Wiechmann, D., 131 
Wierwille, W. W., 171 
Wild, M., 50 
Wiliam, D., 22 
Williams, A. A., 110 
Williams, J., 269, 271, 273, 301 
Williamson, D. M., 31 
Willmuth, T., 78 
Wilson, G. F., 170, 181, 276 
Wilson, J. R., 169 
Wisher, R., 128, 236 
Witmer, B. G., 79, 80, 271, 274, 281 
Wittrock, M. C., 186 

Woehr, D. J., 106 
Wogulis, J. L., 56 
Wolfe, J., 229, 235, 290 
Wong, A. F. L., 129 
Wood, R., 109 
Woodard, E. A., 148 
Woodrow, J. J., 129, 131 
Woods, S., 150 
Wooldridge, M., 107 
Woolfolk, A. E., 42, 188, 189 
Workman, J., 108 
Wortham, D., 187, 229 
Wulf, G., 190 

Yeh, Y., 171, 180 
Yerkes, R. M., 171, 180 
Yeung, A. S., 229 
Young, B., 106 
Young, K. S., 80 
Young, M. F., 30 
Young, M. S., 169, 170, 172 
Young, P., 155 
Young, W. C., 130, 135 
Yuji, H., 205 

Zeisig, R. L., 80, 292 
Zhang, Y., 171 
Zhao, Z., 275 
Zhu, X., 187, 191 
Zijlstra, F. R. H., 181 



This page intentionally left blank



SUBJECT INDEX 

adult 57, 211, 218, 234, 256, 266, 299 
affective learning outcomes 17 
America’s Army 60, 132–135, 137–138, 151, 

152, 210–211, 218, 295, 298 
API 67, 291 

for instruction 291 
artificial intelligence 22, 108 
assessment 21–35 
attentional blink 213–218 
authentic 9, 233, 236 

chess 247–266 
cognition 9, 58, 300–301 
cognitive demands 24–26, 29, 32, 289 
cognitive load 58, 62, 64, 130, 170, 187 

theory 189–200 
cognitive skills 133, 150, 174, 187, 192, 195, 

197, 212, 260, 298–299, 301 
cognitive strategies 6–8, 11–12, 14, 288 
commercial-off-the-shelf game 49 
communication 147–149, 151–154, 292, 

295–296 
complex-dynamic simulations 8 
complex environments 8, 17–19, 23, 41, 

58–60, 78–80, 93, 96, 107, 111, 125 
complex skill acquisition 108, 110–111, 293 
computer-based training 290–291 
computer game 39–41, 43–45, 47, 49–51, 

200, 229 
construction 6, 8, 11, 14, 17, 265 
contextual knowledge 6 
coordination 78, 95–96, 110, 146–149, 153, 

155, 208, 211, 264, 295 
COTS 150–151, 154, 158, 162, 289, 290, 292, 

295–298, 300–301, 303–304 
critical thinking 96, 248, 254, 255, 266 

decision making 110, 132–133, 172, 238, 248, 
255–266, 272 

declarative knowledge 6, 10, 15 
differentiation 6, 151 
domain 25–28, 149, 199, 233, 236, 283–284, 

285, 290 

entertainment games 4, 8–12, 14–17, 303 
evaluation 22, 31, 33, 108–109, 254, 258, 265, 

290, 293–294 
models 41–42, 108–109 

expectation 58, 290, 301–302 
experiential learning 41, 49, 84 
extrinsic 10, 34 

formative evaluation 42–43, 50, 290–291 

game(s) 138, 149, 151–152, 156, 292, 
295–296 

architecture 32–33 
modality 10, 281 
based 60–61, 63, 67, 78–80, 95–96, 98, 

127–128, 130, 138, 196, 234, 270, 
292, 297, 301 

based training 63, 78–79, 81–103 
environments 130, 170, 172 
selection 157 

graphical scaffolding 230, 236 
guidance in games 16, 23, 29, 62, 67, 

248, 288 
guided learning 58 

higher-order reasoning 255, 265

human learning 186, 248, 257, 262,


300–301

human performance 109, 117–119,


194, 294


319 



320 

impact 42, 80, 97, 127, 131, 146, 150, 153, 
257, 287, 290, 298 

instructions 
in games 55–71, 291 
in simulations 5, 8, 39, 41, 50, 57, 66–68, 291 

instructional designers 4, 19, 59, 67 
instructional methods 51, 190, 200, 

235–236, 299 
instructional strategies 8, 15, 39, 41–42, 49, 

50–51, 200, 234–235, 290, 297 
instructional technology 79, 151, 152, 248 
integration 6, 192–194, 200 
intelligent agents 106–113, 120, 293–294 
interactive cognitive complexity 5, 19, 288 
interdependence 80, 154 
intrinsic 10, 17, 33–34, 83, 126, 190 

knowledge 
acquisition 106, 127 
base 6–9, 11, 12, 14, 198, 288 
map 43, 44, 49, 50, 195–200 
mapping 200, 239 

learner control 13–15 
learning 

from games 57, 59–60 
objectives in games 61 
process 59, 188, 230, 232 
to do 68–69 

measurement 28, 30, 31, 42, 84, 87, 129, 151, 
180, 195, 272, 275, 289, 292, 293, 297 

military training 79, 91, 279–280, 283, 301 
motivation 3–14, 17, 18, 29, 33–34, 39–41, 

47, 126–128, 149, 186, 231–233, 235, 
239–240, 291, 294, 300 

motor skills 3, 7, 11, 13, 206 
multiplayer 

games 78–81, 87, 89, 91, 94–95, 137 
videogames 137 

multiple object tracking 212, 215–216, 298 

navigation map 236–241 

performance judgments 30, 181 
physiology 277, 279–280 
priming 241, 272–273, 277–280, 282, 283, 

301–302 

Subject Index 

problem solving 11, 32, 40–42, 44, 185–186, 
189, 198–200, 232–233, 254, 262, 
265, 297 

procedural knowledge 3, 6, 26, 33 

retention 32, 230 

scaffolding 108, 188, 230, 235 
Schema Theory 189 
self-efficacy 109–111, 113, 120, 294 
self regulation 44, 47, 233 
serious game 146, 150, 151, 156, 295, 303 
simulation 5, 7, 8, 14–16, 39, 41, 51, 56, 67, 

153, 172, 233 
strategies 44, 51, 199, 208, 233, 240, 253, 297 
subjective workload 170–171, 181, 296–297 

team(s) 
cohesion 128, 133 
communications 153–154 
composition 107 
leadership 147, 153–156, 295 
mental models 81, 236 
performance 106, 146, 292 

teamwork 80, 82, 84, 87, 92–3, 95–6, 120, 
146–8, 150, 292–3, 295–6 

observation methods 92–93 
time on task 133, 138, 294 
trainee characteristics 126 
training 

effectiveness 51, 126, 290 
evaluation 108–109, 293–294 
satisfaction 127, 139, 294 

transfer 32–33, 46–47, 79, 126, 192, 196, 
230, 262 

user-experience 237, 273 

video game(s) 3, 57, 110, 146–147, 
149–159, 207 

experience 130–131, 134–135, 280, 
294–295 

software 293 
virtual environment(s) 9, 13, 78, 86, 230, 

236–237, 271, 274, 282, 301 
visual selective attention 206, 208, 298 

worked example 41, 65, 186–196 


	Front Cover
	Computer Games and Team and Individual Learning
	Copyright Page
	Table of Contents
	Preface
	Contributors
	PART 1 FRAMEWORK
	Chapter 1 A Conceptual Framework for the Empirical Study of Instructional Games
	Abstract
	1. Why Study Games for Educational Purposes?
	2. Research Needs for Instructional Game Design and Use
	3. Instructional Games as Simulations
	4. The Need for a Conceptual Framework in Studying Instructional Games
	5. Characteristics of Entertainment Games Related to Learning
	6. Social Interaction
	7. Summary and Conclusions
	References

	Chapter 2 A Framework for the Assessment of Learning Games
	Abstract
	1. Introduction
	2. A Word About Validity
	3. Design of Assessments to be Integrated into Learning Games
	4. Technical and Strategic Features Required for Game Assessment
	5. Games as Assessment
	6. Assessing the Effectiveness of a Game
	7. Deep Architecture of Games
	8. Outcomes
	9. Affect and Motivation
	10. Summary and Conclusions
	Acknowledgment
	References

	Chapter 3 A Formative Evaluation of the Training Effectiveness of a Computer Game
	Abstract
	1. Literature Review
	2. Research Design
	3. Methods
	4. Results
	5. Discussion
	6. Conclusions
	7. Implications
	References

	Chapter 4 Foundations for Software Support of Instruction in Game Contexts
	Abstract
	1. Games and Simulations
	2. Learning in Guided and Unguided Contexts
	3. Evidence for Learning from Games
	4. Ways to Guide and Teach in Game Contexts
	5. A Universal Application Programming Interface for Interfacing Games to Interactive Instructional Systems
	6. Conclusion
	Acknowledgments
	References


	PART 2 TEAM LEARNING
	Chapter 5 Eliciting and Evaluating Teamwork within a Multi-Player Game-Based Training Environment
	Abstract
	1. Introduction
	2. Background
	3. Methodology
	4. Goals and Development
	5. Conditions
	6. Measures
	7. Exercise
	8. Results
	9. Discussion
	10. Conclusions
	Acknowledgements
	Appendix A – Post-Exercise Questionnaire
	Appendix B – AAR Questions
	Appendix C – Demographic Form
	References

	Chapter 6 The Effectiveness and Efficacy of Intelligent Agents as Team Training Partners in the Acquisition of Complex Skills in a Gaming Environment
	Abstract
	1. Intelligent Agents as Team Training Partners
	2. Reaction and Behavioral/Performance Training Evaluation Criteria
	3. Self-Efficacy
	4. Performance Task Platform and Training Protocol
	5. Method
	6. Results
	7. Discussion
	8. Conclusions
	Acknowledgment
	References

	Chapter 7 The Influence of Trainee Gaming Experience on Affective and Motivational Learner Outcomes of Videogame-Based Training Environments
	Abstract
	1. Learner Outcomes of Game-Based Training Environments
	2. Prior Experience
	3. Method
	4. Results
	5. Discussion
	Acknowledgments
	References

	Chapter 8 Utilizing Multiplayer Games for Team Training: Some Guidelines
	Abstract
	1. Teams and Teamwork
	2. Video Games and Training
	3. Conclusion and Future Research
	References


	PART 3 INDIVIDUAL LEARNING
	Chapter 9 The Effects of Changing Resources on Game Performance, Subjective Workload, and Strategies
	Abstract
	1. Subjective Workload
	2. NASA-TLX
	3. Workload, Simulations and Gaming
	4. Summary
	5. Method
	6. Results
	7. Discussion
	8. Conclusion
	References

	Chapter 10 Role of Worked Examples to Stimulate Learning in a Game
	Abstract
	1. Introduction
	2. Worked Examples
	3. Discussion and Implications
	References

	Chapter 11 Training Visual Attention with Video Games: Not All Games Are Created Equal
	Abstract
	1. Introduction
	2. Methods
	3. Experiment 1: The Attentional Blink
	4. Experiment 2: Multiple Object Tracking
	5. General Discussion
	Acknowledgments
	Appendix 1: Results for Attentional Blink
	Appendix 2: Results for Multiple Object Tracking
	References

	Chapter 12 The Role of Visual Maps to Stimulate Learning in a Computer Game
	Abstract
	1. Cognitive Load Theory
	2. Problem Solving
	3. Games, Simulations, and Simulation-Games
	4. Educational Benefits of Games and Simulations
	5. Scaffolding
	6. Conclusions and Implications
	References

	Chapter 13 Inquiry on the Role of Contemporary Chess Software to Enrich Human Learning and Cognition
	Abstract
	1. Introduction
	2. The Game of Chess
	3. Chess Reasoning
	4. Research on Chess and Education
	5. Chess Software
	6. A Study of Chess Instruction Among at Risk Students
	7. A Study of Transfer of Problem-solving Skills Using Chess Software
	8. Observations on Teaching Chess to College Freshmen
	Acknowledgments
	References

	Chapter 14 Would You Like to Play a Game? Experience and Expectation in Game-Based Learning Environments
	Abstract
	1. Introduction
	2. What We Did at ICT?
	3. The Nature of SEE’s Experiments
	4. Soldier Testing
	5. Findings from Combining the Data Sets
	6. Discussion
	7. Conclusions
	Acknowledgment
	References


	SUMMARY AND DISCUSSION
	Abstract
	1. Framework
	2. Team Learning
	3. Individual Learning
	4. Conclusions
	References

	Author Index
	Subject Index

