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Preface

Infectious disease is one of the few genuine adventures
left in the world. The dragons are all dead and the
lance grows rusty in the chimney corner... About the
only sporting proposition that remains unimpaired
by the relentless domestication of a once free-living
human species is the war against those ferocious little
fellow creatures, which lurk in the dark corners and
stalk us in the bodies of rats, mice and all kinds of
domestic animals; which fly and crawl with the
insects, and waylay us in our food and drink and even
in our love.
Hans Zinsser, Rats, Lice and History, 1935

To wrest from nature the secrets which have perplexed
philosophers in all ages, to track to their sources the
cause of disease . . . these are our ambitions.

William Osler

This book is the direct offspring of Viral Pathogenesis,
published in 1997. Having read several drafts of all the
chapters in Viral Pathogenesis, it was clear that the large
book contained a wealth of information, but that it was
unsuited for readers who desired an introduction to the
topic. From that observation sprang the plan for a short
version that could be used as an introductory text or for
self-education.

An introductory text clearly benefits from the
coherence provided by a single author, but suffers from
the finite expertise of any single researcher. Therefore, a
compromise was devised, in which each chapter was co-
authored by an expert in the specific area under consid-
eration. This strategy was facilitated by the successful
collaborations that had been developed during the
preparation of Viral Pathogenesis. The text includes
references published through to June, 2006.

I would like to acknowledge the contributions of the
co-authors. Their advice and expertise has been essential
to the planning and execution of this undertaking and it
has been a continual pleasure to work with them. They
have provided extremely cogent suggestions that have
given the book an enhanced level of authority that could
not otherwise have been achieved.

Lisa Tickner and the staff at Academic Press,
London, have been an ongoing source of support both
because of their enthusiasm for this book and their
highly professional expertise in all phases of the project.
Wendy Jackelow provided the outstanding illustrations
rendered from a wide variety of often primitive sketches.

Neal Nathanson
Philadelphia
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Introduction

Viral Pathogenesis and Immunity treats all aspects of
infection of the animal host, including the sequence of
events from entry to shedding, the clearance or persist-
ence of the virus, the immune response of the host and
the subsequent occurrence of disease. Particular atten-
tion is focused on mechanisms that explain the complex
interaction between parasite and host.

This book is designed to provide an introductory
overview of viral pathogenesis in a format which will be
easy for the reader to absorb without recourse to addi-
tional information. Principles are emphasized and no
attempt is made to provide a virus-by-virus or disease-by-
disease compendium, since these are already available in
texts of microbiology and infectious diseases. Examples
are given to illustrate the principles but they are represen-
tative not encyclopedic. By keeping to essentials, it is
hoped to provide a coherent introduction in a brief com-
pass, leaving the reader to acquire more detailed informa-
tion from well-documented comprehensive texts.

It is assumed that the reader knows the fundamentals
of virology, including the structure of viruses, the organi-
zation of their genomes, the basic steps in viral replica-
tion, assembly and release. In addition, a basic
background in cell biology, immunology and pathology
will be useful. Students who have taken an introductory
course in microbiology will have acquired this back-
ground and should be well equipped to use this book. For
those who wish to review these essentials, many excellent
texts are available and some outstanding ones are noted
below. In addition, at the end of each chapter some
selected references are provided for readers who wish to
delve more deeply into the subject matter or to read a few
of the classical original contributions to the field.

Viral Pathogenesis and Immunity is divided into four
parts. Part I, Essentials of viral pathogenesis, acquaints the
reader with the sequential events in viral infections, the
dissemination of virus in the host and the variety of cel-
lular responses to infection. Part II, Host responses to viral
infection, describes the non-specific and specific immune

responses to infection, including the immunopathologi-
cal and immunosuppressive consequences of infection.
Part 111, Virus—host interactions, deals with virus viru-
lence, virus persistence, virus-induced oncogenesis and
the determinants of host susceptibility. Part IV, Ecology
and control of viral infections, applies the principles of
pathogenesis to emergence, treatment and prevention of
infection.

This organization permits readers to select those
subjects of particular interest to them, depending upon
their background, goals and available time. Thus, it
would be possible to base an abbreviated introduction to
the subject upon Parts I and III alone, particularly for
readers with some background in immunology.

BACKGROUND READING

Abbas AK, Lichtman AH. Cellular and Molecular Immunology, 5th
edn, Saunders, Philadelphia, 2003. Selected chapters will provide a
thorough and clear introduction for readers who have not taken a
course in immunology.

Brooks GF, Butel JS, Morse SA. Jawetz, Melnick and Adelberg’s Medical
Microbiology, 23rd edn, Lange Medical Books/McGraw-Hill, New
York, 2004. Basic chapters on properties of viruses and on immunol-
ogy will provide sufficient background for readers who have not taken
a course in microbiology or immunology.

Janeway CA Jr, Travers P, Walpot M, Shlomchik M]J. Immunobiology,
6th edn, Garland Science, New York, 2005. An alternative introduc-
tory immunology text.

FURTHER READING (GENERAL REFERENCES)

Flint SJ, Enquist LW, Racaniello VR, Skalka AM. Principles of virology,
2nd edn, ASM Press, Washington, DC, 2004. An excellent detailed
virology text.

Knipe DM, Howley PM (eds). Fields’ Virology, 5th edn, Lippincott
Williams and Wilkins, Philadelphia, 2007. This exhaustive reference
provides definitive information about basic virology and about indi-
vidual viruses and virus families.

Richman DD, Whitley R], Hayden FG (eds). Clinical virology, 2nd
edn, ASM Press, Washington, DC, 2002. This authoritative reference
describes viral diseases, supplemented with much basic background
information.

Xi
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Copyright © 2007 Elsevier Ltd
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Historical Roots

Neal Nathanson and Frederick A. Murphy

HISTORY OF INFECTIOUS DISEASES AND
MICROBIOLOGY

The history of viral pathogenesis is intertwined with the history of medi-
cine. Ancient physicians recorded clinical illnesses, understanding that clas-
sification of diseases was a prerequisite for prescribing remedies, although
treatments were often of questionable value. Viral diseases that were
clearly recognized in ancient times were those, such as poliomyelitis, that
produced distinctive or unique signs and symptoms. In a few instances,
for example rabies, where illness often followed upon the bite of a rabid
dog or wolf, even the transmissible nature of the illness was clearly under-
stood (Figure 1.1).

From the time of early civilizations relatively little progress was made
until the development of modern science that began in the Renaissance,
sparked by the prolific genius of Leonardo da Vinci (1452-1519). Girolamo
Fracastoro, writing in the 16th century, proposed a theory of contagions
caused by ‘small imperceptible particles’ that were transmitted either by con-
tact, by fomites or over distances. Fracastoro’s theoretical treatise, though
based on speculation, was a remarkably prescient vision that paved the way
for the discovery of microbial organisms. The actual beginnings of microbi-
ology are dated by some historians to the late 17th century when Antony
van Leeuwenhoek described bacteria and other unicellular organisms seen
through the microscopes that he built himself. Microorganisms could read-
ily be observed in infusions or in putrefying materials and one controversial
question was whether they arose by spontaneous generation. In the late
18th century, Lazaro Spallanzani devised some simple but telling experi-
ments showing that organisms in a flask could be killed by heating
or boiling and did not reappear if the flask had been sealed to preclude
reseeding from the air.

Nevertheless, understanding of the nature of infection was relatively
primitive in the late 18th century. For instance, the yellow fever epidemic in
Philadelphia in 1793 engaged the best medical minds of 18th century
America, including Benjamin Rush, generally acknowledged to be the lead-
ing physician of the colonies. Rush hypothesized that the disease arose
from some effluvium deposited on the docks by ships recently arrived from
the Caribbean, apparently not focusing on the human cases of yellow fever
imported by the same ships. Furthermore, he prescribed a regimen of
frequent ‘cupping’ (therapeutic bleeding) that only served to debilitate the
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FIGURE 1.1 Rabid dog biting a man. Arabic painting by Abdallah ibn al-Fadl, Baghdad school, 1224. Courtesy of the Freer Gallery of Art, Washington, DC.
After Baer G (ed.), The natural history of rabies, 2nd edn, CRC Press, Boca Raton, 1991.

mortally affected sufferers. It remained for Pasteur, in the
mid-19th century, to develop the concept that each com-
municable disease was associated with its own unique
causal agent (see below).

Viral epidemics, in which most clinical cases were due
to a single organism, indicated the transmissible nature of
infections and demonstrated stages in the evolution of the
infectious process. One instance is the epidemic of
measles that occurred in the Faroe Islands in the north
Atlantic in 1846, recorded by Peter Panum, a young
Danish physician. The disease was introduced by a cabi-
netmaker from Copenhagen who arrived on 28 March
and developed measles in early April. Between April and
October, over 6000 cases occurred among the population
of almost 7900, with over 170 deaths (Table 1.1).

From a number of simple clinical observations, Panum
drew several important inferences. First, the disease was
clearly transmitted from person to person by direct contact

and spread in this fashion to overtake almost the whole
population. This strongly suggested that measles was
caused by a specific agent, contradicting the vague miasma
theory of febrile diseases that had been popular for cen-
turies. Second, it appeared that most cases in the epidemic
exhibited consistent signs and symptoms, such as the typi-
cal rash, suggesting that each transmissible disease might be
due to a distinct agent. Third, the interval from exposure to
onset was about two weeks and the patient was contagious
at the onset of illness, indicating a stereotyped natural his-
tory. For measles, this included a silent incubation period,
followed by a febrile rash with virus shedding. Finally,
the outcome of illness was influenced by age, with highest
mortality among infants and the very elderly, one of the
first documented instances of variable host responses to a
single infectious agent.

In the 19th century, the theory of spontaneous gen-
eration was definitively refuted by a number of workers,
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Age group 1835-1845 1846 Excess in 1846 The Henle-Koch postulates, as originally framed (1840 and 1890)
<1 10.8 30 19.2 + The incriminated agent can be cultured from lesions of the
disease
1-9 0.5 0.5 = + The incriminated agent does not occur as a fortuitous and
non-pathogenic contaminant in individuals who are healthy or
LE=Le 0.5 0.5 — have other diseases
20-29 0.5 0.7 0.2 + The agent can be grown in pure culture
+ The agent reproduces the disease when introduced into an
30-39 0.8 2.1 1.3 appropriate host
+ The agent can be recultured from the diseased host
40-49 1.1 2.7 1.6
50-59 0.9 a4 35 During the last century, revised and expanded versions of these
postulates have been developed because experience has indicated
60-69 2 7.7 5.7 that there are numerous exceptions to the guidelines as originally
framed. Certain infectious agents, such as several hepatitis
70-79 6.5 13.1 6.6 viruses, cannot be ‘cultured’ and, in some instances, there is no
80-100 16.8 26 9.2 non-human host in which the disease can be reproduced. Also,
new methods in virology, molecular genetics, immunology,
epidemiology and biostatistics provide many more ways to
TABLE 1.1 Agefspeclifi_c differences in mortality from measles.l Data from confirm a causal relationship. Finally, as emphasized by Evans, the
the measles epidemic in the Faroe Islands, 1846, compared with average postulated relationship between organism and disease ‘must
mortality for 1835—1845. The excess mortality for 1846 provides a crude . . > . .
estimate of measles-specific mortality during the epidemic, which involved make blolqglca}l sense’ (See Eyans AS. Causathn an.d disease: a
at least 75% of the population chronological journey. American Journal of Epidemiology 1978,
Data from Panum PL. Observations made during the epidemic of measles on the Faroe 108: 249-258.)
Islands in the year 1846, American Public Health Association, New York: 1940, with

permission.

particularly Schwann in 1837 and Cagniard-Latour in
1838. In 1857, Pasteur found that different fermentations
were associated with different microbial agents, provid-
ing further evidence against spontaneous generation and
setting the stage for the idea that each infection was caused
by a specific agent. In 1850, Semmelweis inferred that
physicians were spreading childbed fever, a streptococcal
infection, by failing to wash their hands and, in 1867, Lister
showed that carbolic acid applied as an antiseptic could
reduce postoperative infections; these advances strength-
ened the belief in the microbial origin of infection and
contributed practical applications of the concept.

In the second half of the 19th century, rapid advances
were made. One after another, the causal bacteria respon-
sible for important infections were defined, beginning
with isolation of the anthrax bacillus from the blood of
infected animals by Davaine in 1865 and its transmis-
sion to mice by Koch in 1877. In 1881, Koch was able to
grow bacteria on solid media, facilitating the isolation of
pure cultures of single organisms. In 1884, Koch, draw-
ing on the ideas enunciated in 1840 by his teacher Jacob
Henle, conceptualized the relationship between individ-
ual infectious agents and specific diseases as a series of
axioms commonly known as the Henle-Koch postulates
(Sidebar 1.1).

Viruses were discovered as a direct outgrowth of these
studies of bacterial agents. Between 1886 and 1892, Mayer
and Beijerinck, working at the Agricultural Experimental
Station in Wageningen, Holland, and Ivanovsky, working
independently in Russia, demonstrated that mosaic disease
of tobacco could be transmitted from plant to plant by

extracts of infected vegetation. Furthermore, no bacterial
agent could be grown from these extracts and the infec-
tivity could pass through Chamberland filters, i.e. porce-
lain filters with a pore size of 100-500 nm that excluded
most bacteria.

We now consider these observations to represent the
discovery of the first recognized virus, tobacco mosaic
virus. However, at the time, there was a controversy
whether the causal agent was in fact a bacterium capable
of passing through the filters and incapable of growing
on the medium used, or the first representative of a new
class of agents. Beijerinck showed that the infectious
agent multiplied in plant tissues but not in the sap and
championed the latter view, naming the class of causal
agents ‘contagium vivum fluidum’ or ‘contagious living
fluid’ Shortly after these studies, and informed by them,
the first animal viruses were identified: foot-and-mouth
virus, a picornavirus, and yellow fever virus, a flavivirus.

Foot-and-mouth disease is a highly contagious, some-
times fatal, vesicular disease of cattle and swine that was
a serious problem for farmers in Germany. Loeffler and
Froesch from the Berlin Institute for Infectious Diseases,
one of the foremost institutions for infectious disease
research in the late 19th century, were commissioned to
study the problem. Friedrich Loeffler, an early collabora-
tor of Koch, had been trained as a bacteriologist, which
prepared him to consider whether a newly recognized
agent had the characteristics of bacteria.

The report of their investigation of foot-and-mouth
disease is astoundingly modern. With impeccable logic,
the investigators focused on fluids obtained by puncturing
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alcohol-sterilized early vesicles, the one source where the
infectious agent could be obtained free of contaminating
skin bacteria. By rigorous techniques they excluded bacte-
ria, although they scrupulously noted that they could not
rule out bacteria incapable of growing on the media used
and invisible in their microscopes.

Using filtration (controlled by samples to which
known bacterial strains had been added to eliminate
potentially undetected bacteria), they showed that the
causal agent was present in high titer in filtered lymph
from infected animals. Two explanations remained: either
they were dealing with a toxin or with a sub-bacterial
infectious agent. Careful calculations of the cumulative
dilutions produced by serial passage indicated that either
the toxin was even more virulent than tetanus toxin, the
most potent bacterial toxin then known, or the disease
was caused by a replicating agent. In the latter case, the
organism was smaller than known bacteria and incapable
of growth on bacterial media. In conclusion, the authors
recognized that the foot-and-mouth disease agent might
be the prototype of a new class of agents and they nomi-
nated smallpox and vaccinia as potential members of this
class. The combination of rigorous thinking, meticulous
execution and far-reaching insights marks their report as
truly unique, a paper that is astonishing to read more
than 100 years after its publication.

During the 17th, 18th and 19th centuries, urban yel-
low fever was endemic in the major cities of South
America and the Caribbean and intermittently epidemic
in many of the major ports of North America. In 1900, the
United States Army sent Major Walter Reed to Cuba to
head a commission to study yellow fever, which was caus-
ing devastating morbidity and mortality in troops sta-
tioned in the Caribbean theater. The commission arrived
during a severe outbreak of disease and set to work to
identify the causal agent. After eliminating a bacterial can-
didate, Bacillus icteroides, as a secondary invader, they

SIDEBAR 1.2

Origin of the word ‘virus’

The word virus is derived from the Latin for ‘poison’ and was
traditionally used for the cause of any transmissible disease. With
the discovery of agents that could pass bacteria-retaining filters, the
term ‘filterable virus’ was introduced and this was later shortened
to ‘virus’. Pioneering virologists crafted biological definitions
emphasizing that viruses were obligate intracellular parasites
which, in their extracellular vegetative phase, formed particles
smaller than bacteria (virus particles or virions range in size from
~15 to 300 nm) and that these virions could, in some cases, be
crystallized like chemical compounds. Subsequently, modern
genetic and biochemical definitions of viruses were introduced,
which emphasized that viral genomes consisted of RNA or DNA,
that encoded structural proteins that were incorporated into the
virus particle and non-structural proteins that were essential for
replication, transcription, translation and processing of the viral
genome. Probably the most succinct description is that of Peter
Medawar, ‘bad news wrapped in protein’

decided to test the hypothesis that the agent was transmit-
ted by mosquitoes, which had been proposed 20 years
before by Carlos Finlay, a Cuban physician.

They devised a trial in which volunteer soldiers were
divided into two groups: one group used bedding previ-
ously occupied by soldiers with acute yellow fever, but
were housed in barracks that were screened to exclude
mosquitoes, while the other group occupied clean bar-
racks that were unscreened. Only troops in the
unscreened barracks developed the disease. Using colo-
nized Aedes aegypti mosquitoes obtained from Dr Finlay,
Reed and his colleagues, particularly James Carroll, were
able to transmit the disease by mosquitoes that had fed
on acutely ill patients and then, about two weeks later, on
human volunteers. Furthermore, they demonstrated that
blood obtained from acutely ill patients would transmit
the disease to volunteers. At the suggestion of William
Welch, the famous pathologist from the Johns Hopkins
University, who was aware of the work of Loeffler and
Frosch, they injected three volunteers with serum from
patients in the early phases of yellow fever, which had
been diluted and passed through a Berkfeld bacteria-
excluding filter; two of the volunteers developed the dis-
ease. This was the first demonstration that an infectious
disease of humans was caused by a virus (Sidebar 1.2).

EARLY STUDIES OF VIRAL PATHOGENESIS:
1900-1950

Virology was severely constrained in the first half of the
20th century by several technical limitations, the most
important of which was the lack of a cell culture system
for growing and titrating viruses. In the absence of
methods for detecting viruses in tissues, observations of
experimental infections were limited to clinical signs
and pathological lesions that represented the endstage of
disease. In spite of these adverse circumstances, exten-
sive studies were undertaken of a few infections, such as
poliomyelitis and Rous sarcoma.

Poliovirus was first isolated in 1908 by Landsteiner and
Popper, who transmitted the infectious agent to monkeys
by injection of a homogenate of the spinal cord from an
acutely fatal human case. It was observed early on that the
infection could not be transmitted to laboratory rodents;
therefore, virus stocks were prepared by monkey-to-
monkey passage, using the intracerebral route of inocula-
tion. Investigators did not appreciate that this procedure
neuroadapted the virus, changing its biological properties.
Many experiments were performed using the MV (mixed
virus) stock of poliovirus, later shown to be a type 2 strain
that was an obligatory neurotropic virus. With the MV
strain, the only ‘natural’ route by which rhesus monkeys
could be infected was by intranasal instillation; it was later
shown that the MV strain spread up the olfactory nerve to
the brainstem and thence to the spinal cord to destroy the
lower motor neurons resulting in flaccid paralysis.

These experiments led to the conviction that all
polioviruses were neurotropic (viruses that mainly repli-
cate in neural tissues), a scheme of pathogenesis that was
widely accepted when it was summarized by Simon



Flexner in 1931. This view of the pathogenesis of polio-
myelitis led, in the summer of 1936, to a trial employing
zinc sulfate as an astringent nasal spray; although the
treatment produced some cases of anosmia, it did not
prevent poliomyelitis. The failure of this trial stimulated
a re-examination of the pathogenesis of poliomyelitis,
that was radically revised only after the introduction in
1949 of cell culture methods by Enders, which permitted
the isolation and propagation of virus strains that
retained the properties of wild virus during laboratory
passage. In turn, these discoveries led to the development
of inactivated poliovirus vaccine (Sidebar 1.3).

SIDEBAR 1.3

The development of inactivated poliovirus vaccine

‘In 1945, Professor Burnet of Melbourne (Macfarlane
Burnet, subsequently to receive a Nobel prize) wrote:
“While I was in America recently I had good
opportunity to meet with most of the men actively
engaged on research in poliomyelitis. . . The part played
by acquired immunity to poliomyelitis is still
completely uncertain, and the practical problem of
preventing infantile paralysis has not been solved. It is
even doubtful whether it ever will be solved.” Most of us
doing research on poliomyelitis in 1945 were mainly
motivated by curiosity, rather than by the hope of a
practical solution in our lifetime. Yet, in 1954, less than
10 years later, a successful trial of inactivated poliovirus
(‘Salk’) vaccine was underway. What happened in the
interval illustrates the importance of understanding
pathogenesis for the development of practical methods
for the control of viral diseases.

The chain of discoveries is readily followed. First, in
1949, Enders, Weller and Robbins showed that it was
possible to make cell cultures from a number of human
tissues and that some of these cells would support the
replication of poliovirus with a very obvious
cytopathic effect. For the first time, it was readily
possible to isolate wild strains of poliovirus and show
that the virus was excreted in the feces of patients
undergoing acute poliomyelitis, strongly suggesting
that the causal agent entered its host by ingestion and
replicated in the gastrointestinal tract, a view that had
been espoused by Swedish workers in the early 20th
century but had been discarded by later investigators.
Fresh field isolates grown in cell cultures were now
available for experimental study in primates and
monkeys could be infected by feeding these isolates.
Furthermore, and critically, it was now possible to
show that the virus produced a plasma viremia and
travelled through the blood to reach the spinal cord
where it attacked anterior horn cells to cause flaccid
paralysis, its dreaded hallmark.

Tissue culture methods permitted the development
of a simple and rapid method for the measurement of
neutralizing antibodies and a combination of studies,
using cell culture assays and monkey challenges,
showed that all poliovirus isolates could be grouped
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into three types, with neutralization and cross-
protection within each type but not between types.
Pooled sera from convalescent primates or from
normal humans (gamma globulin) had substantial
neutralizing titers and, administered prior to challenge
with wildtype poliovirus, were shown to protect
monkeys and chimpanzees against paralysis. It now
remained to develop a vaccine to induce neutralizing
antibodies and this was accomplished by Salk and his
colleagues in the early 1950s using formalin to
inactivate poliovirus purified from mass produced
batches of virus. His studies showed that infectivity
could be ablated while antigenicity was maintained, so
as to induce the desired antibody response.
Furthermore, a multivalent vaccine could be made,
containing viruses of each antigenic type. In retrospect,
understanding the role of viremia in infection, simple
though it was, provided the logical basis for identifying
neutralizing antibody as the immune correlate of
protection, which established a rational basis for
development of the vaccine. This account (and the
quotes) has been freely adapted from Bodian D.
Poliomyelitis and the sources of useful knowledge.
Johns Hopkins Medical Journal, 1976, 138: 130-136 and
Nathanson N. David Bodian’s contribution to the
development of poliovirus vaccine. American Journal of
Epidemiology, 2005, 161: 207-212, with permission.

Peyton Rous’ identification of the avian sarcoma
virus that still bears his name, is a remarkable example of
pioneering work that was recognized by a Nobel prize in
1966. Experimental transplantation of tumors was first
accomplished at the beginning of the 20th century by the
immunologist, Paul Ehrlich, who successfully adapted
several mouse mammary carcinomas so that they could
be transplanted to many strains of mice. These experi-
ments demonstrated that transplantation was facilitated
by the use of newborn or very young animals, by the
intraperitoneal route of transfer and by the use of cell
suspensions rather than solid tumor masses.

Based on these observations, Rous began his studies
of the sarcomas of domestic chickens. In the Plymouth
Rock breed, a partially inbred line of chickens, tumors
could be transferred by subcutaneous inoculation and
became more aggressive on serial passage. Rous made the
seminal observation that the tumors could be passed by
cell-free extracts, which were still active after filtration
through a bacteria-retaining filter. Furthermore, chickens
could be immunized to resist tumor transplantation and
it was possible to differentiate immunity experimentally
against whole tumor cells from immunity against the fil-
trable tumor-producing agent. These seminal studies
were published between 1910 and 1913 but, due to the
technical limitations of experimental virology, little addi-
tional progress was made over the next 40 years. With the
advent of new methods in cell biology and molecular
genetics, between 1955 and 1980, Rous sarcoma virus
became a prototype system for the discovery of reverse
transcriptase, the identification of retroviruses and the
discovery of oncogenes.
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THE CLASSIC ERA: 1950-1975

The study that ushered in the quantitative era of viral
pathogenesis was Frank Fenner’s classical investigation of
mousepox (also called infectious ectromelia). Mousepox, a
smallpox-like infection of mice, was shown to be caused by
a transmissible virus in 1931 and, in 1937, Burnet reported
that the agent could be quantitatively assayed on the
chorioallantoic membrane of embryonated chicken’s eggs;
antibody could also be titrated by this method or by inhi-
bition of its ability to agglutinate red blood cells under
controlled conditions. These technical advances laid the
way for Fenner to describe the sequential course of exper-
imental infection, from entry by intradermal inoculation,
to viremia, to spread to the liver and skin and transmission
by virus-contaminated skin shed from cutaneous pox. This
information was summarized in 1948 in a classic diagram
that conveys the dynamics of the infection (Figure 1.2).

In the classical era, the most significant of the early
breakthroughs was the development of methods for the
culture of primary and continuous lines of mammalian
cells. In 1952, exploiting cell cultures, Dulbecco demon-
strated that viruses could be assayed by the plaque
method, which was derived from the colony counts used
to titrate bacteria and the plaque assays used for quanti-
tating bacterial viruses (also called bacteriophages). A
variant of this approach was used for tumor viruses that
could be assayed in culture for their ability to produce
foci of transformed cells.

A second significant advance was pioneered by Coons
who, in 1953, introduced a procedure for the identification
of viral antigens in cells. This made it possible to localize
an agent to specific tissues and cell types in the infected
host and to observe its progressive spread during the
course of infection. This method depended on the devel-
opment of techniques for the chemical labeling of anti-
body molecules with fluorescent ‘tags’ so that the antibody
could be visualized microscopically using an ultraviolet
light source. Beginning around 1955, electron microscopy
was introduced to permit morphological observations at a
subcellular level so that certain steps in the intracellular
replication of viruses could be visualized together with the
pathological consequences in individual cells. These histo-
logical methods complemented the quantitative assays of
viral titers in tissue homogenates and body fluids.

A third important advance was the introduction of
techniques for measurement of the immune response to
viral infections. In the 1950s, methods were established for
measurement of antiviral antibody, using neutralization,
complement fixation, hemagglutination inhibition and
other assays. Primitive assays of cellular immunity, such as
delayed hypersensitivity following intradermal injection
of antigen, were introduced in the 1940s, but it was not
until the 1970s that more quantitative methods became
available with the application of in vitro assays for cytolytic
T lymphocytes by Doherty, Zinkernagel and others.

Using these methods, and following Fenner’s example,
classic studies were conducted of a number of viral infec-
tions. Noteworthy examples are studies of poliomyelitis
by Bodian, Howe, Morgan and others (1940-1960), of
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FIGURE 1.2 The spread of ectromelia virus after intradermal infection of a
mouse. Redrawn from Fenner F. The pathogenesis of the acute exanthems: an
interpretation based on experimental investigations with mousepox (infectious
ectromelia of mice). Lancet 1948, 2: 915-920, with permission.

arboviruses and ectromelia by Mims (1950s), of
arboviruses and rabies by Johnson (1960s), of rabies by
Murphy, Baer and others (1970s) and of lymphocytic
choriomeningitis (Sidebar 1.4) by Armstrong, Rowe,
Hotchin, Lehmann-Grube and others (1945-1965).



SIDEBAR 1.4

Lymphocytic choriomeningitis virus (LCMV) infection of mice:
an immunologist’s treasure chest

Lymphocytic choriomeningitis virus was originally
discovered in the 1930s as a virus isolated from a few
human cases of aseptic meningitis that could be
transmitted to mice. It has not turned out to be of
importance as a human pathogen, but has been used as
a model to elucidate many basic principles of cellular
immunity, discoveries that were of sufficient
importance to warrant two Nobel prizes (McFarlane
Burnet, 1960; Zinkernagel and Doherty, 1996).
Amazingly enough, this obscure mouse virus has
continued, over a period of almost 50 years, to yield
important information about cellular immunity, viral
persistence and the interplay between virus and host.
Some of the lessons learned:

« If exposed in utero or infancy, mammals may become
‘tolerant’ of foreign antigens and fail to mount an
immune response to them.

T cell responses to antigens are ‘restricted’ by the
host’s MHC (major histocompatibility complex),
which was subsequently explained by the fact that
the T cell receptor recognizes antigenic epitopes
(small peptides) bound to heterodimeric molecules
encoded by the MHC.

Antiviral immune responses may cause disease, due
to the cytolytic attack of virus-specific CD8+

T lymphocytes that recognize host cells presenting
MHC molecules bearing viral epitopes.

Antiviral antibodies may also cause disease in
persistently infected animals, by the accumulation of
antigen—antibody complexes, that accumulate in the
kidney causing chronic and eventually fatal
glomerulonephritis.

« Slight molecular differences in strains of LCMV may
modulate attachment to cellular receptors, with
profound impact upon the course of infection,
depending on whether or not the virus infects and
kills professional antigen-presenting cells.

Transient extraneous immunosuppression, such as
produced by drugs, can convert an acute, potentially
lethal LCMV infection into a persistent tolerant
infection, providing a model for acceptance of
transplanted tissues and organs.

THE ERA OF MOLECULAR BIOLOGY:
1975-2000

With the advent of molecular biologic methods, it became
possible to sequence viral genomes and to modify them in
order to determine the genetic basis of viral variation and
virulence. Applied to in vivo studies, viral genomes and their
transcripts could be visualized, using in situ hybridization
and the in situ polymerase chain reaction (PCR). Starting
in the 1990s, it became possible to manipulate the genomes
of mammalian hosts, either by ablating a specific gene
function (‘knockout’) or by inserting new or altered genes
(transgenic animals) and these techniques have been
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used to tease apart the components of the host response,
both those that protect and those that lead to disease.

Methods in immunology, particularly cellular
immunology, have been radically upgraded in the 1990s,
reflecting several important developments: first, an
increased sophistication of flow cytometry that permits
the separation and analysis of subpopulations of lym-
phocytes based on an array of surface markers; second,
the discovery of an assortment of cytokines that trans-
mit information among lymphocytes and monocytes;
and third, the rapidly evolving field of molecular cell
biology which has revealed a wide array of complex
intracellular signalling pathways.

Currently, techniques in cell biology, immunology,
molecular biology and genetics, as well as virology, are
being exploited for the understanding of specific prob-
lems in viral pathogenesis. A few selected examples will
illustrate the advances made with these newer methods.

Live attenuated strains of poliovirus (oral poliovirus
vaccine, OPV) were licensed for use as vaccines in the
USA in 1961 and were widely used in the years that imme-
diately followed. Epidemiological surveillance soon docu-
mented that vaccine-associated cases of poliomyelitis
were occurring in both vaccine recipients and in their
immediate contacts. OPV is administered by feeding,
replicates in the intestine and is excreted in the stool.
When virus isolates from recently vaccinated subjects
were tested in cell culture or in monkeys for markers of
attenuation, it was apparent that many isolates exhibited a
phenotypic reversion to virulence.

The genetic sequences of the attenuated poliovirus
vaccine strains differ at a number of sites from their vir-
ulent parent strains. Testing of chimeric viruses, con-
structed by substituting patches of avirulent genomes
into the genetic ‘backbone’ of virulent viruses, identified
about 10 critical bases that were vital for attenuation,
spread across the 7000 base genome. As shown by Minor,
Almond and Racaniello, the reversion from attenuated to
a more virulent phenotype after OPV feeding to humans
was due to the selection of virus clones with mutations at
several of these critical sites (discussed in Chapter 9).
From this information, it is now possible to explain the
genetic basis for poliovirus attenuation and to construct
variant strains that are less capable of reverting to a viru-
lent phenotype after feeding to humans. Unfortunately,
the complexities of licensing have made it impractical to
utilize these ‘safer’ variant viruses.

Investigations of Rous sarcoma and other retroviruses
of chickens and mice have elucidated the basis for the
transforming viral phenotype which, in turn, has opened
the new field of cellular oncogenes (see Chapter 11). Initial
genetic studies showed that transforming retroviruses
carry an open reading frame for an oncogene that confers
the transforming activity upon the virus. Furthermore,
transforming viruses lack genetic sequences encoding the
viral envelope. As a result, these viruses are replication
defective and can only be propagated in the presence of a
closely related replication-competent ‘helper’ retrovirus
that supplies the envelope protein in trans. These findings
clarified the role of the helper virus, a very enigmatic
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feature of transforming retroviruses that had perplexed a
generation of investigators.

Bishop and Varmus, who pioneered the identifica-
tion of the src oncogene (named after Rous sarcoma
virus) in the 1970s, were surprised to find that it was sim-
ilar to a host gene that encoded a cellular tyrosine kinase
(Sidebar 1.5). This discovery led to the insight that viral
oncogenes were derived from host genomic sequences by
recombination. In the process of this genetic exchange,
the majority of oncogenic retroviruses have lost part of
the viral genome that encodes the viral envelope protein,
explaining their need for a helper virus.

Further investigation showed that the expression
and activity of the normal cellular src enzyme was con-
trolled by a complex network of other cellular proteins

SIDEBAR 1.5

The discovery of a cellular homolog of the src oncogene

‘Infection of fibroblasts by avian sarcoma virus (ASV) leads to
neoplastic transformation of the host cell. Genetic analyses have
implicated specific viral genes in the transforming process, and
recent results suggest that a single viral gene is responsible. . . . .
We demonstrate here that the DNA of normal chicken cells
contains nucleotide sequences closely related to at least a portion
of the transforming gene(s) of ASV; . .. Our data are relevant to
current hypotheses of the origin of the genomes of RNA tumour
viruses and the potential role of these genomes in oncogenesis.

‘Our procedures to isolate cDNA,, exploited the existence of
deletion mutants of ASV which lack 10-20% of the viral genome
(transformation defective or td viruses); results of genetic analysis
indicate that the deleted nucleotide sequences include part or all of
the genes responsible for oncogenesis and cellular transformation. . .
The preparation of cDNA,,. used was a virtually uniform
transcript from about 16% of the Pr-C ASV genome, a region
equivalent in size to the entire deletion in the strain of td virus
used in our experiments. . . .

‘DNA from several avian species . . . contain nucleotide
sequences which can anneal with cDNA,. . . . In contrast, we
detected no homology between cDNA,,. and DNA from
mammals. . . We suggest that part or all of the transforming gene(s)
of ASV was derived from the chicken genome or a species closely
related to chicken, either by a process akin to transduction or by
other events, including recombination. . . The sequences
homologous to cDNA, in the genome of ASV are slightly diverged
from the analogous sequences in chicken genome;. . . We anticipate
that cellular DNA homologous to cDNAg,,. serves some function
which accounts for its conservation during avian speciation. The
nucleotide sequences which anneal with cDNA, . . . could
represent either structural or regulatory genes. . . We are testing the
possibilities that they are involved in the normal regulation of cell
growth and development or in the transformation of cell behavior
by physical, chemical or viral agents.

Quoted extracts from Stehelin D, Varmus HE, Bishop JM,
Vogt PK. DNA related to the transforming gene(s) of avian
sarcoma viruses is present in normal avian DNA. Nature 1976,
260: 170-173. This report was the first evidence that viral
oncogenes were derived from cellular homologs and led to the
discovery of a plethora of viral and cellular genes that could
transform cells and played a causal role in many types of cancer.

involved in the cell cycle, while the viral variant escaped
regulation and perturbed the cell cycle so that trans-
formed cells were no longer subject to contact inhibition
and other growth restraints. These findings initiated the
discovery of oncogenes, which has revolutionized our
understanding of the cell cycle and the multiple mecha-
nisms by which cells can be released from normal con-
trol mechanisms to assume the transformed phenotype.

PATHOGENESIS IN THE NEW MILLENNIUM

The recent sequencing of the human genome and those
of a number of other mammalian species has begun a
new era in biology. Fueled by techniques for mapping
and manipulating animal genomes, the fields of virology
and immunology are focused increasingly on experi-
ments done in animals. This represents a radical change
from the reductionist and chemical approach that once
was advocated by leaders in biology. In this new era of
‘molecular medicine), viral pathogenesis is taking on
greater prominence, reflected in the addition of sections
on ‘viral—cell interaction’ and ‘pathogenesis’ in leading
journals of virology.

In the few years since the first edition of this book, a
large variety of technical advances in life sciences have
changed the landscape for investigation of pathogenesis.
A few examples will illustrate these developments.

New methods for imaging, combined with molecu-
lar approaches, have made it possible to image virus
replication in a living animal, as shown in Figure 1.3.

Recent developments have made it increasingly eas-
ier to manipulate selected individual host genes, either to
block their expression or to introduce transgenes whose
expression is tissue-specific. RNA interference (RNAi)
can be used to interfere with gene expression in vivo and
lentiviral vectors can introduce transgenes that are driven
by tissue-specific promoters.

Probably the most important technical development
is the various methods that, in the aggregate, are often
called genomics. The increasing availability of annotated
host and viral genomes, the use of microarrays and pro-
teomics to identify genes that are up- or down-regulated
and the application of bioinformatics to identify patterns
of gene expression, offer a new and powerful approach to
problems in viral pathogenesis. An example is shown in
Figure 1.4 in which the response of monkeys to experi-
mental infection with variola (smallpox) virus is
explored by using microarray to identify the expression
of a large number of host genes that participate in the
innate immune response to this acute infection. Relman
and others have pioneered this approach to dissecting the
complex host response to infectious agents.

A different use of the new technology is an initiative
to identify host cell genes essential for the replication of
individual viruses, described in Sidebar 1.6. In this situ-
ation, a lentiviral vector is used to ablate individual host
genes in a cell culture and individual cell clones that
exhibit impaired ability to support the replication of a
test virus are then characterized to identify the altered
gene. This approach can be used to assemble a panel of



host cell genes required for the replication of the virus of
interest, a novel approach that could only be undertaken
in the era of genomics.

Another initiative made possible by genomics is the
effort to breed a large number (perhaps 1000) strains of
mice derived by crosses from existing inbred lines. This
plan (summarized in Figure 1.5) would provide a very
large number of inbred mouse lines in which parental
genes were ‘shuffled” at random, for the analysis of com-
plex traits, i.e. phenotypes that were determined by a
number of different genes. Such animals would provide
the substrate for a new era in analysis of host genes that
influenced susceptibility and resistance to viral infections.

A different development is the recognition that
viruses play a role in the pathogenesis of an increasing
variety of chronic illnesses. In some instances, the causal
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FIGURE 1.3 Tracking the spread of a neurotropic virus from the periphery to
the central nervous system in an intact animal. Mice were infected by
subcutaneous injection in the right footpad with a Sindbis virus that had been
engineered to express, in addition to viral genes, luciferase under an internal
promoter. Images A-D respectively, were taken at 8 hours and 1, 3 and 4 days
after infection. They show that the virus used two pathways to the central
nervous system, either up peripheral nerves to the spinal cord or via blood to
the olfactory bulb and thence to the brain. After Cook SH, Griffin DE. Journal of
Virology 2003, 77: 5333-5338, with permission.
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FIGURE 1.4 The response of peripheral blood mononuclear cells in monkeys
infected with variola virus. Even at this low resolution, it is clear that certain
groups of genes are upregulated while others are downregulated. A total of
2387 elements displayed =3-fold change in mRNA expression. The data for
these 2387 clones were hierarchically clustered. Data from individual elements
or genes are represented as a single row and different time points are shown
as columns. Red and green denote expression levels greater or less,
respectively, than baseline values. Successive samples in the time course are
displayed as consecutive columns. Animals are arranged from left to right
based on their survival time. The seven left-hand columns represent one set of
animals, and the right-hand four columns a second set of animals. After
Rubins KH, Hensley LE, Jahrling PB et al. The host response to smallpox:
analysis of the gene expression program in peripheral blood cells in a
nonhuman primate model. Proceedings of the National Academy of Sciences
2004, 101: 15190-15195

SIDEBAR 1.6

An initiative to identify host cell genes essential for the replication of
individual viruses

1. An MMLV-derived (Moloney mouse leukemia virus) vector is
used to infect a mouse cell culture (permissive for the virus
under test) at a low multiplicity to favor one gene disruption
per infected cell.

2. Cellular clones are derived from the MMLV-infected culture.

3. Each cell clone is tested for its ability to support replication of
a selected virus.

4. Cell clones that resist viral infection are studied to identify the
interrupted gene, using polymerase chain reaction (PCR) and
primers based on the MMLYV, to amplify and clone fragments
of the interrupted gene.

5. The interrupted gene is identified by bioinformatics programs
that match the cloned fragments against human and murine
genomic databases.

Adapted from Murray JL, Mavraki M, McDonald NJ et al. Rab9
GTPase is required for replication of human immunodeficiency
virus type 1, filoviruses and measles virus. Journal of Virology
2005, 79: 11742-11751, with permission.
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FIGURE 1.5 Proposal to develop a large number of inbred mouse strains with mixtures of genes from eight inbred progenitor lines. Mice would be outcrossed for
four generations and then brother-sister pairs would be inbred for 20 generations to create new inbred strains. Adapted from Vogel G. Scientists dream of 1001

complex mice. Science 2003, 301: 456-457.

relationship is well established, such as the pathogenic
role of human papillomaviruses in cervical cancer and
the ability of certain viruses — such as JC papovavirus, the
cause of progressive multifocal leukoencephalopathy — to
cause chronic fatal neurological syndromes. In other
instances, the evidence is insufficient to determine
whether or not there is a link, for instance, multiple scle-
rosis and type 1 diabetes. However, it may be predicted
that the list of viruses associated with chronic diseases
will continue to expand, as illustrated by the recent iden-
tification of the herpesvirus that causes Kaposi’s sarcoma.

It is also worthy of mention that, despite these advances
in biomedical knowledge, there remain many challenging
and significant unsolved problems in viral pathogenesis.
For instance, it is sobering to reflect that, in the year 2007,
when we have eradicated type 2 poliovirus and may be on
the brink of eradication of types 1 and 3, there are still
many fundamental aspects of poliovirus pathogenesis
that are poorly understood. These include the initial site
of enteric replication, the cellular sites of replication in
lymphoid tissue, the mechanism of central nervous sys-
tem invasion, the localization of virus in anterior horn cell



neurons, the role of the virus receptor in tissue tropism
and the precise mechanism of cell killing. Human
immunodeficiency virus (HIV) provides another exam-
ple of pathogenesis and immunity that is incompletely
understood, offering dozens of yet-to-be-solved ques-
tions (discussed in Chapter 14). Our knowledge of HIV is
still insufficient to deal with problems of immense signif-
icance, such as the possible ‘cure’ of a persistent infection
or the induction of protective immunity.

As we move into a new millennium, advances in bio-
logy provide a plethora of new opportunities for research
in disease mechanisms, treatment and prevention. At the
same time, we are confronted with an array of funda-
mental and applied questions which offer numerous
challenges. A detailed understanding of the pathogenesis
of a specific disease is essential background for the
rational design of therapeutics and vaccines. This is well
illustrated by the success and limitations of antiretrovi-
ral therapy for AIDS and the impediments to the formu-
lation of an effective prophylactic vaccine for HIV. The
juxtaposition of opportunities and challenges has pro-
vided a major impetus for summarizing our current
knowledge of viral pathogenesis in the hope that it will
provide a foundation for future research and discoveries.
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The Sequential Steps in
Viral Infection
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OVERVIEW

Infection of an animal host that has many specialized organs and tissues
is a complex multistep process. Particular viruses usually invade at very
specific sites that partly determine their subsequent route of spread,
both locally and systemically, and their principal target organs and tissues.
Individual viruses then spread mainly by one of two routes, either
through the blood or via the peripheral nervous system. At each step in
this process, the virus must overcome natural barriers to dissemination,
such as the anatomic boundaries that separate organs and tissues. In addi-
tion, the restriction of replication of specific viruses to certain tissues
and cells, a phenomenon often called ‘tropism), can influence the apparent
pattern of spread. Virus shedding can be either from the initial portal of
entry or from distant sites that border on the external environment. Also,
certain viruses are transmitted from the blood by transfusion, con-
taminated needles or blood-sucking arthropods. The following account
follows the teachings of Cedric Mims, one of the pioneers of viral
pathogenesis.

During acute infection, viral replication is repeatedly checked by host
defenses, both non-specific and specific, such as the immune response. In
many acute viral infections, the host response succeeds in eliminating
the invading virus completely within a few days to weeks. However, in a
number of instances, the virus manages to circumvent host defenses
sufficiently to persist for varying periods of time. Although viruses
vary widely in their patterns of dissemination, individual viruses tend to
follow very stereotyped patterns based on properties encoded in the viral
genome.

Some viruses are confined to the site of initial infection and spread
only locally, while others disseminate widely. Blood-borne viruses may
invade almost any organ or cell type, while neurotropic viruses are usually
confined to the peripheral and central nervous system and replicate in rel-
atively few peripheral tissues. The alternative patterns of entry, dissemina-
tion and shedding that are used by a blood-borne and a neurotropic virus
are shown in Figures 2.1 and 2.2.
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1. Virus ingested Day O

2. GUT ASSOCIATED LYMPHOID TISSUE Day 0-3
e tonsils, Peyer's patches
e virus invades (via M cells?)

2 @ e replicates in monocytes

3. REGIONAL LYMPH NODES Day 3-5
e replicates in monocytes

4. BLOOD Day 5-15
e plasma viremia

5. BLOOD BRAIN BARRIER Day 8-12
e virus crosses endothelium

6. SPINAL CORD
e virus replicates in anterior horn cells Day 10-30
e cell destruction
e paralysis Day 12-30

7. GUT Day 5-45

e virus excreted in feces

FIGURE 2.1 The spread of representative viruses. Poliovirus, an example of a virus that disseminates via the blood.

ENTRY
Skin and mucous membranes

The skin consists of the epidermis and underlying der-
mis. From the surface inward, the layers of the epidemis
are the stratum corneum, a layer of dying cells covered
by a superficial layer of keratin; the stratum granulosum;
the stratum spinosum; and the stratum germinativum, a
germinal layer of dividing cells that gives rise to the more
superficial layers that are constantly being sloughed and
replaced. Below the epidermis lies the dermis, a layer of
highly vascularized connective tissue containing fibrob-
lasts and dendritic cells (specialized macrophages).

Many different viruses replicate in cells of the skin
or mucous membranes (Table 2.1). It is unlikely that any
virus can invade the intact skin since there are no viable
cells directly on the surface; in fact, the exterior of the
skin constitutes a relatively hostile environment due to its
dryness, acidity and bacterial flora. Rather, virus invades
through a break in the barrier that allows contact with
living cells. Skin invaders typically replicate in specific
cells. For instance, both herpes simplex virus and
poxviruses replicate in germinal cells of the epidermis
as well as macrophages and fibroblasts of the dermis.
By contrast, papillomaviruses initially infect only the
germinal cells of the epidermis; however, this group of
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2. STRIATED MUSCLE Day 1-60

VIRUS ENTRY Day O
e by bite of rabid animal
e infected saliva is injected

e virus replicates in myocytes

. PERIPHERAL NERVES Day 10-60

e virus enters nerve ending
e nucleocapsid carried by fast
axoplasmic flow to spinal cord

4. CENTRAL NERVOUS SYSTEM Day 12-60

e virus travels along neural processes,
spreads and replicates
e neuronal dysfunction
e clinical rabies, death Day 50-70

. PERIPHERAL NERVES Day 30-70

e virus travels along peripheral
nerves from CNS
e invades salivary gland

6. SALIVARY GLAND Day 40-70

e virus replicates in acinar cells
e virus is discharged in saliva

FIGURE 2.2 The spread of representative viruses. Rabies virus, an example of a virus that spreads by the neural route only.

viruses cannot mature in germinal cells and complete
their replication cycle in the stratum granulosum.

Most superficial invaders can infect epithelial cells on
the surface of mucous membranes, although they must
first penetrate a mucus barrier that may contain IgA and
other virocidal proteins. The conjunctiva of the eye, a
specialized mucous membrane, is the primary site of entry
of a few viruses, such as certain adenovirus types and
selected enteroviruses (such as coxsackievirus A24 and
enterovirus 70) that can cause conjunctivitis.

Transcutaneous injection

Some viruses breach the cutaneous barrier by injection. A
wide variety of viruses are arthropod-borne (arboviruses)

and have a life cycle that alternates between an insect vec-
tor and a vertebrate host. These agents are injected by the
infected insect when it takes a blood meal, which involves
probing for a capillary with consequent injection of virus-
contaminated saliva that is deposited mainly in the subcu-
taneous tissues but also in the circulation. It is estimated
that during feeding a mosquito deposits ~10"*pl of
saliva, which would contain 100 plaque forming units
(PFU) of virus if the saliva titer is 10° PFU per ml.
Viruses may also be injected in other ways. Rabies
virus and B virus (an o-herpesvirus of non-human
primates) are often transmitted by bite of an infected
animal; in this instance infection is initiated by intra-
muscular inoculation of virus-contaminated saliva.
Several medically important viruses (hepatitis B virus
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mm Virus family Representative example

Skin Minor breaks Papillomaviridae Human papilloma virus
Herpesviridae Herpes simplex virus 1
Poxviridae Ectromelia virus
Conjunctiva Contact Picornaviridae Enterovirus 70
Adenoviridae Adenoviruses
Oropharynx Contact Herpesviridae Epstein-Barr virus
Genital tract Contact Retroviridae HIV
Papillomaviridae Human papilloma virus
Herpesviridae Herpes simplex virus 2
Rectum Contact Retroviridae HIV

TABLE 2.1 Representative viruses that invade via skin and mucous membranes
Modified after Mims CA, White DO. Viral pathogenesis and immunology, Blackwell, Oxford, 1984.

Virus family Representative example

Replicate in the pharynx and/or

Localization of disease gastroenteric tract

Gastroenteritis Yes Astroviridae Astroviruses
Yes Caliciviridae Norwalk virus
Yes Coronaviridae Transmissible gastroenteritis
virus of swine
Yes Rotaviridae Rotaviruses
Yes Parvoviridae Canine parvoviruses
Yes Adenoviridae Adenoviruses 40, 41
No enteric illness Yes

(*+systemic illness)

Yes Picornaviridae Poliovirus

Yes Picornaviridae Coxsackieviruses
Yes Picornaviridae Enteroviruses

No Picornaviridae Hepatitis A virus
Yes Adenoviridae Adenoviruses

TABLE 2.2 Representative enteric viruses that do and do not cause gastroenteritis
Modified after Mims CA, White DO. Viral pathogenesis and immunology, Blackwell, Oxford, 1984.

(HBV), hepatitis C virus (HCV) and human immuno-
deficiency virus (HIV)) are frequently transmitted by
blood or blood products or by contaminated needles.

Urogenital tract

Viruses that are sexually transmitted fall into two entry
types. Some, such as herpes simplex virus type 2 and
papillomaviruses, replicate in mucous membranes of the
genital tract following the pattern described above. Other
sexually transmitted viruses, such as HBV and HIV, which
do not replicate in epithelial cells, are associated with
persistent viremia and may be transmitted via minute

‘injections’ of blood during sexual contact. HBV may
transit mucous membranes directly to invade the circu-
lation through surface capillaries. HIV infects CD4+ T
lymphocytes, macrophages and dendritic cells in the
skin and submucosal tissues and is then carried to drain-
ing lymph nodes.

Oropharynx and gastrointestinal tract

The oropharynx and gastrointestinal tract are the portal
of entry for many viruses; particular viruses may invade
at specific sites ranging from the tonsils to the colon
(Table 2.2). Some enteric invaders remain confined to the
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Villus Villus

Peyer’s patch

Efferent lymph

FIGURE 2.3 Virus invasion of the intestine, showing the pathway taken by
reovirus in the mouse. The virus binds to M cells, is carried by transcytosis to
the basolateral surface where it infects dendritic cells and macrophages in
the lamina propria. This well-studied experimental model probably resembles
many natural infections. After Wolf JL et al. Intestinal M cells: a pathway for
entry of reovirus into the host. Science 1981, 212: 471-472.

intestinal tract, while others spread via the blood to pro-
duce systemic infection. Viruses that replicate in the gas-
trointestinal tract may or may not produce enteric disease.
The intimate details of entry are not well characterized
for many enteric viruses, but are quite well established for
reoviruses (Figure 2.3). In the alkaline environment of the
small intestine, reovirions are converted to infectious sub-
virion particles that attach to M (microfold) cells, which
form part of the specialized epithelium that overlies Peyer’s
patches, focal accumulations of lymphoid tissue in the wall
of the intestine. Virions are endocytosed into M cells and
appear to transit these cells within vesicles, to be released
by exocytosis on the basal surface. From this point, virions
may invade other intestinal epithelial cells through their
basal surface or may be taken up by macrophages or
endings of the autonomic nervous system. Different
reovirus types disseminate through the circulation or
along peripheral neural pathways and dissemination
phenotypes have been mapped to specific viral genes.

Although most enteric viruses replicate only in the
intestinal tract, some, such as poliovirus, also infect the
tonsils. By contrast, other viruses, such as HIV and HBV,
can invade via the rectum or colon, as indicated by
the importance of anal intercourse as a risk factor for
infection.

Barriers to infection

There are many barriers to infection via the gastroin-
testinal tract. Invading virus may remain sequestered
within the intestinal contents or fail to penetrate surface
mucus. The acidity of the stomach and alkalinity of the
intestine, the proteolytic enzymes secreted by the pan-
creas, the lipolytic activity of bile, the neutralizing action
of secreted IgA and scavenging macrophages, can all
reduce viral infectivity. Thus, viruses that successfully
utilize the gastrointestinal portal of entry must be resist-
ant to this hostile environment or actually exploit it by
activation into an infectious particle, as in the case of
reovirus. There are a few viruses, such as coronaviruses,
that are susceptible to this hostile environment but,
when ingested in milk or food, are sufficiently protected
to initiate infection by the enteric route.

Respiratory tract

Many viruses utilize the respiratory portal of entry
(Table 2.3) and are acquired by aerosol inhalation or by
mechanical transmission of infected nasopharyngeal
secretions. Depending upon their size, aerosolized
droplets are deposited at various levels in the respiratory
tract. Droplets >10pm in diameter lodge in the nose,
those 5-10um in diameter lodge in the airways and
those <5pm reach the alveoli of the lower respiratory
tract. The respiratory tract offers several barriers to
invading organisms, including the protective coating
action of mucus, the ciliary action of the respiratory
epithelium that sweeps particles out of the airways and
the activity of immunoglobulins and macrophages that
engulf foreign particles. In addition, there is a tempera-
ture gradient between the nasal passages (33°C) and the
alveoli (37°C) that plays an important role in the local-
ization of infection. Thus, rhinoviruses, which infect the
nasopharynx and cause the common cold, replicate well
at 33°C but grow poorly at 37°C, while influenza virus,
which infects the lower respiratory tract, shows the
inverse temperature preference. Temperature sensitivity
has been used to select attenuated influenza vaccines,
since cold adapted viruses are much less virulent but repli-
cate sufficiently in the upper respiratory tract to induce
immunity against wildtype influenza virus challenge.

The initial sites of infection have been characterized
for some respiratory viruses. Rhinovirus has been
shown to replicate in the epithelial lining of the nose,
while poxviruses, some of which enter via aerosol trans-
mission, replicate initially in macrophages free in the
airways and then in the epithelial lining of small bron-
chioles. By contrast, those types of reovirus that can
enter via the respiratory route infect M cells that overlie
bronchus-associated lymphoid tissue.



Localization of disease m Representative example

Upper respiratory

Picornaviridae

Rhinoviruses

Adenoviridae

Adenoviruses

Lower respiratory

Coronaviridae

Bovine coronaviruses

Orthomyxoviridae

Influenza viruses

Paramyxoviridae

Respiratory syncytial virus

Bunyaviridae

Sin Nombre virus

No respiratory illness
(+systemic illness)

Togaviridae

Rubella virus

Paramyxoviridae

Mumps virus

Bunyaviridae

Hantaan virus

Arenaviridae

Lassa fever virus

Reoviridae

Reovirus

Papovaviridae

Murine polyomavirus

Herpesviridae

Varicella zoster virus

Poxviridae

Variola virus

TABLE 2.3 Representative viruses that invade via the nasopharynx or respiratory tract, according to localization of disease
Modified after Mims CA, White DO. Viral pathogenesis and immunology, Blackwell, Oxford, 1984.

SPREAD
Local spread

Viruses can be divided into two groups: those that spread
only locally from their site of entry and those that dissemi-
nate widely (see Figure 2.1). Local spread occurs by infec-
tion of contiguous cells and can result in lesions such as the
cold sores produced by herpes simplex virus. Epithelial cells
have ‘polarized’ plasma membranes and certain proteins are
targeted almost exclusively to either the apical or the baso-
lateral surface. When epithelial cells are infected, virus may
be released through the apical surface, in which instance it
tends to remain localized, or through the basolateral sur-
face, in which case it may disseminate more widely.
Released virus is often carried from epithelial surfaces via
afferent lymphatic channels to regional lymph nodes. If the
virus can replicate in one of the cell types found in the node,
such as monocytes or T and B lymphocytes, it is likely to
disseminate via the thoracic duct into the blood.

Viremia
Viremia is the most important mode of viral dissemina-
tion within the host and can spread infection to any organ
or tissue. In the blood, a particular virus circulates either
free in the plasma or is cell-associated and these two kinds
of viremia have different characteristics and implications.
Most viremias are acute, lasting no more than 1-2 weeks,
but certain viruses are able to evade immune defenses and
persist in the blood for months or years.

During the course of viremia different sequential
phases can be distinguished. In order to follow these events,

Secondary viremia
4_
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= viremia
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=
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= viremia
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Days after infection

FIGURE 2.4 Stages in acute viremia, a reconstruction from experimental
observations. Although this reconstruction is based on intraperitoneal or footpad
injection, it likely mimics the events that follow natural routes of infection. Passive
viremia: unreplicated inoculum entering the circulation after intraperitoneal
injection of La Crosse virus. Primary viremia: virus entering blood after local
replication following footpad injection of a small inoculum of ectromelia virus.
Secondary viremia: virus entering blood from widely dispersed sites of replication
after footpad injection of ectromelia virus. After Fenner F. The pathogenesis of the
acute exanthems: an interpretation based on experimental investigations with
mousepox (infectious ectromelia of mice). Lancet 1948, 2: 915-920 and Pekosz A
et al. Protection from La Crosse virus encephalitis with recombinant glycoproteins:
role of neutralizing anti-G1 antibodies. Journal of Virology 1995, 69: 3475-3481.

experimental models have been used to elucidate natural
infections (Figure 2.4). When a virus is injected by intra-
muscular, intravenous, intracerebral or other routes, a por-
tion of the injected bolus enters the circulation without
any intervening replication stage and produces a very
short-lived passive viremia of a few hours duration. If the
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FIGURE 2.5 The course of viremia in monkeys injected by the intramuscular
route with wildtype poliovirus. After Nathanson N, Bodian D. Experimental
poliomyelitis following intramuscular virus injection. Bulletin of the Johns
Hopkins Hospital 1961, 108: 320—333, with permission.

SIDEBAR 2.1

Plasma viremia: measurement of mean transit time (t,)

In a plasma viremia, virus is constantly entering and being
removed from the vascular compartment. The average
duration of an infectious virion in the vascular compartment
is the transit time (t,), a parameter that differs for different
viruses and is important because it determines the titer of
virus in the plasma. The t,, can be measured using the formula
below.

If
Vi = virus entering into the vascular compartment
Vo = virus leaving the vascular compartment
[V] = concentration of virus in the vascular compartment
tm = mean duration of virus particles in the vascular
compartment

then, at steady state, the rate of removal equals the rate of entry
dVi/dt = dVo/dt = [V]/t,,
and t,, = [V]/dVi/dt

tm can be measured by intravenous infusion of an uninfected
animal with a suspension of virus (dVi/dt) and determining
the level of viremia ([V]) that is reached after several hours of
infusion when a steady state is achieved. After Nathanson N,
Harrington B. Experimental infection of monkeys with Langat
virus. II. Turnover of circulating virus. American Journal of
Epidemiology, 1967, 85: 494-502, with permission.

virus replicates locally at the site of entry or in the draining
regional lymph node, then a brief active primary viremia
may occur, lasting 1-2 days. The primary viremia serves to
disseminate the virus systemically to permissive cells in var-
ious tissues; when virus is released from these secondary
sites of replication an active secondary viremia occurs. This
sequence is illustrated in Figure 2.4, but it should be noted
that it is often hard to document these different stages in
viremia except in carefully studied experimental models.

Sources of viremia

Secondary viremia can have many sources, depending
on the individual virus. Those viruses that replicate in

regional lymph nodes are shed into efferent lymphatics
and are transported via the thoracic duct into the circu-
lation. Some viruses replicate in the vascular endothe-
lium and are released directly into the circulation. A
number of viruses replicate in monocytes, B cells or T
cells to create a cell-associated viremia; in some cases,
virus may also be released from these cells to produce a
concomitant plasma viremia. Viruses that replicate in
other tissues, such as striated muscle or liver, may enter
the vascular compartment by crossing endothelium into
capillaries or via the draining lymphatics.

Plasma viremia

In acute virus infections, plasma viremia often appears
within a week after infection, lasts for 1-2 weeks and comes
to an abrupt termination concomitant with the appear-
ance of circulating antibody, as shown in Figure 2.5.
Viremia may be prolonged if animals are immuno-
suppressed, demonstrating the role of the virus-specific
immune response in terminating viremia.

Plasma viremia is dynamic: virus continually enters
the circulation and is continually being removed. Viral
clearance is mediated primarily by the sessile
macrophages of the liver, spleen and lung, which moni-
tor the circulation for foreign particulates. The rate of
clearance of virus can be expressed as the mean survival
time of virus particles (t,,) within the vascular compart-
ment (Sidebar 2.1) and, for many viruses, the t,, varies
between 10 and 30 minutes. The titer of virus in the
plasma is determined by the t,, and by the rate at which
virus enters the circulation and can vary from trace lev-
els to >10° infectious units per ml plasma.

Although plasma viremias are usually short lived, there
are some exceptions, due to two mechanisms. In some
instances, antiviral antibodies bind to circulating virus, but
the immune complex retains its infectivity. Evidence for the
circulation of infectious immune complexes is that the titer
of plasma virus can be reduced by treatment with antisera
directed against the host’s immunoglobulins. Examples are
lactic dehydrogenase virus infection of mice and Aleutian
disease viremia of mink. Under special circumstances, the
infected host may fail to recognize viral proteins as foreign
(a state called ‘tolerance’) and fail to induce serum neutral-
izing antibodies. Tolerance is usually associated with infec-
tions acquired in utero or shortly after birth, prior to
maturation of the immune system. Examples are HBV
infection of humans and lymphocytic choriomeningitis
virus (LCMV) infection of mice.

Cell-associated viremia

Some viruses replicate in cells found in the circulation,
particularly B or T lymphocytes or monocytes or (rarely)
erythrocytes (Table 2.4), but usually each virus infects only
a single cell type. Cell-associated viremias may persist over
months to years, although the titers are often low so that
isolation of virus requires cultivation of blood mononu-
clear cells with highly susceptible indicator cells. Virus-
infected cells in the blood are often shielded from attack
by virus-specific cytolytic T cells or complement fixing
antibodies because the viral genome is latent or is so



Cell type Virus family Representative example

Monocytes Flaviviridae Dengue viruses Acute
Togaviridae Rubella virus Acute
Coronaviridae Mouse hepatitis virus Acute
Orthomyxoviridae Influenza viruses Acute
Paramyxoviridae Measles virus Acute
Arenaviridae LCMV Persistent
Retroviridae HIV Persistent
Herpesviridae Cytomegalovirus Persistent
Poxviridae Ectromelia virus Acute
B lymphocytes Retroviridae Murine leukemia virus Persistent
Herpesviridae Epstein-Barr virus Persistent
T lymphocytes Retroviridae HIV Persistent
HTLV-I Persistent
Herpesviridae Human herpes viruses 6, 7 Acute
Erythroblasts Reoviridae Colorado tick fever virus Acute

TABLE 2.4 Representative viruses that replicate in blood cells

LCMV: lymphocytic choriomeningitis virus; HIV: human immunodeficiency virus; HTLV: human T cell leukemia virus. Modified after Nathanson N, Tyler KL. Entry,
dissemination, shedding, and transmission of viruses, in Nathanson N et al. (eds), Viral pathogenesis, Lippincott-Raven Publishers, Philadelphia, 1997.

poorly expressed that infected cells carry few, if any, viral
proteins on their plasma membranes. In persistent cell-
associated viremias, infectivity is usually not found in the
plasma since any virus released from the infected cells is
rapidly neutralized by antibodies. However, there are
exceptions, such as HIV, which produces concurrent
cell-associated and plasma viremias.

Spread of virus from blood into tissues

The route by which viruses cross the vascular wall into
tissues has not been well characterized, although several
pathways are probably operative (Figure 2.6). There are
some localized regions where capillaries are fenestrated,
offering the possibility for viral transit. One of these is
the choroid plexus of the ventricles of the brain; certain
blood-borne viruses, such as mumps, LCMV and visna
viruses, probably cross the blood into the cerebrospinal
fluid by this pathway, explaining why they replicate in
the epithelial lining of the choroid plexus or of the ven-
tricles. Some viruses have been visualized to transit the
endothelial cell lining of capillaries by a process of endo-
cytosis, transcytosis and exocytosis, to be released from
the basal surface of endothelial cells. Finally, a number of
viruses can actually replicate in endothelial cells, so that
they ‘grow’ across the capillary wall.

A recent study has elucidated a potential mechanism
whereby West Nile virus (WNV), a flavivirus, crosses the
blood-brain barrier, based on a comparison of normal
mice and mice with a knockout of toll-like receptor 3

(TLR37/7). TLR3 is a receptor for dsRNA (double-
stranded RNA) and its binding activates the innate
immune system (see Chapter 5). Following intraperi-
toneal injection in mice, WNV causes a viremia and then
spreads to the brain with a fatality rate of 100%.
Surprisingly, TLR3™/~ mice were relatively resistant to
WNV and 40% survived infection. TLR3 ™/~ mice under-
went a slightly higher viremia but, paradoxically, brain
virus titers were much lower than normal mice (Figure
2.7). The following chain of events was reconstructed from
further experiments: activation of TLR3 leads to upregula-
tion of pro-inflammatory cytokines including TNFaoy;
circulating TNFa increases the permeability of the
blood-brian barrier with inflammation and virus inva-
sion into the olfactory bulb followed by spread to the
rest of the central nervous system (see also Figure 1.3).

Another quite different pathway is used by viruses
that infect lymphocytes or monocytes. These cell types
regularly traffic from the blood into tissues, so that
the virus is carried in the form of virus-infected cells, a
route that has been called the ‘“Trojan horse’ mechanism.
One example is HIV that is carried into the central nerv-
ous system by CD4+ lymphocytes or monocytes with
subsequent infection of the microglia, which are the res-
ident macrophages of the brain.

Neural spread

Neural spread is a process in which a virus is transmitted
within the axoplasm of peripheral nerve fibers. The neural
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FIGURE 2.6 Viral pathways from blood into tissues.
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FIGURE 2.7 Pro-inflammatory cytokines can facilitate transmission of viruses
from the circulation into the central nervous system. West Nile virus infection
is compared in normal mice and mice with a knockout of toll-like receptor 3
(TLR3 /7). TLR3~/~ mice exhibit a pardoxical lower mortality (40% survival)
apparently because TLR3 pro-inflammatory responses increase permeability of
the blood—brain barrier. Virus titers determined by polymerase chain reaction
for the envelope gene quantitated against an internal control for a tissue gene.
After Wang T, Town T, Alexopoulou et al. Toll-like receptor 3 mediates West Nile
virus entry into the brain causing lethal encephalitis. Nature Medicine 2004,
10: 1366-1373.

pathway plays an essential role in the dissemination of
some viruses, although it is less common than viremia as
a mode of spread. Rabies virus is the paramount example
of a virus that is an obligatory neurotrope and is not
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Endothelial
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lymphocyte or
monocyte

viremogenic, while a-herpesviruses (HSV (herpes simplex
viruses) 1 and 2, VZV (varicella zoster virus), pseudora-
bies and others) are often neurotropic in adults but vire-
mogenic in newborn humans or animals. In some
instances, a virus can use both pathways, but usually this
involves different viral strains with diverse biological
properties. For instance, reovirus 1 is viremogenic while
reovirus 3 uses the neural route. Also, it is possible to
‘neuroadapt’ a viremogenic virus to select a strain that
uses the neural route, exemplified by the MV strain of
poliovirus (Table 2.5).

The classical evidence for neural spread is the demon-
stration that, after viral injection into a peripheral site, a
block of the innervating peripheral nerve will prevent
virus from reaching the central nervous system and
causing neurological disease (Table 2.5). Neural spread
involves axons or dendrites and not the supporting cells,
such as Schwann cells or fibroblasts that are found in
peripheral nerves. Presumably, viruses enter peripheral
nerve endings by the same route used to enter other per-
missive cells. The viral nucleocapsid is probably trans-
ported by the machinery that mediates axoplasmic flow,
since viruses move at a rate (>5cm per day) similar to
that of fast axoplasmic transport (see below). Drugs, such
as colchicine, that block fast axoplasmic flow, will also
interfere with the neural spread of viruses. Just as axoplas-
mic flow is bidirectional, both toward and away from the
neural cell body, viruses can spread both from the
periphery to the central nervous system (CNS) and from



Neuroadapted MV strain

23
Shedding

Viremogenic Mahoney strain

Paralysis 25/26 0/11 19/19 18/20
Site of initial paralysis Injected leg 24 - 3 5

Other 1 - 16 13
Incubation to paralysis 5 days - 7 days 7.5 days

TABLE 2.5 Different tropism of two strains of poliovirus, the neurotrop
injection into the gastronemius muscle, the MV strain spreads only by
and is impeded by a neural block, while the viremogenic Mahoney stra
and is not impeded by nerve block. Neural block was done just prior to
ice proximal to the site of virus injection

ic MV (mixed virus) and the viremogenic Mahoney virus. After
the neural route, causes initial paralysis in the injected limb
in spreads by viremia, does not cause localized initial paralysis
virus injection by freezing the innervating sciatic nerve with dry

After Nathanson N, Bodian D. Experimental poliomyelitis following intramuscular virus injection. Bulletin of the Johns Hopkins Hospital 1961, 108:

308-319, with permission.

the CNS toward the periphery. Most RNA viruses can
replicate within neural cytoplasm, but DNA viruses, such
as herpes simplex virus, must reach the nucleus within
the neuronal cell body in order to replicate.

Pseudorabies virus, a herpesvirus of pigs, has been
used to study the molecular mechanism of neural spread.
Herpesviruses consist of a capsid containing their DNA
genome; the capsid is surrounded by a lipid envelope and
there is a layer of proteins, the tegument, between envelope
and capsid. The virus enters neuronal endings by fusion of
the envelope with the plasma membrane of the neural cell,
releasing the capsid into the cytosol. The axons and den-
drites of neurons contain subcellular organelles (micro-
tubules, kinesins, dynein) that mediate ‘fast’ axonal
transport, a system designed to ferry subcellular compo-
nents between the perinuclear region and the periphery.
After entry of the herpesvirus capsid, it appears that spe-
cific viral tegument proteins tether the capsid to the pro-
teins of the axonal transport system, that transport the
capsids within the axon. The direction of transport is
apparently determined by different tegument proteins that
bind to anterograde or retrograde transport machinery
(Figure 2.8).

Although viremia and neural spread are classically
considered as alternative modes of spread, some viruses
may disseminate by both routes. For instance varicella
virus, an a-herpesvirus, produces a viremia, invades
peripheral nerve endings in the skin and then spreads
along peripheral nerves to dorsal root ganglia where it
becomes latent, occasionally emerging years later in the
form of herpes zoster, also called shingles. Another
example is Sindbis virus, which appears to utilize both
viremic and neural pathways to the central nervous sys-
tem (see Figure 1.3).

Viral localization and tissue tropism are described
in the next chapter.

SHEDDING

Viruses may be discharged into respiratory aerosols,
feces or other body fluids or secretions and each of these
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FIGURE 2.8 Hypothetical scheme to explain the movement of an
«-herpesvirus within axons. Herpesvirus icosahedral capsids are shown
bound to a bidirectional molecular motor system that mediates fast axonal
transport. The system is composed of three main elements — microtubules
that extend from the perinuclear regional through neuronal axons and two
motor systems (dynein and kinesin) that move along the microtubules and
can transport various molecular ‘cargoes’ that bind to them. Timelapse
images show that viral capsids move in a saltatory fashion, i.e. they indergo a
jump in one direction followed by a reverse jump in the opposite direction.
Dynein (D) mediates retrograde movement (from the periphery toward the
nerve cell nucleus) and is postulated to move at a constant rate. A kinesin
family motor (K) moves in an anterograde direction and is postulated to

move at a variable rate. In the upper diagram, retrograde movement

exceeds anterograde movement and the capsid is transported from periphery
towards the nucleus; in the lower diagram, anterograde movement exceeds
retrograde movement and the capsid is transported from the perinuclear
region to the periphery. After Smith GA, Pomeranz L, Gross SP, Enquist LW.
Local modulation of plus-end transport targets herpesvirus entry and egress
in sensory axons. Proceedings of the National Academy of Sciences 2004, 101:
16034-16039.

modes is important for selected agents. Viruses that
cause acute infections are usually shed intensively over a
short time period, often 1-4 weeks and transmission tends
to be relatively efficient. Viruses, such as HBV and HIV,
that cause persistent infections, can be shed at lower
titers for months to years, but will eventually be trans-
mitted during the course of a long-lasting infection.
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FIGURE 2.9 Course of wildtype poliovirus excretion in the pharyngeal fluids
and feces of chimpanzees after virus feeding. After Bodian D, Nathanson N.
Inhibitory effects of passive antibody on virulent poliovirus excretion and on
immune response in chimpanzees. Bulletin of the Johns Hopkins Hospital
1960, 107: 143-162, with permission.

Oropharynx and gastrointestinal tract

Enteroviruses may be shed in pharyngeal fluids and feces
(as shown for poliovirus in Figure 2.9). In this case, the
virus replicates in the lymphoid tissue of the tonsil and
in Peyer’s patches (lymphoid tissue accumulations in the
wall of the small intestine) whence it is discharged into
the intestinal lumen. Other viruses may be excreted into
feces from the epithelial cells of the intestinal tract
(reoviruses and rotaviruses) or from the liver via the bile
duct (hepatitis A virus).

Respiratory tract

Viruses that multiply in the nasopharynx and respiratory
tract may be shed by two distinct mechanisms, either as
aerosols generated by sneezing or coughing or in pharyn-
geal secretions that are spread from mouth to hand to
hand to mouth. Often, transmission is via contaminated
fomites, such as handkerchiefs, clothing or toys. Typically,
viruses, such as rhinoviruses and influenza viruses that
cause acute respiratory illness, are spread efficiently at high
titer but for short periods, often not more than one week.

Skin

Relatively few viruses are shed from the skin, but there are
some exceptions. Papillomaviruses and certain poxviruses
that cause warts or superficial tumors may be transmit-
ted by mechanical contact. A few viruses, such as variola
virus, the cause of smallpox, and varicella virus, the cause
of chickenpox, that are present in skin lesions, can be
aerosolized and transmitted by the respiratory route. In
fact, it is claimed that the earliest instance of deliberate
‘biological warfare’ was the introduction into the villages
of hostile Indian tribes of blankets containing desqua-
mated skin from smallpox cases.

Mucous membranes, oral and genital fluids

Viruses that replicate in mucous membranes and produce
lesions of the oral cavity or genital tract are often shed in

pharyngeal or genital fluids. An example is herpes simplex
virus (type 1 in the oral cavity and type 2 in genital fluids).
A few viruses are excreted in saliva, such as Epstein-Barr
virus, a herpesvirus that causes infectious mononucleosis,
sometimes called the ‘kissing disease), and mumps virus.
Probably the most notorious example is rabies virus, which
replicates in the salivary gland and is transmitted by a bite
that inoculates virus-contaminated saliva. Several impor-
tant human viruses, such as HBV and HIV, may be present
in the semen. It is estimated that in an HIV-infected male,
an average ejaculate contains ~10° mononuclear cells of
which 10*-10* (0.01-1%) may carry the viral genome.

Blood, urine, milk

Blood is an important potential source of virus infection in
humans, wherever transfusions, injected blood products
and needle exposure are common (see Table 2.4). In gen-
eral, the viruses transmitted in this manner are those that
produce persistent viremia, such as HBV, HCV, HIV and
cytomegalovirus (a herpesvirus). Occasionally, viruses that
produce acute short-term high titer viremias, such as par-
vovirus B19, may contaminate blood products. Although a
number of viruses are shed in the urine, this is usually not
an important source of transmission. One exception is cer-
tain animal viruses that are transmitted to humans; several
arenaviruses are transmitted via aerosols of dried urine. A
few viruses are shed in milk and transmitted to newborns
in that manner. The most prominent example is HIV and
it appears that a few other retroviruses, such as HTLV I of
humans, visna maedi virus of sheep and mouse mammary
tumor virus, can be transmitted via milk.

Environmental survival of shed virus

Transmission of a virus depends both on the amount and
duration of shedding and on survival in the environ-
ment, a point often overlooked. For instance, viruses dif-
fer in their ability to survive in aerosols or after drying.
Thus, poliovirus is sensitive to low humidity and this is
thought to account for its reduced transmission in the
winter time in temperate climates where humidity is
low, while transmission continues year round in tropical
climates. The gastrointestinal lumen constitutes a harsh
environment that can inactivate all but the hardiest
viruses. Thus, of the different hepatitis viruses, all of which
are probably shed in the bile, only hepatitis A virus and
hepatitis E virus behave as enteroviruses, presumably
because the others, such as HBV and HCV, are inactivated
before they can be transmitted by the fecal-oral route.

TRANSMISSION

Following shedding, a virus can be transmitted to a new
host in several different ways, but individual viruses utilize
only one or two of these potential modes. The most com-
mon mode of transmission of enteric and many respira-
tory viruses is probably by oral or fecal contamination
of hands, with passage to the hands and thence the oral
cavity of the next infected host. Inhalation of aerosolized
virus is also an important mode of transmission for



respiratory viruses. Another significant route is by direct
host-to-host interfacing, including oral-oral, genital-geni-
tal, oral-genital or skin-skin contacts. Transmission may
involve less natural modes such as blood transfusions or
reused needles. In contrast to propagated infections are
transmissions from a contaminated common source, such
as food, water or biologicals. Common source transmis-
sion is quite frequent and can produce explosive outbreaks
that range in size depending on the number of recipients
of the tainted vehicle and the level of virus contamination.
Sexually transmitted viruses present a special situa-
tion, since the probability of spread depends upon the
gender and type of sexual interaction between infected
host and her/his uninfected contact. For instance, an
HIV-infected male is more likely to transmit to a female
partner via anal than vaginal intercourse and that risk is
reduced if the male partner is circumcised.
Transmission of arboviruses is complex, since it
involves the cycle between an insect vector (in some
instances only the female takes blood meals) and a verte-
brate host. There are a number of quantitative variables
that determine the efficiency of vector transmission.
Vertebrate host determinants include the titer and dura-
tion of viremia, while insect determinants include the
competence of the vector (i.e. the ability of the vector to
support viral replication in several tissues and shed virus
in its saliva) and the extrinsic incubation period (the inter-
val between ingesting the virus and shedding in the saliva),
as well as the distinctive feeding preferences of each insect
vector. Also, there are a number of alternative patterns of
transmission, for instance the overwintering of virus in
hibernating mosquitoes, the transovarial transmission of
the virus and venereal spread between male and female
mosquitoes. Recently, it has been shown that when an
uninfected mosquito cofeeds with an infected mosquito
on the same vertebrate, there may be a low rate of trans-
mission even though the vertebrate host is not viremic.

PERPETUATION OF VIRUSES
Viruses that cause acute infections

For viruses that can only cause acute infections, trans-
mission must be accomplished during a relatively short
time frame, frequently no more than one week of shed-
ding. The efficiency of transmission can be measured by
determining the number of new infections generated by
each infected host (reproduction ratio or Ro); if Ro
is >1 then the agent is spreading and if it is <1 then the
number of infections is declining. Although transmissi-
bility may cycle above and below 1, overall it must be at
least 1 if the agent is to be successfully perpetuated in the
specified population. Acute viruses may fail to meet this
criterion, in which case they ‘fade out’ and disappear.
Measles is probably the best documented example of this
phenomenon, because almost all cases of measles infection
cause a readily recognized illness. Prior to measles immu-
nization, measles periodically disappeared in popula-
tions of <500000, only to cause an outbreak when it
was re-introduced. This is dramatically illustrated in
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FIGURE 2.10 Measles in Iceland showing its periodic disappearance and
re-introduction during the period 1900—1940, prior to the use of measles
vaccine. After Tauxe unpublished, 1979 and Nathanson N, Murphy FA.
Evolution of viral diseases, in Nathanson N et al. (eds), Viral pathogenesis,
Lippincott-Raven Publishers, Philadelphia, 1997.
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FIGURE 2.11 Antibody against hepatitis A virus in selected countries to
illustrate the differences in transmissibility of a single virus in different
populations. After Frosner GG et al. Antibody against hepatitis A in seven
European countries. American Journal of Epidemiology 1979, 110: 63—69.

islands such as Iceland with a population of ~200000
(Figure 2.10).

For acute viral infections, one indicator of transmis-
sibility in a population is the age-specific prevalence of
antibody, assuming that the initial infection confers life-
long detectable antibody as well as long duration immu-
nity. Figure 2.11 shows the age-specific antibody profiles
for hepatitis A in three countries, illustrating the differ-
ence in virus transmission in different populations.

Viruses that cause persistent infections

Viruses that cause persistent infections may be transmitted
over a long period of time, in some cases for the lifetime of
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the infected host. In this instance, perpetuation of the
virus still requires that each infection must generate at
least one new infection but this may take place over many
years. Human viruses that behave this way include HIV,
HBV and VZV and such persistent viruses can be perpetu-
ated within very small populations. Studies of isolated
primitive tribes have shown that most of the viruses that
can be found are those that are capable of causing persist-
ent infections in individual hosts, while acute viruses,
when they appear, burn out very rapidly. One variant pat-
tern of persistence is viruses that are transmitted vertically,
from mother to offspring, by perinatal or transplacental
routes or integrated into the host germline genes. Viruses
such as lymphocytic choriomeningitis virus of mice or
HTLV I or HTLV II of humans may persist in populations
where there is very limited horizontal transmission.

Control and eradication of human viruses

The principles of virus shedding and transmissibility are
relevant for the control and elimination of important
human pathogens. Pre-exposure immunization can
diminish the number of susceptible hosts in a population
and reduce Ro to <<1, with the consequent disappear-
ance of a virus from the immunized population, if virus
perpetuation depends upon acute infections. This prin-
ciple has been successfully applied to the global eradica-
tion of variola virus, the cause of smallpox and has led to
the eradication of type 2 poliovirus. Conversely, although
there is a highly efficacious vaccine for HBYV, it can be
calculated that it will take generations for this virus to
disappear, due to persistent infections in the millions of
humans who are already infected.

REPRISE

Individual viruses are very diverse in the sequential steps
in infection of their mammalian hosts, from the site of
invasion, degree and mode of spread, target tissues and
organs and sites from which they are shed. They may
invade through mucous membranes, skin, respiratory and
gastrointestinal routes, as well as by injection by insect
vectors or sharps. Some viruses remain relatively local-
ized near their site of entry, while others disseminate via
blood or neural routes. They may be shed into any body
fluid, or from skin and mucous membranes and thence
transmitted to new susceptible hosts. The mechanisms
that determine these diverse patterns are the subject of
subsequent chapters.

FURTHER READING

Reviews, chapters and hooks

Mims CA, Nash A, Stephen J. Mims’ pathogenesis of infectious disease,
5th edn, Elsevier, London, 2000.

Mueller S, Wimmer E, Cello J. Poliovirus and poliomyelitis: a tale of
guts, brains, and an accidental event. Virus Research 2005, 111:
175-193.

Nathanson N, Tyler K. The pathogenesis of viral infections, Topley
and Wilson’s Microbiology, Hodder Arnold, London, 2005, 236-269.

Nathanson N et al. (eds), Viral pathogenesis, Lippincott-Raven
Publishers, Philadelphia, 1997.

Racaniello VR. One hundred years of poliovirus pathogenesis. Virology
2006, 344: 9-16.

Virgin HW III. Pathogenesis, in Knipe D et al. (eds), Fields’ virology,
5th edn, Lippincott Williams and Wilkins, Philadelphia, 2007, in
press.

Original contributions

Baer GM, Cleary WE. A model in mice for the pathogenesis and treat-
ment of rabies. Journal of Infectious Diseases 1972, 125: 520-529.

Card JP, Whealy ME, Robbins AK, Enquist LW. Two alphavirus strains
are transported differentially in the rodent visual system. Neuron
1992, 6: 957-969.

Fenner F. The pathogenesis of the acute exanthems: an interpretation
based on experimental investigations with mousepox (infectious
ectromelia of mice). Lancet 1948, 2: 915-920.

Frosner GG, Papaevangelou G, Butler R et al. Antibody against
hepatitis A in seven European countries. American Journal of
Epidemiology 1979, 110: 63—69.

Higgs S, Schneider BS, Vanlandingham DL, Klingler KA, Gould EA.
Nonviremic transmission of West Nile virus. Proceedings of the
National Academy of Sciences 2005, 102: 8871-8874.

Igarashi T, Brown C, Azadega A et al. Human immunodeficiency virus
type 1 neutralizing antibodies accelerate clearance of cell-free viri-
ons from blood plasma. Nature Medicine 1999, 5: 211-216.

Luxton GWG, Haverlock S, Coller KE, Antinone SE, Pincetic A, Smith
GA. Targeting of herpesvirus capsid transport in axons is coupled
to association with specific sets of tegument proteins. Proceedings of
the National Academy of Sciences 2005, 102: 5832-5837.

Mims CA. Aspects of the pathogenesis of viral diseases. Bacteriological
Reviews 1964, 30: 739-760.

Nathanson N, Bodian D. Experimental poliomyelitis following
intramuscular virus injection. I. The effect of neural block on a
neurotropic and a pantropic strain. Bulletin of the Johns Hopkins
Hospital 1961, 108: 308-319.

Nathanson N, Harrington B. Experimental infection of monkeys with
Langat virus. II. Turnover of circulating virus. American Journal of
Epidemiology 1967, 85: 494-502.

Notkins AL, Mahar S, Scheele C, Goffman J. Infectious virus-antibody
complexes in the blood of chronically infected mice. Journal of
Experimental Medicine 1966, 124: 81-97.

Racaniello VR. Poliovirus neurovirulence. Advances in Virus Research
1988, 34: 217-246.

Smith GA, Pomeranz L, Gross SP, Enquist LW. Local modulation of
plus-end transport targets herpesvirus entry and egress in sensory
axons. Proceedings of the National Academy of Sciences 2004, 101:
16034-16039.

Tyler K, McPhee D, Fields BN. Distinct pathways of viral spread in the
host determined by reovirus S1 gene segment. Science 1986, 233:
770-774.

Wahid R, Cannon M]J, Chow M. Dendritic cells and macrophages are
productively infected by poliovirus. Journal of Virology 2005, 79:
401-409.

Wang T, Town T, Alexopoulou, Anderson JF, Fikrig E, Flavell RA. Toll-
like receptor 3 mediates West Nile virus entry into the brian caus-
ing lethal encephalitis. Nature Medicine 2004, 10: 1366—1373.

Woolhouse, M, Chase-Topping M, Haydon D et al. Foot-and-mouth
disease under control in the UK. Nature 2001, 411: 258-259.

Zhang L, Dailey PJ, He T et al. Rapid clearance of simian immuno-
deficiency virus particles from plasma of rhesus macaques. Journal
of Virology 1999, 73: 855-860.



CHAPTER CONTENTS

WHAT IS VIRAL TROPISM AND WHY
IS IT IMPORTANT?

VIRAL ATTACHMENT AND ENTRY
Cellular receptors for viruses
Viral attachment proteins

Viral entry

TROPISM

Tropism determined by cellular receptors
Other determinants of tropism

Tropism and viral variation

REPRISE

FURTHER READING

Copyright © 2007 Elsevier Ltd
All rights of reproduction in any form reserved

Cellular Receptors and
Viral Tropism

Neal Nathanson and Kathryn V. Holmes

WHAT IS VIRAL TROPISM AND WHY
IS IT IMPORTANT?

Following viral infection there are many different patterns of localization
and dissemination, as described in the previous chapter. The focused
nature of the pathological or physiological changes caused by each virus is
an attribute so characteristic that it accounts for the disease ‘signature’ of
many viruses. Thus, smallpox was known for the rash that left survivors
pockmarked for life, poliomyelitis by the paralytic attack and permanent
lameness, yellow fever by acute jaundice and rhinoviruses by the common
cold. Tropism is the traditional term used to refer to this anatomical local-
ization of the signs and symptoms of a viral disease.

The mechanisms of tropism are the theme of this chapter. The most
important determinants of tropism are the cellular receptors that, in gen-
eral, are different for each virus group. Since receptors are unequally
expressed on the cells in different tissues, they limit the possible cell types
that can be infected by each virus. Following virus entry, viruses utilize a
wide variety of cellular proteins for the transcription and translation of
their proteins and the replication of their genomes. Again, some, but not
all, cells provide the cellular proteins required for the replication of a spe-
cific virus and this further limits the range of differentiated cells in which
a given virus can replicate. Finally, there are other physiological factors
that constrain the replication or survival of specific viruses and can there-
fore influence tropism.

It is also important to recognize that there is only a partial correlation
between viral replication and viral disease and that significant viral damage
is often limited to a subset of the tissues in which replication occurs. For
instance, poliovirus is an enteric and viremic infection but significant disease
is limited to the central nervous system. Measles virus is a respiratory and
viremic infection but is recognized clinically by its characteristic rash.
Oncogenic viruses may replicate in several cell types but transform only one.
EBV (Epstein-Barr virus) causes a productive infection of epithelial cells and
a latent infection of B lymphocytes but oncogenesis is limited to B cells.

Host range or species specificity is distinct from tropism but may
involve related mechanisms. Most virus groups consist of a large number of
member viruses, each of which is, in nature, limited to a few host species.

21



28

Chapter 3 e Cellular Receptors and Viral Tropism

Under experimental conditions, some viruses can be read-
ily transmitted to many host species while others are quite
restricted. These issues are discussed further in Chapter 13.

VIRAL ATTACHMENT AND ENTRY
Cellular receptors for viruses

Peter Medawar described viruses as ‘bad news wrapped
in protein) a succinct summary of the structure of all

Virion

Viral
receptor

Viral Viral

envelope genome
Viral

attachment
protein (VAP)

Plasma
membrane

FIGURE 3.1 Diagrammatic representation of a cellular receptor and its
cognate viral attachment protein (VAP). Scale has been distorted to emphasize
the interaction between the VAP and its receptor.

viruses, in which the nucleic acid genome is internal to
an outer protein structure that protects the genome
from adverse environmental factors. The other impor-
tant role of the protein coat is to deliver the viral genome
across the plasma membrane to the cellular interior
where replication occurs. Rapid and efficient trans-
portation across the plasma membrane is a major engi-
neering challenge that viruses have solved by exploiting
the presence of many diverse proteins, sugars and lipids
as cell surface receptors. Each virus can bind to one (or a
very few) of this multitude of molecules. Viral receptors
are naturally occurring cellular molecules that serve
physiological functions for the cell, functions that have
nothing to do with infection.

How do viruses interact with their cognate recep-
tors? The receptor activity is due to the ability of a viral
surface protein, often called the viral attachment protein
(VAP), to attach to the viral receptor. Figure 3.1 illus-
trates the interaction in a simplified cartoon. In practice,
the interaction can be more complex, as exemplified by
the entry of human immunodeficiency virus (HIV)
shown in Figure 3.2. Human immunodeficiency virus
type 1 (HIV-1) binds to both a primary receptor (the
CD4 protein) and to a coreceptor on the surface of sus-
ceptible cells. The virus will only enter and infect cells
that bear both receptor and coreceptor, although there
are a few special exceptions. Several different proteins,
all of them chemokine receptors, can serve as corecep-
tors and different CD4+ cells — such as macrophages
and CD4+ lymphocytes — express different coreceptors.

Macrophage-tropic T cell tropic
HIV-1 HIV-1
gpl20/gp4l
infects infects
CCR5 CCR5 CXCR4
CD4 Cbh4 Cbh4
CXCR4
Macrophage CD4+ T lymphocyte CD4+ T cell
from blood from blood lymphoblastoid cell line

FIGURE 3.2 Cells that are permissive for the entry and replication of human immunodeficiency virus type 1 (HIV-1) carry two receptors on their surface. The
primary receptor is the CD4 protein, a protein expressed on the surface of certain subsets of lymphocytes (so-called CD4+ cells). The gp120 spike glycoproteins of
all HIV strains can bind to human CD4. In addition, virus entry requires a coreceptor, which is either CCR5 or CXCR4; these proteins are members of a large family
of molecules that serve as chemokine receptors on the surface of lymphoid cells or macrophages. Some HIV-1 isolates are macrophage-tropic because their gp120
spikes use CCR5, a chemokine receptor that is expressed on the surface of macrophages, while other isolates are T cell-tropic because they utilize the CXCR4
molecule, another chemokine receptor expressed on the surface of T cell lines. Both kinds of viruses can replicate on peripheral blood mononuclear cells (PMBCs), a
mixed population of cells that express both coreceptors. Some HIV-1 isolates (not shown) are ‘dual-tropic’ since they can utilize both coreceptors. (Recent studies
have shown that macrophages express low levels of CXCR4 at concentrations insufficient for entry of T cell-tropic HIV-1.)



The VAP of some isolates of HIV (the envelope glycopro-
tein gp120) can utilize only one of the two coreceptors,
producing a complex pattern of cellular susceptibility
and viral host range. Another example of a virus group
that uses both a primary and secondary receptor is her-
pes simplex viruses (HSV), the cause of ‘cold sores’ and
similar genital lesions of humans (described below).

What cellular molecules can serve as viral receptors?
Many viral receptors are glycoproteins, since most pro-
teins expressed on the cell surface have been glycosylated
during their post-translational maturation. In numer-
ous instances, the physiological role of the viral receptor
is known, but there are some cases where the normal
function of the receptor is yet to be identified. Many cell
surface proteins bind other soluble or cell surface pro-
teins, thereby mediating signaling and/or cell—cell inter-
actions. It may be speculated that viruses have ‘pirated’
or mimicked attachment domains of such cellular pro-
teins to use as viral attachment proteins. Figure 3.3 shows
a representative group of membrane glycoproteins that
serve as viral receptors.

NH, V%
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Glycoprotein receptors

The VAP binds to a domain that represents a small part
of the surface of the glycoprotein receptor and this
domain may be either a polypeptide sequence or a car-
bohydrate sidechain. CD4 is an example of a glycopro-
tein receptor whose binding domain is the amino acid
backbone of the protein. CD4 is a member of the
immunoglobulin superfamily of molecules that has four
globular domains linked together. Mutation of CD4 has
shown that the viral attachment protein of HIV (gp120)
binds to a small region within the outermost globular
domain of CD4. Figure 3.4 shows the structure of the
outermost domain of CD4, indicating the amino acid
residues that bind the virus attachment protein, gp120.
Figure 3.5 shows a structural view of the interface
between a VAP and its cognate receptor.

An example of a carbohydrate sidechain that acts as
a receptor domain is provided by the influenza type
A viruses. This receptor is sialic acid (or N acetyl neu-
raminic acid), a modified sugar that is found in the tips
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FIGURE 3.3 Molecular backbone cartoons of some glycoprotein viral receptors. Receptors vary widely in their structure and in their physiological function. The
amino and carboxy termini are shown, together with important disulfide bonds and the probable domains that bind virus. Abbreviations: o, 34: integrin chains
(integrin dimers serve as receptors for many different viruses); ICAM: intercellular adhesion molecule; CCR5: chemokine receptor 5; CAT: cationic amino acid
transporter; CEACAM: carcinoembryonic antigen-related cell adhesion molecule; HAVcr-1: HAV receptor cellular receptor; PiT: inorganic phosphate transporter;

PVR: poliovirus receptor. Viruses: polio: poliovirus; rhino: rhinovirus, major group; FMD: foot-and-mouth disease virus; HAV: hepatitis A virus; HIV: human
immunodeficiency virus; MHV: mouse hepatitis virus ( a coronavirus); BLV: bovine leukemia virus; ALV-A: avian leukosis virus; MLV-E: murine leukemia virus E;
GALV: gibbon ape leukemia virus; MLV-A: murine leukemia virus A; FeLV-B: feline leukemia virus B. After Holmes KV. Localization of virus infections, in Nathanson N
et al. (eds), Viral pathogenesis, Lippincott Raven Publishers, Philadelphia, 1997; Wimmer E (ed.). Cellular receptors for animal viruses, Cold Spring Harbor Press,
Cold Spring Harbor, 1994; Flint SJ, Enquist LW, Racaniello VR, Skalka AM. Attachment and entry, in Principles of virology, 2nd edn, ASM Press, Washington, DC,
2002; Weiss RA, Tailor CS. Retrovirus receptors. Cell 1995, 82: 531-533, with permission.
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FIGURE 3.4 Molecular structure of the two outermost domains of CD4 to show
the site that binds gp120, the VAP of HIV. The filled circles and squares
indicate amino acids that are part of the virus spike-binding domain. After
Wang J, Wan Y, Garrett TP ef a/. Atomic structure of a fragment of human CD4
containing two immunoglobulin-like domains. Nature 1990, 348: 411-419,
with permission.

FIGURE 3.5 The interface between a virus attachment protein and its cognate
receptor. The spike protein of SARS (severe acute respiratory syndrome) virus
attaches to host cells via its cellular receptor, ACE2 (angiotensin-converting
enzyme 2). In this space-filling image, the spike ACE2 receptor is shown in
green and the receptor binding domain of the spike is shown in red with its
underlying core structure in cyan. As this figure illustrates, there is a broad
surface where VAP contacts the receptor, although mutational analysis
indicates that only a few of the contact residues are critical for attachment.
After Li F, Li W, Farzan M, Harrison SC. Structure of SARS coronavirus spike
receptor-binding domain complexed with receptor. Science 2005, 309:
18641868, with permission.

of some of the branched carbohydrate sidechains of
glycosylated proteins. Different influenza hemagglu-
tinins bind preferentially to different terminal sialic acid
residues, depending on the linkage of the sialic acid to a
proximal galactose or galactosamine molecule in the car-
bohydrate chain. Thus, human type A influenza viruses
bind most avidly to sialic acid «2,3 galactose configura-
tions while equine type A influenza viruses bind best to
sialic acid 2,6 galactose. This subtle distinction illus-
trates the exquisite specificity of the interaction between
the viral attachment protein and its cellular receptor.

Influenza virus has a neuroaminidase protein that
can cleave the sialic acid residue from the carbohydrate
sidechain of the receptor, destroying the ability of cells to
bind the virus. Because of this property, the neuraminidase
is also called the ‘receptor destroying enzyme’. It may
appear paradoxical that the virus can destroy its own cel-
lular receptor, but this facilitates the release of newly
budded virus from the surface of infected cells.

Non-protein receptors

In addition to proteins, glycolipids and glycosaminogly-
cans can serve as virus receptors (Figure 3.6). For instance,
some isolates of HIV-1 can infect certain neural and intes-
tinal cells that do not express the CD4 glycoprotein. In this
case, it appears that galactosylceramide, a glycosphin-
golipid, serves as an alternative receptor. The virus appears
to bind to the galactose moiety on galactosylceramide via
the V3 loop on the viral attachment protein, a different
domain than that which binds to the major CD4 receptor.
Sialic acid, the receptor for influenza viruses, also occurs as
part of some complex lipids — as well as glycoproteins — on
cell surfaces, and sialylated lipids can also act as influenza
virus receptors.

Glycosaminoglycans are sulfated carbohydrate poly-
mers that comprise part of proteoglycans, complex macro-
molecules composed of proteins and carbohydrates that
coat the surface of cells and form the ‘ground substance’
or intercellular matrix that is found between cells in many
tissues. Heparan sulfate, one such glycosaminoglycan,
acts as an attachment factor for herpes simplex viruses,
although additional cell surface molecules are required for
entry of these viruses (described below). Some generalities
about viral receptors are summarized in Sidebar 3.1.

Viruses require their cognate receptor

The ultimate proof that a specific cellular molecule is a
receptor for an individual virus is the resistance of ani-
mals in which the putative receptor has been ‘knocked
out. CEACAM1a (carcinoembryonic antigen-like cellu-
lar adhesion molecule 1a) is a receptor for mouse hepa-
titis virus (MHV). MHYV is a coronavirus of mice which
causes a systemic infection with acute hepatitis. MHV
invades the central nervous system, where it infects glial
cells leading to acute demyelination and clinical paraly-
sis. CEACAM 1a is a cellular adhesion molecule and has a
number of other physiological roles, but CEACAM1a~/~
(knockout) mice are viable although they have some
biochemical abnormalities. Figure 3.7 compares MHV
infection in control animals and knockout mice.
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‘ Receptor is a part of:

Sialoglycolipid or
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FIGURE 3.6 Some examples of non-protein viral receptors. This diagram illustrates a sialic acid receptor for type A influenza viruses; a galactose receptor (part of a
glycosphingolipid, galactosylceramide) that is an alternative receptor for HIV-1; and a glycosaminoglycan (heparan sulfate, part of a proteoglycan) that is a receptor
for herpes simplex viruses. The diagrams show only the sugar residues and the arrows indicate where they are bound to the remainder of the molecules of which they
are a part. Cognate viral attachment proteins are: HIV-1: the V3 loop on gp120; influenza virus: the distal tip of the HA1 molecule; HSV: the gB or gC glycoprotein. In
all instances, the sugar residue is responsible for binding the viral attachment protein and this residue may be part of a glycolipid (galactosylceramide; sialic acid),
a glycoprotein (sialic acid) or a complex proteoglycan (heparan sulfate). After Stryer L. Biochemistry, WH Freeman, New York, 1988, with permission.

SIDEBAR 3.1

Viral receptors: some principles

+ A variety of molecules, including glycoproteins,
glycolipids, and glycosaminoglycans, can serve as
viral receptors.

+ The domain of the receptor that binds the virus may

be either a polypeptide sequence or a carbohydrate

moiety, often located at the external tip of the
receptor molecule.

Different viruses employ different cellular receptors.

+ A given virus isolate may employ several alternative
cellular molecules as receptors.

+ In some instances, viral entry requires two or more

different co-receptors on the cell surface.

Different isolates of the same virus may prefer different

receptors. A specific virus isolate may alter its receptor

preference by selection of a mutant VAP during serial
passage in animals or cell cultures.

Not all cells that express the viral receptor are capable

of supporting the complete cycle of viral replication.

+ Host species differences in the receptor and its
orthologs may restrict the host range of a virus.

Normal mouse
+ MHV

N ¥

Receptor knockout mouse
+ MHV

\ \

N N

FIGURE 3.7 The cellular receptor is an essential requirement for susceptibility
to the cognate virus. A comparison of control mouse (left) with a mouse in
which the gene for CEACAM1a (carcinoembryonic antigen cellular adhesion
molecule 1a) has been deleted (right). Both mice were infected with mouse
hepatitis virus, a coronavirus that causes a late demyelinating disease of the
spinal cord. The spinal cord of the control mouse shows severe demyelinating
lesions of the ventral white matter (arrows), in contrast to the normal
appearance of the spinal cord in the CEACAM1a~'~ mouse. The area of
demyelination is shown in blue in this false color image. After Hemmila E,
Turbide C, Olson M et al. CEACAM1a~'~ mice are completely resistant to
infection by murine coronavirus mouse hepatitis virus A59. Journal of Virology
2004, 78: 10156-10165.
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Extra cellular

Transition state:

Pre-entry virus

virion: stable First metastahle Second particle: stable Third processing
Virus and hydrophilic processing hydrophilic processing step: | hydrophobic step: membrane
family infectious step: priming | infectious triggering poorly infectious interaction
Influenza HAq Proteolytic HA; + HA, Low pH HA;* and HA,* Fusion
orthomyxovirus cleavage
TBE flavivirus prM-E Proteolytic B High [H+] E* Fusion
cleavage
Polio VPO-VP3-VP1 | Autolytic VP4 + VP2 + Receptor VP4* + VP2* + Pore formation?
picornavirus cleavage VP3 + VP1 binding VP3* + VP1*
Reo reovirus 03-pl Proteolytic pl High [K+] pl* Perforation?
degradation Autolytic

TABLE 3.1 Comparison of entry pathways used by different viruses. Shown are two enveloped viruses (influenza and TBE) and two naked capsid viruses (poliovirus
and reovirus) and the table emphasizes some parallels in the entry process used by these quite diverse viruses

HA: hemagglutinin; VP: virus protein; E: envelope protein; prM: pre-matrix protein; *: signifies an activated state of the protein. After Chandran K, Farsetta DL, Nibert ML. Strategy for
nonenveloped virus entry: a hydrophobic conformer of the reovirus membrane penetration protein j.1 mediates membrane disruption. Journal of Virology 2002, 76: 9920-9933, with

permission.

Knockout mice did not support the replication of virus
and did not develop demyelinating lesions, indicating
that CEACAM a is the sole receptor for this virus.

Viral attachment proteins

As noted above, attachment of the virus particle to its
cellular receptor is conferred by a virion surface protein,
often called the viral attachment protein (VAP). As a
rule, there is a single VAP, although other viral surface
proteins often play an essential role in the steps that fol-
lowing the initial attachment of virions to the cell sur-
face. For enveloped viruses, the VAP is almost always a
surface glycoprotein that oligomerizes to form spikes
that protrude from the viral envelope. Mutational map-
ping indicates that a restricted domain on the outermost
region of the VAP is responsible for binding, as shown in
Figure 3.8 for the influenza virus hemagglutinin. For
non-enveloped naked viruses, the VAP is one of the sur-
face proteins that forms the external ordered structure of
the viral capsid.

Antibodies that neutralize a virus (see Chapter 6)
frequently act by blocking the receptor-binding domain
of the VAP. Often the receptor-binding domain of a VAP
lies in a recessed pocket where it is not directly accessible
to antibodies. In such instances, antibodies that bind to
epitopes close to the pocket can neutralize the virus.
However, viral mutations that alter the epitope structure
can escape neutralization, without affecting receptor
binding. Such escape mutants allow many different virus
serotypes to use the same receptor-binding domain of
the VAP, as seen for rhinoviruses. Neutralizing antibody
escape mutants of this kind are important for the per-
sistence of some viruses, including HIV (see Chapters 10
and 14).

Viral entry

Viral entry is a multistep process that follows attachment
of the virion to the cellular receptor and results in depo-
sition of the viral genome (nucleocapsid) in the cytosol

or in the nucleus. Viruses use a number of different
pathways, which are the subject of ongoing research and
the molecular details are not yet entirely understood for
any of them (Table 3.1).

Influenza virus

The low pH-dependent entry of enveloped viruses is
exemplified by influenza virus (Figure 3.8). The sequen-
tial steps in entry include: attachment of the hemagglu-
tinin (HA) spike (the VAP) to sialic acid receptors on the
cellular surface; internalization of the virion into a
clathrin-coated pit, movement into an endocytic vac-
uole; fusion of the endocytic vacuole with lysosomes,
with lowering of the pH below pH 5.5; a drastic alter-
ation in the structure of the HA1 trimer, with re-orienta-
tion of the HA2 peptide to insert its hydrophobic fusion
peptide into the vacuolar membrane; fusion of viral and
vacuolar membranes; and release of the viral nucleocap-
sid into the cytosol. Nearly all RNA viruses replicate in
the cytoplasm, but influenza virus is an exception.
Following fusion, the eight influenza genome segments
are transported through the nuclear pore, using a nuclear
import signal-requiring transport mechanism.

HIV

HIV is another important example in which fusion occurs
at the plasma membrane (without internalization of the
virion and without the requirement for acidic pH);
again, there are steps involving receptor-induced confor-
mational changes in the structure of the VAP (gp120
surface protein of HIV) that leads to fusion of viral and
plasma membranes (described in Chapter 14).

Herpes simplex virus (HSV)

The entry of HSV, an a-herpesvirus, is a good example of
viral entry that utilizes multiple types of spike glycopro-
teins to bind to and enter cells. As summarized in Table
3.2, there are at least three distinct events: first, attach-
ment of gB to heparan sulfate, a complex carbohydrate



Influenza
virion

HA (hemagglutinin)
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FIGURE 3.8 Diagram of the stepwise entry of influenza virus at a cellular
level. Key events are attachment of the virion; internalization of the virion by
endocytosis; lowering the pH (to <pH5.5) of the endocytic vacuole leading to
drastic reconfiguration of the viral attachment protein (hemagglutinin, HAL
and HA2); insertion of a hydrophobic domain of HAZ into the vacuolar
membrane; fusion of the viral and vacuolar membranes; release of the viral
nucleocapsid into the cytosol. In the case of influenza virus, there is a further
series of steps in which the nucleocapsid complexes are imported into the
nucleus, but this is atypical for RNA viruses, most of which replicate in the
cytosol. This cartoon shows a nucleocapsid containing one of the eight
genome segments of influenza virus.

expressed on the surface of many cell types; second, bind-
ing to one of several potential protein receptors on the cell
surface; and third, fusion of the viral envelope with the
plasma membrane. Tissue tropism is determined in part
by the distribution of the protein receptors: both HVEM
(herpesvirus entry mediator) and nectins are expressed
on epithelial cells and fibroblasts (cells initially infected),

Step Viral
in entry proteins Cellular targets
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Initial gB or gC Heparan Can be
binding sulfate mediated by
(ubiquitous) alternate viral
glycoproteins,
not absolutely
required for
infection
Further gD HVEM Alternate
attachment (lymphocytes, receptors used
epithelial cells, | for different
fibroblasts) cell types
or nectin-1
or nectin-2
(neurons,
epithelial cells,
fibroblasts)
Fusion gD + gB + | Plasma Requires all
gH—glL membrane listed viral
glycoproteins

TABLE 3.2 Viral and cellular molecules involved in the entry of an
«-herpesvirus. HSV entry is mediated by several viral glycoproteins that
participate in sequential steps leading to fusion of the HSV envelope with the
plasma membrane and the entry of the viral capsid into the cytosol

Heparan sulfate: a glycosaminoglycan; HVEM: herpesvirus entry mediator, member of the
TNF receptor family of proteins; nectins: members of the immunoglobulin superfamily of
proteins. After Spear PG. Herpes simplex virus: receptors and ligands for cell entry.
Cellular Microbiology 2004, 6: 401410, with permission.

while HVEM is likely the receptor on lymphocytes and
nectins are the receptors on neurons (secondarily infected
cells). Thus, HSV uses at least two different receptors to
infect different cell types. HSV can also use an endocytic
entry pathway in some types of cultured cells.

Naked capsid viruses

For naked capsid non-enveloped viruses, viral entry also
begins with attachment to the cellular receptor and ends
with release of the viral nucleocapsid or the genome into
the cytosol or nucleus. However, there are fundamental
differences from enveloped viruses, since membrane-
membrane fusion is not involved. Figure 3.9 shows one
example, SV40 (simian virus 40), a polyoma virus. SV40
is a small (45 nm diameter) viral capsid with a double-
stranded (ds) DNA genome. It binds to sialic acid recep-
tors, enters via cellular caveolae, is transported along
microtubules, enters the endoplasmic reticulum and
crosses the nuclear membrane through NPCs (nuclear
pore complexes).

Most DNA viruses, with the exception of poxviruses,
replicate within the nucleus of the cell. To initiate replica-
tion, the nucleocapsid must be transported through the
cytosol to the nuclear membrane, cross via nuclear pores
and enter the nucleus. The steps in transmission of the
nucleocapsid into the nucleus involve specific transport
mechanisms, and there are a number of different strate-
gies that are used to import the viral genome (and associ-
ated proteins) through the NPC (nuclear pore complex).
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FIGURE 3.9 Entry of a naked capsid virus. Steps in entry for SV40 (simian
virus 40) include: (1) virus binds to gangliosides in the plasma membrane;

(2) virus is inserted into lipid rafts; (3) lipid rafts are incorporated in caveolae;
(4) caveolar endocytosis occurs; (5) caveolae associate with caveosomes and
virus enters caveolin-free vesicles; (6) vesicles associate with dynein and are
carried along microtubules; (7) vesicles pass virus to the smooth endoplasmic
reticulum; (8) virus is released close to nuclear pore complexes (NPCs) and
enters the nucleus. After Smith AE, Helenius A. How viruses enter cells. Science
2004, 304: 237-242, with permission.

TROPISM
Tropism determined by cellular receptors

As indicated at the beginning of this chapter, cellular
receptors are unequally expressed on different cell types

and this distribution limits the cell types that are per-
missive for a given virus group. One classic example is
the poliovirus receptor.

Poliovirus

Poliovirus was one of the first animal viruses to be isolated
(1908) and it was early recognized that the virus could
only infect humans and non-human primates, in contrast
to many other human viruses like influenza virus and
herpes simplex virus that could readily infect rodents
and other experimental animals. Two findings focused
attention on the viral receptor as a determinant of the
species specificity of poliovirus: homogenates of pri-
mate tissues could bind virus much more avidly than
similar homogenates from non-primates and transfec-
tion of RNA extracted from virions could produce a sin-
gle round of infection in non-primate cells. Taken
together, these observations suggested that the species
specificity (or tropism) of poliovirus was determined by
the viral receptor. It was inferred that the species restric-
tion of poliovirus is due to the close similarities between
the receptor glycoprotein expressed by all primates,
while the homologous glycoprotein differs significantly
in non-primate species. Cytogenetic experiments indi-
cated that the putative poliovirus receptor was encoded
by human chromosome 19.

In 1989, using DNA transfection, the gene encoding
the human poliovirus receptor (PVR) was isolated and
shown to encode a previously unknown surface protein of
the immunoglobulin superfamily. Poliovirus is an
enterovirus that replicates in the gut and is excreted in the
feces. It produces a viremia, invades the CNS and then
infects and destroys the anterior horn cells, a very specific
set of lower motor neurons in the medulla and spinal cord,
thereby producing a characteristic flaccid paralysis (see
Figure 2.1). A survey of primate tissues indicated that
mRNA for the poliovirus receptor was expressed at differ-
ing levels in many organs. A high level of expression in
anterior horn cells was consistent with their susceptibility
to poliovirus infection. However, there were many discor-
dances between receptor expression and viral replication.
Table 3.3 shows that certain tissues or cells which expressed
the receptor mRNA robustly were not infected while other
cells that expressed only modest levels of receptor were
infected. It appeared that receptor expression is necessary
for susceptibility to infection, but is not sufficient to explain
the restricted tissue and cellular replication of poliovirus.

To explore the role of the PVR, transgenic mice were
created that express the human PVR (TgPVR). These
mice could be infected by intracerebral, intramuscular,
intraperitoneal and intranasal routes of inoculation, fol-
lowing which they developed infection of the brain and
spinal cord and became paralyzed. However, poliovirus
infection of TgPVR mice does not completely duplicate
infection in primates, since these mice cannot be infected
by the enteric route. Again, it appears that the PVR is nec-
essary but not sufficient completely to reproduce primate
susceptibility.

A line of TgPVR mice was created in which the gene
for the receptor for IFN«/3 was deleted, and these mice



_ PVR mRNA expression Poliovirus replication Cellular destruction

Central nervous system Neurons
Anterior horn spinal cord High High Severe
Posterior horn spinal cord High High Minimal
Medulla High High Moderate
Cerebellum High Moderate Minimal
Midbrain High Moderate Minimal
Forebrain High Moderate Minimal
Thymus T lymphocytes High None None
Kidney Epithelial, tubule cells High None None
Lung Alveolar cells High None None
Adrenal Endocrine cells High None None
Intestine Many Low None None
Spleen Lymphocytes Low None None
Skeletal muscle Myocytes Low Moderate None

TABLE 3.3 Receptor expression is necessary but not sufficient to explain poliovirus tissue tropism. Expression of mRNA for the human poliovirus receptor (PVR) in
transgenic mice and expression of poliovirus RNA and cellular damage following infection of the same mice. Virus replication is confined to cells where the PVR is
expressed at a high level, but there are many tissues that are not infected in spite of PVR expression

After Ren R, Racaniello VR. Human poliovirus receptor gene expression and poliovirus tissue tropism in transgenic mice. Journal of Virology 1992, 66: 296304, with permission.

were compared with interferon receptor-competent
TgPVR. After infection with poliovirus, the virus repli-
cated to high titers in the central nervous system in both
kinds of mice, but in the TgPVR/IFNaRKO mice, virus
also replicated in many other tissues expressing the PVR
(Table 3.4). In addition, the TgPVR/TFNaRKO could be
infected by the oral route with a high dose of virus, while
the TgPVR were not infected by the oral route. It was
found that the poliovirus resistant tissues expressed consti-
tutive levels of IFN receptors — in contrast to the nervous
system — and it was suggested that this host innate response
(see Chapter 5) could be a critical factor that explained the
restricted tissue tropism seen in TgPVR mice.

Parvovirus B19

Parvovirus B19 causes a mild exanthem (known as ‘fifth’
disease or exanthem subitum) in children, but is mainly of
clinical importance because of its predilection for erythro-
cyte precursors in the bone marrow. This ability to repli-
cate in and destroy precursors of red cells, which can cause
a severe anemia, is an unusual tropism exhibited by very
few viruses. Autonomous parvoviruses such as B19 are
restricted in their replication to dividing cells, since some
of the cellular enzymes required for replication of par-
voviral DNA are only expressed during the S phase of cell
division. The receptor for B19 virus has been identified as
globoside, a neutral glycosphingolipid and the receptor
domain is probably the terminal galactose residue. Tissue
surveys show that globoside is present on many tissues
of mesodermal origin but comprises a higher proportion

Virus titer (log10 PFU per g tissue) in three
strains of mice

Spinal cord <2 8.3 8.3
Brain 3.4 6.8 7.3
Lung 3.0 3.6 6.8
Liver 2.5 3.0 6.7
Kidney 8.5 8.3 7.2
Spleen 4.6 5.0 7.3

TABLE 3.4 The effect of IFN receptors upon the tropism of human poliovirus
in mice. Three strains of mice — controls, TgPVR and TgPVR/IFNoRKO — were
infected intravenously with 107 PFU of Mahoney strain of human poliovirus
and tissues were assayed 3 days after infection. Poliovirus replicates to high
titer in the central nervous system of both strains of TgPVR mice, but has a
broad tissue tropism only in the interferon receptor knockout mice. Titers

of <10* likely represent residual injected virus, since the virus does not
replicate at all in control animals

TgPVR: transgenic mice expressing the poliovirus receptor; TgPVR/IFNaRKO: poliovirus
receptor mice in which the gene for the receptor for interferon /@3 was knocked out.
After Ida-Hosonuma M, Iwasaki T, Yoshikawa T et al. The alpha/beta interferon response
controls tissue tropism and pathogenicity of poliovirus. Journal of Virology 2005, 79:
4460-4469.

of the glycosphingolipids on erythrocytes and their rap-
idly dividing precursors than on other tissues. In this
instance, tropism is apparently associated with robust
expression of the viral receptor plus the restriction of
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replication to rapidly dividing cell populations. Some
humans lack the receptor for B19 virus and their cells are
totally resistant to infection. Again, receptor expression
is necessary but is not the only determinant of tropism.

Lymphocytic choriomeningitis virus (LCMV)

Different strains of LCMV exhibit differences in their tis-
sue tropism in vivo; clone 13 replicates preferentially in the
liver and spleen while the Armstrong strain replicates best
in the brain. Furthermore, these differences are determined
by a single amino acid at position 260 in the viral glycopro-
tein (the viral attachment protein), implying that tropism
may be correlated with ability to bind to the viral receptor.
Identification of the receptor as a-dystroglycan has led to
the recognition that differences in the degree of affinity to
this single receptor appear to correlate with differential tro-
pism. Thus, LCMV strains with high affinity for the recep-
tor replicate preferentially in the white pulp of the spleen,
ablate the virus-specific T lymphocyte cell response and

SIDEBAR 3.2

Some determinants of viral tropism

+ Cellular receptors

+ Activation of viral attachment or fusion proteins by host proteases
+ Temperature sensitivity of virion

+ pH lability of virion

+ Cellular transcription factors

+ Anatomical barriers

+ Host innate and acquired immune response

Receptor-binding domain

v

initiate a persistent infection. Virus strains with a low affin-
ity for the receptor replicate preferentially in the red pulp of
the spleen, do not ablate the immune response and are rap-
idly cleared. This example underlines the important
nuance that differences in the quantitative interaction of a
virus with a single receptor may have significant influence
upon tropism and the outcome of an infection.

Other determinants of tropism

In addition to receptor specificity, there are a number of
other determinants of tropism, some of which are sum-
marized in Sidebar 3.2. As a general rule, viruses with an
extended cellular host range spread more widely in vivo
and cause more serious disease.

Cellular protease requirement

A number of enveloped viruses are not infectious when
they bud from cells as mature virions because one of the
viral surface glycoproteins (either the viral hemagglutinin
or the viral fusion protein) requires proteolytic cleavage at
a particular site to be activated (Figure 3.10). In such
instances, infectious virus is only produced by replication
in cell types that secrete a cellular protease into the endo-
plasmic reticulum or Golgi apparatus, through which the
viral envelope proteins are processed. Alternatively, some
viral fusion glycoproteins may be cleaved by enzymes in
extracellular fluid. In many instances, the degree of sus-
ceptibility to proteolytic cleavage is determined by a few
amino acids (such as one versus several arginines) at the
site of cleavage, so that mutations in one or two critical
amino acids can alter the tissue tropism.

Fusion domain
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FIGURE 3.10 Schematic representation of the type 1 viral fusion proteins of six different virus families. The proteins are oriented with the exodomain pointing to the left,
the transmembrane domain indicated by vertical broken line and the endodomains to the right. Red triangles indicate the cleavage sites, black boxes the putative fusion
peptide and the vertical and horizontal bars HR1 and HR2 (heptad repeats), respectively. MHV: mouse hepatitis virus; SV5: simian virus 5; Ebola Gp2: ebola virus
glycoprotein 2; SeMNPV F: S exigua multicapsid nucleopolyhedrosis virus fusion protein. After Bosch BJ, van der Zee R, de Haan CAM, Rottier PJM. The coronavirus spike
protein as a Class | virus fusion protein: structural and functional characterization of the fusion core complex. Journal of Virology 2003, 77: 8801-8811, with permission.



The paramyxoviruses are enveloped viruses that
carry two surface glycoproteins, the hemagglutinin-
neuraminidase (HN) that acts as the viral attachment
protein and binds to the sialic acid containing receptors,
and the fusion (F) protein, that mediates fusion between
the viral envelope and the plasma membrane. In many
cases, the fusion protein exists as an inactive F, precur-
sor. Conversion into the fusion-active F, form requires
proteolytic cleavage of the F, protein in the intra- or
extracellular milieu. Not all cells secrete the activating
proteases, and this limits virus replication to selected cell
types, and explains why some paramyxoviruses do not
spread beyond the respiratory tract.

A case in point is Newcastle disease virus, a paramyx-
ovirus of birds. Virulent isolates of Newcastle disease virus
encode a fusion protein that is readily cleaved by furin, a
proteolytic enzyme present in the Golgi apparatus, so that
the protein is activated during maturation prior to reach-
ing the cell surface, and before budding of nascent virions.
This makes it possible for virulent strains of the virus to
infect many avian cell types, thereby increasing its tissue
host range, and causing systemic infections that are often
lethal. In contrast, avirulent strains of Newcastle virus
encode a variant fusion protein that is not cleaved during
maturation in the Golgi, so that nascent virus requires
activation by an extracellular protease. The required pro-
tease is found only in the respiratory or enteric tracts,
thereby limiting tropism to surface cells and conferring
an attenuated phenotype on the virus.

Temperature of replication

Most human viruses replicate optimally at 37°C, which
is the core body temperature of humans. However, some
mucosal surfaces such as the upper respiratory tract
have a lower temperature, about 33°C. Certain viruses,
such as rhinoviruses, that replicate in the epithelial cells
of the nose and throat, have been selected to grow opti-
mally at 33°C. Rhinoviruses replicate poorly at 37°C and
were originally isolated only when cell cultures were
maintained at 33°C. Such viruses are usually restricted
in their tissue distribution by their relative inability to
replicate at 37°C, which limits their spread beyond the
upper respiratory tract.

Acid lability and protease digestion

A number of viruses are enteric, initiate infection by inges-
tion, and are excreted in the feces, to be transmitted by
the fecal-oral route. The gastrointestinal tract presents a
harsh environment, due to the acid pH of the stomach, the
alkaline pH of the intestine, and the destructive effects of
pancreatic digestive enzymes. In general, enterotropism is
limited to viruses that can survive these adverse conditions,
although there are some exceptions. Thus, although most
respiratory viruses are swallowed to some extent, only a
few are enterotropic and can survive and replicate in the
gastrointestinal tract; adenovirus is an example. Some
enterotropic viruses, such as reoviruses, have exploited
the adverse conditions of the enteric tract so that they
undergo conversion to an infectious subvirion particle

(ISVP) by digestive enzymes. Proteolytic cleavage leads to
a conformational change in the viral attachment protein,
o1, permitting the virions to bind to a receptor on micro-
fold (M) cells, the first step in reoviral entry in the gut.

Transcriptional control of tropism

Following uncoating and entry of the viral genome,
there is a complex program of replication, in which the
virus utilizes a number of host proteins to transcribe its
genome, translate virus-encoded messages, and assem-
ble and release new infectious virions. Since cell types
differ in their ability to support each of these multiple
steps, tropism can be determined by cell-specific differ-
ences in replication.

One example is the papillomaviruses, DNA viruses
that replicate in skin and may cause tumors, varying from
benign warts to malignant cancer of the cervix (Figure
3.11). The skin is a somewhat unique tissue, in which new
cells are continuously produced at the innermost basal
layer of the epidermis, where germinal cells divide. These
cells gradually move outward, differentiating into ker-
atinocytes that are constantly being sloughed from the
superficial layers of the skin. Papillomaviruses commence
their replication in germinal cells that are permissive for
replication of the viral genomes. However, germinal cells
produce proteins that block the transcription of late struc-
tural genes of the virus. As the infected basal cells move
outward and begin to differentiate, they become permis-
sive for transcription and translation of the papillomavirus
structural genes, so that complete infectious virus is only
formed in cells that are about to be sloughed. Release of
virus from the superficial layers of dead cells promotes
the transmission of infection to new sites on the infected
person and also to new uninfected hosts. Not surprisingly,
only the skin (and mucous membranes for some papil-
lomaviruses) provides the complex cascade of transcrip-
tion factors that can support the complete program of
viral replication, explaining the very specialized tropism
of papillomaviruses. Papilloma virus receptors are not
sufficient for infection, since they are expressed on many
non-dermal cell types where virus cannot replicate.

Retroviruses are RNA viruses that have a complex
life cycle involving transcription of their genome into a
DNA transcript; this transcript is imported into the
nucleus where it dictates both the replication of nascent
RNA genomes and the transcription of viral messenger
RNA (discussed in Chapter 11). Promoters and
enhancers that regulate these transcriptional events are
located in the ‘long terminal repeat’ or LTR found at both
ends of the integrated viral genome. Some avian retro-
viruses (avian leukosis sarcoma viruses) are oncogenic,
but various members of the group differ in the location
and nature of the tumors that they induce, reflecting
variation in tissue tropism. Using molecular methods to
construct genetic hybrids between viruses with different
patterns of tropism, these differences in tropism have
been mapped in part to the LTR (Table 3.5). In this
instance viral tropism is partially determined by cellular
transcription factors that bind the viral LTR.
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FIGURE 3.11 Sequence of transcriptional events in the synthesis of papillomavirus in different layers of the epidermis. This diagram shows the steps in generation
and maturation of keratinocytes and the corresponding steps in viral replication. After Chow LT, Broker TR. Small DNA tumor viruses, in Nathanson N ef al. (eds)
Viral pathogenesis, Lippincott Raven Publishers, Philadelphia, 1997, 267-301, with permission.

A RAV-1 ++++ S
A RAV-0 = SRR
E RAV-1 = S
E RAV-0 = S

TABLE 3.5 Tropism of avian leukosis virus for muscle and bursal tissues of
chickens is determined by the viral envelope and by the viral LTR (long
terminal repeat). Replication in muscle appears to require the A envelope and
also the RAV-1 LTR, illustrating the multifactorial effect of viral genes on
tropism

Env: the genotype of the envelope protein that serves as the viral attachment protein for
avian leukosis virus; LTR: the LTR was derived from either of two viruses, RAV-1 (Rous
associated virus) or RAV-0. After Brown DW, Robinson HL. Influence of env and long
terminal repeat sequences on the tissue tropism of avian leukosis viruses. Journal of
Virology 1988, 62: 4828—4831, with permission.

Anatomic barriers

Another determinant of tropism is the anatomic barriers
that limit the passive diffusion of cells and molecules. The
ability of a virus to breach these barriers, particularly the

blood-tissue barrier, influences its distribution (See Figure
2.7). Neurotropic viruses, which usually cross the blood—
brain barrier to enter the central nervous system, illustrate
this point. Under controlled experimental conditions,
different isolates of poliovirus cause paralysis at differ-
ent frequencies, and this correlates with the titer of
viremia that they induce; presumably high titer viremia
increases the probability that poliovirus can invade the
central nervous system. Furthermore, the permeability
of the blood-brain barrier can be altered in various
ways, which influences the frequency of invasion of the
central nervous system.

Before the introduction of poliovirus vaccines, it
was well established that only about 1% of infections
resulted in paralytic disease. Every effort was made to
determine and reduce the risk that infection would lead
to paralysis. Epidemiological studies indicated that rou-
tine childhood injections (such as injected vaccines)
were associated with an increased frequency of paralytic
poliomyelitis within one month of injection. One hall-
mark of ‘provocation’ poliomyelitis was localization to
the arm in which the vaccine had been injected.
Apparently, intramuscular injection caused a temporary
localized increase in permeability of the blood-brain



barrier, increasing the probability of localized virus inva-
sion of the central nervous system.

Host response to infection

As described in Chapters 5 and 6, innate and acquired
immune responses have a major impact on the extent
and outcome of infection. In addition, tissue-specific
responses may vary, and these could influence tropism.

Poxviruses are an important example of this phe-
nomenon, partly because their tropism is apparently not
receptor mediated. In addition, with their large genomes,
poxviruses have the capacity to encode a variety of genes
that help them to evade the host response to infection.
Myxoma virus, a poxvirus of rabbits, has long been
known to have a host range restricted to rabbits, but the
mechanism has been obscure. Recent experiments have
shown that blockade of the type 1 interferon (IFN)
response renders mouse cells permissive for myxoma
virus, and makes mice susceptible to lethal infection with
myxoma virus. Studies of several poxviruses have estab-
lished the importance of differential evasion of host spe-
cific antiviral defenses as mechanism of tropism for this
group of agents.

Tropism and viral variation

Variation in the pathogenicity or virulence of different
isolates of a single virus is an important topic that is the
subject of Chapter 9. However, it is appropriate to men-
tion a few examples in which pathogenicity can be asso-
ciated with variation in tropism.

One striking example is avian influenza virus. A par-
ticular serotype (known by its hemagglutinin and neu-
raminidase as H5N2) circulates in domestic fowl as a
relatively innocuous cause of respiratory infection.
However, on several occasions, a virulent mutant of this
virus has appeared, and caused pandemic fatal disease in
commercial poultry flocks, first in Pennsylvania in 1983,
subsequently in Mexico in 1994, and in other countries
since then. In these epidemics, the hemagglutinin of the
virus acquired a mutation — deleting an O-linked glyco-
sylation site or increasing the number of basic amino
acids close to the HA1/HA2 cleavage site — that renders
the viral hemagglutinin more susceptible to proteolytic
cleavage. As a consequence the mutated virus has a much
broader tropism, since it can multiply in a wider range of
host tissues and replicate to higher titers, converting a
mild, sublethal infection to a rapidly fatal disease.

Another example is the differences in pathogenesis
between two similar strains of SHIV (chimeric viruses
bearing the envelope of HIV inserted into the genetic
backbone of SIV, simian immunodeficiency virus) that
use different co-receptors (Figure 3.12). When SHIVs are
constructed bearing the two different types of HIV gp120
envelope genes, there is a striking difference in pathogen-
esis (Figure 3.12). The macrophage-tropic SHIV prefer-
entially infects and destroys T cells in the lamina propria
of the intestine with little reduction of CD4-positive T
lymphocytes in the blood. The T lymphocyte tropic SHIV
destroys T cells in the regional lymph nodes and cause a
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FIGURE 3.12 Differences in the coreceptor specificity of two virus strains
influence their tropism. This figure compares two strains of SHIV (chimeric
simian human immunodeficiency virus), T-tropic and M-tropic (T cell line-
tropic and macrophage-tropic). Upper panel: both viruses produced similar
levels of viremia. Lower panel: T-tropic SHIV reduced circulating CD4 T
lymphocytes, while M-tropic SHIV did not. After Harouse JM, Gettle A, Tan RCH,
Blanchard J, Cheng-Mayer C. Distinct pathogenic sequelae in rhesus
macaques infected with CCR5 or CXCR4-tropic strains of SHIV. Science 1999,
284: 816-819, with permission.

marked depletion of CD4-positive T lymphocytes in the
blood, and the rapid onset of AIDS (‘crash and burn’
model).

REPRISE

Tropism refers to the localization of a virus or disease to
specific cells and tissues, which has an important influ-
ence on its disease signature. The most significant deter-
minants of viral tropism are cellular receptors, which can
be proteins, sugars, or lipids. Receptors are necessary —but
not sufficient—to confer susceptibility on cells and tissues
and some viruses can utilize more than one molecule as a
receptor. Following initial virus attachment to a cell, there
is a multistep process of entry, followed by replication,
assembly, and exit, and each of these steps can also limit
the spectrum of susceptible cells. Other factors that deter-
mine tropism include the ability of the virus to survive in
the hostile extracellular environment, its ability to repli-
cate at different temperatures, its requirement for extra-
cellular enzymes, and its ability to cross the hosts’ external
and internal anatomical barriers. Finally, cells of different
tissues and species differ in their response to infection
with a given virus, and this also influences the host range
and disease signature of each virus.
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Virus—Cell Interactions

Neal Nathanson and Diane E. Griffin

HOW DO VIRUSES AFFECT CELLS?

Viral infection of the cell, with subsequent production of infectious virus,
often results in cell death. However, there are many variations on this theme.
Some viruses can cause highly productive infections without death of the cell
and release of progeny virus may occur without cytolysis. Conversely, viruses
can induce marked effects by binding to the cell surface without entering the
cytosol, or as the result of an incomplete cycle of replication that fails to pro-
duce new infectious virions. Alterations in the host cell can be mediated by
interfering with a wide variety of normal cell functions, or by inducing a new
cascade of cellular processes that leads to apoptosis or programmed cell
death. This chapter describes this plethora of virus—cell interactions, many of
which can best be studied in cell culture systems (Sidebar 4.1).

SIDEBAR 4.1

Viral effects on host cells: some generalizations

+ Viral infection may kill host cells but cytopathic effects are not a
necessary consequence of viral replication. Conversely, cytopathic
effects can be induced by viruses without completing a productive cycle
of replication.

+ Binding of a viral attachment protein to its cognate cellular receptor, in
itself, can initiate dramatic effects such as cell-to-cell fusion, apoptosis
or signaling cascades.

+ During infection, some viruses induce a global downregulation of
transcription of host genes, while viral genes are actively transcribed.
Infection with other viruses may have a differential effect upon
transcription of genes of the host cell, some of which are upregulated,
others downregulated and some unchanged.

+ Virus infection can reduce translation of host mRNA while viral
messages are translated at a high rate, due to differential mechanisms
of translation initiation.

+ Viral infection can alter the expression of certain cell surface proteins,
such as the cellular receptor for the virus or MHC (major
histocompatibility complex) class I proteins.
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Productive viral replication may not destroy
host cells

Does viral replication necessarily compromise normal
cellular function? Most viruses utilize only a small frac-
tion of the total protein synthetic machinery of the host
cell, often estimated at ~1%. During a highly productive
infection, a cell may produce ~1000 virions during a
24-hour period, of which perhaps 100 are infectious. If
each virion contains <5000 molecules of protein, then <5
million molecules of viral proteins will be produced
daily. This is dwarfed by the daily cellular production of
approximately one billion protein molecules, implying
that productive viral infection need not compromise the
normal synthetic activity of the cell.

Can nascent virus be released without lysis of the
host cell? Non-enveloped viruses assemble intracellularly
and efficient release often requires lysis of the host cell to
free individual virions. However, enveloped viruses, par-
ticularly enveloped RNA viruses, normally mature by
budding across a cellular membrane, either the plasma
membrane or an internal membrane, such as the endo-
plasmic reticulum or Golgi apparatus. Virions are then
released from the plasma membrane or by exocytosis of
the content of intracytoplasmic vesicles, in a manner sim-
ilar to the release of secreted proteins. Under these cir-
cumstances, virus dissemination does not depend upon
cytolysis and the infected cell may continue to produce
infectious virions indefinitely, unless the immune response
intervenes to destroy infected cells or limit virus produc-
tion. Figure 4.1 compares intracellular virus accumulation
for a typical cytolytic non-enveloped and a non-cytolytic
enveloped virus.

Productive viral replication is not required for
cytopathology

Conversely, a virus may initiate pathological processes in
potential host cells without completing a productive cycle
of infection. From the first contact, a virus may impact the
potential host cell. Fusion initiated by enveloped viruses is
a most dramatic example. As described in Chapter 3,
fusion is a critical step in the cellular entry of enveloped
viruses and leads to deposition of the viral nucleocapsid
complex in the cytosol. When applied to uninfected cells, a
viral inoculum may produce massive fusion of host cells
that are converted into a multinucleated syncytium within
minutes. This ‘fusion from without’ phenomenon does
not require replication since it can be induced with a virus
stock whose genomes have been inactivated by radiation.
In fact, the fusion activity of certain viruses is so striking
that it is used by cytogeneticists as a method for produc-
tion of heterokaryons, involving the fusion of two differ-
ent cell types to make a cell that contains two different
nuclei. Sendai virus, a paramyxovirus, has frequently been
used for this purpose. Figure 4.2 shows a typical virus-
induced syncytium.

Many viruses cause abortive infections in certain
cell types that fail to provide the required cellular pro-
teins necessary to complete transcription, translation
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FIGURE 4.1 Comparison of replication of a cytolytic and a non-cytolytic
virus. Cytolytic poliovirus replicates rapidly, cells begin to die about 8 hours
after infection, terminating virus replication and releasing cell-associated
virus. Non-cytolytic lymphocytic choriomeningitis virus (LCMV) replicates more
slowly than poliovirus but does not kill most infected cells which continue to
produce cell-associated virus, much of which is released by budding through
the plasma membrane. Poliovirus: after Darnell JE, Levintow L, Thoren MM,
Hooper JL. The time course of synthesis of poliovirus RNA. Virology 1961, 13:
271-279. LCMV: Lehmann-Grube F, Popescu M, Shafer H, Geschwinder HH.
LCM virus replication in vitro. Bulletin WHO, 1975, 52: 443-456, with
permission.

FIGURE 4.2 Syncytia produced by an enveloped RNA virus. Both panels show
cell cultures exposed to La Crosse virus, a bunyavirus. The culture on the right
was then treated with a low pH buffer for a few minutes to initiate the fusion
process, while the control culture on the left was exposed to only a neutral
buffer (fusion did not occur). Acid-dependent fusion is characteristic of many
RNA viruses that only initiate fusion after they have undergone endocytosis
and the pH has dropped in the endocytic vacuole. After Gonzalez-Scarano F,
Pobjecky N, Nathanson N. La Crosse bunyavirus can mediate pH-dependent
fusion from without. Virology 1984, 132: 222-225.

and assembly of new infectious virions. However, such
abortive infections may lead to cell death via some of the
pathways described later in this chapter. Again, produc-
tive virus replication and cellular alterations are not
necessarily linked.
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TABLE 4.1 Differences in the capacity of reovirus strains to induce apoptosis are determined by the viral attachment protein o1 that is encoded by the genome
segment S1. Mouse fibroblasts (L929 cells) were infected with type 1 Lang (T1L) and type 3 Dearing (T3D) strains of reovirus and reassortants between them and
the degree of apoptosis was determined by the proportion of cells that showed characteristic chromatin changes (condensed or fragmented) when stained with

acridine orange

After Tyler KL, Squier MKT, Rodgers SE et al. Differences in the capacity of reovirus strains to induce apoptosis are determined by the viral attachment protein o'1. Journal of Virology

1995, 69: 6972—6979, with permission.

CELLULAR RESPONSES TO VIRUSES
Responses to viral attachment

Fusion induced by binding of enveloped viruses to host
cells has just been described. A number of other effects
can also follow binding of a virus to its cellular receptor.
Apoptosis, or programmed cell death, is described later
in this chapter. Reovirus can initiate apoptosis just by
binding to certain cell types and genetic studies show
that the o1 viral attachment protein of reovirus is
responsible for this effect (Table 4.1). Likewise, the viral
attachment protein of HIV-1 (the SU or surface enve-
lope protein, gp120) can induce apoptosis by binding to
its cognate receptor, the CD4 molecule. Experimental
evidence indicates that this effect is due to crosslinking
of individual CD4 molecules on the cell surface and the
effect can be mimicked by anti-CD4 antibodies.

Many viral receptors are cell surface proteins whose
function is to initiate transmembrane signaling, begin-
ning a cascade of intracellular biochemical steps. In some
instances, attachment of the viral surface protein will
mimic the effects of the ‘normal’ ligand for the receptor
and initiate the signaling cascade. For instance, the
gp120 envelope protein of HIV-1 uses members of the
chemokine receptor family, such as CCR5 and CXCR4, as
a viral coreceptor. In some instances, binding of gp120 to
CCR5 or CXCR4 will initiate transmembrane signaling
events, as evidenced by activation of intracellular path-
ways or biological effects such as chemotaxis or apoptosis.

Viral modulation of host cell transcription

Viral infection can affect RNA transcription of host cells
in different ways, depending upon the virus—cell combi-
nation. There may be a widespread downregulation of
transcription, or a mixed up- and downregulation of
different genes. These activities can lead to death of the
infected cell, alterations in the cellular phenotype, or
transformation and potential tumorigenesis.

Many viruses initiate a general reduction of host cell
transcriptional activity that often begins soon after
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FIGURE 4.3 The effect of infection with lymphocytic choriomeningitis virus
(LCMV) on the survival of infant mice is due to a reduction in the production of
growth hormone (GH). GH has two major functions, to enhance normal growth and
to regulate glucose metabolism. LCMV-infected mice exhibit retarded growth (not
shown on this graph) and hypoglycemia that leads to death within one month
of age. After Oldstone MBA, Rodriguez M, Daughaday WH, Lampert PW. Viral
perturbation of endocrine function: disordered cell function leads to disturbed
homeostasis and disease. Nature 1984, 307: 278-281, with permission.

infection. Although long known and much studied, the
molecular mechanisms of this phenomenon are not
completely understood. A well documented example is
infection with poliovirus, which rapidly induces a reduc-
tion in transcription by the three major RNA poly-
merases, Pol I, Pol I and Pol 111, that catalyse the synthesis
of ribosomal, messenger and transfer RNA, respectively.
Poliovirus induces a reduction in the availability of tran-
scription factors, as well as a decrease in the amount of
polymerase associated with the DNA templates, leading
to an acute drop in the rate of synthesis of mRNAs for
many cellular proteins.

In some instances, viral infection decreases the tran-
scription of a specific gene in a differential manner. One
of the most intriguing examples is the ability of certain
strains of lymphocytic choriomeningitis virus (LCMV) to
cause growth retardation in suckling mice (Figure 4.3).



44

Chapter 4 e Virus—Cell Interactions

Relative amount of RNA

Function of mm Ratio LCMV/
DNA probe for protein Uninfected
Actin Housekeeping 0.11 0.10 0.9
Collagen Housekeeping 0.96 0.46 0.5
TSH Hormone 1.72 0.69 0.4
GH Hormone 3.80 0.24 0.08

TABLE 4.2 Transcription of specific mRNAs from the nuclei of pituitary cells isolated from normal and
LCMV-infected mice reveals a differential reduction of the expression of the message for growth
hormone. The table shows the relative amounts of hybridization of P*-labelled nuclear runoff products
from pituitary nuclei isolated from mice infected 15 days previously with LCMV compared with

uninfected control animals

TSH: thyroid-stimulating hormone; GH: growth hormone. After Klavinskis LS, Oldstone MBA. Lymphocytic
choriomeningitis virus selectively alters differentiated but not housekeeping functions: block in expression of growth
hormone gene is at the level of transcriptional initiation. Virology 1989, 168: 232235, with permission.

This effect was traced to a reduced production of growth
hormone (GH) by the pituitary gland and it was shown
that LCMV produced a non-lytic persistent infection of
the GH-producing cells of the pituitary. LCMV infection
was associated with a reduced level of GH mRNA and,
surprisingly, this effect was messenger-specific because
the mRNA levels for another hormone, prolactin, and for
‘housekeeping’ genes, such as actin, were reduced much
less (Table 4.2). Genetic manipulation showed that the
viral effect was associated with a domain in the GH pro-
moter that bound a specific transactivator, although the
precise molecular mechanism has yet to be determined.

Some viruses have a differential effect on the expres-
sion of selected host genes. Using a general method to
detect changes in levels of mRNA, it was shown that
human cytomegalovirus (CMV) infection was followed
by changes in transcription of ~5% of cellular genes;
approximately an equal number of genes exhibited
enhanced or reduced transcription. These changes pro-
duced many different effects, most of which have yet to
be studied. For instance, CMV infection drives host lym-
phocytes into cell division and some genes associated
with GO (cells in the vegetative state) are downregulated
while other genes associated with the cell cycle, such as
the cyclins, are upregulated.

Certain viruses increase transcription of cellular
genes, often in a selective manner. For instance, HTLV-1
(human T cell lymphotropic virus type 1) can transform
CD4 positive lymphocytes and this activity has been
traced to the tax protein, a non-structural viral protein.
Tax, by itself, can transform the cellular phenotype when
transfected into T lymphocytes. Tax apparently acts
indirectly, by binding to cellular transcription factors
and increasing their ability to upregulate host cell
transcription. It has a similar effect on the viral LTR (long
terminal repeat, the viral promoter), which contains an
element called CRE (cAMP responsive element) that

binds a transactivator, CREB (CRE binding). When tax
associates with CREB, it increases its ability to bind CRE
and (in association with a co-activator, CPB—CRE-bind-
ing protein) enhances the transcription of viral genes.

Viral modification of host cell protein
synthesis

As noted above, many viral infections are associated
with the downregulation of host cell protein synthesis.
This is accomplished through a wide variety of biochem-
ical mechanisms, most of which interfere with the initia-
tion of translation of mRNA. Yet, translation of viral
messages is maintained, to insure the production of large
amounts of structural proteins for assembly into nascent
virions. How is this accomplished? Poliovirus, one of the
best studied examples, illustrates the process.

Poliovirus and many other picornaviruses contain a
viral protease that markedly reduces synthesis of host
proteins. The protease cleaves a cellular protein essential
for the binding of the ribosome to mRNA, a step required
for the initiation of translation. Viral messages are trans-
lated by a mechanism different from host RNA messages,
involving an internal ribosomal entry site (or IRES ele-
ment) and this process does not require the cellular
protein cleaved by the viral protease (Figure 4.4). This
ingenious arrangement permits the virus to interfere with
host protein synthesis while ensuring the continued syn-
thesis of viral proteins.

Virus-induced alterations in cellular
membranes

Cell fusion, described above, is probably the most strik-
ing effect of viruses upon cellular membranes. There are
anumber of other important effects that viruses can have
upon the membranes of host cells.
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FIGURE 4.4 Picornaviruses inhibit host cell protein synthesis by the action of a viral protease, protein 2A, that cleaves a cellular protein, elF4G (eukaryotic
Initiation Factor 4G). Cellular mRNA molecules are modified (capped) at their 5’ end and are very poorly translated. Polioviral messages are not capped but contain
an internal ribosomal entry site (IRES) that is recognized by the ribosome in the absence of elF4G, leading to efficient translation of viral mRNA. elF: eukaryotic
Initiation Factor; IRES: internal ribosomal entry site; 40S, 43S: ribosomal complexes. After Figure 4.2 in Hardwick JM, Griffin DE. Viral effects on cellular function,
Chapter 4 in Nathanson N et al. (eds), Viral pathogenesis, Lippincott Raven Publishers, Philadelphia, 1997 and Prevot D, Karlix J-L, Ohlmann T. Conducting the
initiation of protein synthesis: the role of EIFAG. Biology of the Cell 2003, 95: 141-156, with permission.

Blocking or downregulation of the cellular
receptor for virus

Animals or cells infected with avian sarcoma leukosis
viruses (ASLV) are known to resist superinfection by
other closely related strains of retroviruses and this pheno-
menon is used to classify these viruses into groups that
exhibit reciprocal resistance. An infected resistant cell
line sheds high titers of virus as well as many copies of its
envelope protein, sufficient to saturate the specific viral
receptor on the cell surface. This renders the cells resist-
ant to superinfection by viruses that utilize the same
receptor, while retroviruses that use different receptors
can still infect such cells (Figure 4.5).

A related phenomenon has been described for HIV, a
member of the lenti (slow) subgroup of retroviruses.
Quantitation of the expression of CD4 — the primary viral
receptor — on the surface of HIV-infected cells shows that
CD4 expression is reduced by at least 10-fold in compari-
son with uninfected cells. Three viral gene products con-
tribute to this effect; early in infection the Nef (negative
factor) gene and late in infection the env (envelope) and
the vpu genes downregulate surface expression of CDA4.
The three viral proteins probably act by quite different
mechanisms (Figure 4.6). The envelope glycoprotein
complexes with nascent CD4 in the endoplasmic reticu-
lum and vpu increases the degradation of CD4 trapped in
such complexes, while Nef induces endocytosis of CD4
that has already reached the plasma membrane.

Modulation of major histocompatibility complex
(MHC) expression

Some viruses persist in vivo in spite of an immune response
that includes virus-specific cytolytic T lymphocytes. As

described in Chapter 6, virus-infected cells digest viral
proteins and transfer oligopeptides to the endoplasmic
reticulum where they complex with class I MHC (major
histocompatibility complex) molecules. The MHC-
peptide complexes migrate to the cell surface where they
are recognized by the antigen-specific receptor on cytolytic
T lymphocytes, which then may attack the virus-infected
cells. Therefore, it is surprising that virus-infected cells
can persist in vivo. In some instances, the viral infection
down-modulates expression of class I proteins on the cell
surface, thereby reducing the amount of viral peptides
that can be displayed on the cell surface. Presumably,
this enables infected cells to resist attack by the antiviral
cellular immune response.

One interesting example of this phenomenon has
emerged from investigation of the Nef protein of HIV-1.
Nef is a small non-structural protein, the function of
which is somewhat enigmatic. Mutant strains of HIV-1
and SIV (simian immunodeficiency virus, the natural
‘HIV’ of monkeys), engineered to delete the Nef gene, are
able to replicate in cell culture with the same kinetics as
cognate Nef-expressing viruses. However, when monkeys
are infected with SIV strains containing a point mutation
in Nef, they quickly are replaced with viruses with a func-
tional Nef gene, implying that Nef has an important func-
tion in vivo. If a large mutation is made in Nef, such that
repair is impossible, the Nef-deficient virus exhibits an
attenuated phenotype with reduced viremia and delayed
or absent development of immunodeficiency. The Nef
protein has several functions, one of which is the ability to
downregulate the expression of MHC class I molecules on
the surface of infected cells. It is postulated that this effect
protects the virus against immune surveillance, thereby
increasing its ability to replicate and hence, its virulence.
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FIGURE 4.5 Blocking of infection among different retroviruses within the avian sarcoma/leukosis (ASLV) families. The four panels show the identical chicken cell
bearing two sets of receptors, for subgroup A and subgroup B ASLVs, respectively. Top panels: uninfected cells are susceptible to either a subgroup A or subgroup B
virus. Bottom left panel: cells previously infected with a subgroup A virus are resistant to superinfection with a second subgroup A virus, but retain susceptibility to a
subgroup B virus. Bottom right panel: cells previously infected with a subgroup B virus are resistant to superinfection with a second subgroup B virus, but retain
susceptibility to a subgroup A virus. After Coffin JM, Hughes SH, Varmus HE (eds), Retroviruses, Cold Spring Harbor Press, Cold Spring Harbor, 1997, with permission.

Conversely, the Nef-deficient virus is relatively avirulent,
presumably because virus-infected cells are more suscep-
tible to immune destruction.

Another important example of downregulation of
class I MHC is the adenoviruses. Some adenovirus
serotypes produce tumors in normal mice while others
do not (Table 4.3). The ability to produce tumors is
related to immune surveillance, because strains of aden-
ovirus that do not produce tumors in normal mice will
produce tumors in immunocompromised mice, such as
mice that have been thymectomized shortly after birth.
Furthermore, direct measurements show that low levels

of MHC class I proteins are expressed on cells trans-
formed by oncogenic adenovirus strains while high lev-
els are expressed on cells transformed by non-oncogenic
strains of virus. Together, these observations suggest that
oncogenic strains of adenovirus downregulate MHC
class 1 expression permitting adenovirus-transformed
cells to escape immune surveillance.

How does adenovirus regulate the expression of MHC
class I proteins, proteins which are a product of the cell not
the virus? This trait is related to a single adenovirus pro-
tein, the E1A (early) protein, which has a dominant nega-
tive effect on MHC class I expression. In uninfected cells,



47

Cellular Responses to Viruses

env

Tumors in

oD
So | Ok

Endosomes
Lysosomes

Clathrin-
coated pit

Endoplasmic
reticulum

Q)oi%

Ubiquitin-proteosome
degradative pathway

FIGURE 4.6 An example of viral proteins that downregulate the expression of
a cell surface protein. CD4 is a cellular protein expressed on the surface of a
subset of T lymphocytes that have a ‘helper’ function during immune
induction; CD4 also acts as the primary receptor for HIV (see Chapter 3). These
HIV proteins — Nef, env (gp160), vpu — combine to downregulate the
expression of CD4 on the surface of HIV-infected lymphocytes. Nef binds to the
cytoplasmic tail of CD4 and, through interactions with the AP-2 adaptor
complex, directs CD4 to clathrin-coated pits, whence it is endocytosed and
targeted to degradative lysosomes. Env binds to nascent CD4 in the
endoplasmic reticulum and vpu recognizes the complex and, in conjunction
with B-TrCP and Skp1p, directs it into the ubiquitin-proteosome degradative
pathway. Skp1p: proteasome targeting factor; B-TrCP: protein that binds to
Skplp. After Emerman M, Malim MH. HIV-1 regulatory/accessory genes: keys to
unraveling viral and host cell biology. Science 1998, 280: 18801884, with
permission.

transcriptional activator proteins, such as NFxB, bind to
DNA enhancer sequences just upstream from the MHC
class T promoter and increase transcription of class I
mRNA. The E1A protein of transforming adenoviruses
interferes with this activity by modifying (possibly by
dephosphorylating) NFxB, resulting in reduced expres-
sion of class I proteins on the surface of transformed cells.
The E1A protein of non-tumorigenic adenoviruses lacks
the ability to downregulate class I expression. As a result,

Adenovirus Immuno- MHC class |
Serotype compromised expression
Tumorigenicity mice on tumors
Adenovirus 5 No Yes High
Non-tumorigenic

Adenovirus 12 Yes Yes Low
Tumorigenic

TABLE 4.3 Tumorigenic activity of different adenovirus serotypes correlates with
downregulation of MHC (major histocompatibility complex) class | expression on
adenovirus-transformed cells

After Ricciardi, R. Adenovirus transformation and tumorigenicity, Chapter 23 in Prem Seth (ed.),

Adenoviruses: basic biology to gene therapy, R G Landes Co, Austin Texas, 1999.

non-oncogenic adenovirus serotype 5 will transform cells,
but these cells are destroyed by immune surveillance
mechanisms (Chapter 6).

Viral proteins that serve as ion channels

Another unusual effect of viruses on cellular membranes
is the alteration of membrane permeability by the intro-
duction of viral proteins that serve as ion channels. The
best studied example is the M2 protein of influenza virus
type A, which is incorporated in the viral envelope.
When influenza virus is endocytosed during the process
of viral entry (see Figure 3.8), the drop in pH leads to a
conformational change that converts the M2 protein
into an ion channel, thereby conducting H+ ions into
the interior of the virion. In turn, this internal drop in
pH leads to a dissociation of the M1 (matrix) protein
from the viral ribonucleoprotein (RNP) complex. This
dissociation is essential to infection, because it frees the
RNP complex for transport to the nucleus, a step
required for the initiation of transcription of the viral
genome.

Genomics analysis: an integrated approach

The introduction of microarray technology has facilitated
a genomics analysis of the cellular response to viral infec-
tion (see Figure 1.4). It is now possible to scan large num-
bers of mRNAs to determine which genes show major
deviations in transcription following infection. In turn,
this provides insights regarding both the viral program-
ming of cellular functions and the defensive response of the
host cell. As mentioned above, analysis of the response of
cultured leukocytes to human cytomegalovirus (HCMV)
showed at least two categories of responding genes: first
those involved in cell cycle regulation, oncogenesis and
apoptosis; and second, those involved in regulation of the
immune response. Also, exposure to inactivated HCMV
caused the upregulation of a great many more genes than
did infectious HCMYV, suggesting that the virus encodes
proteins that block the induction of some antiviral host
responses.
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VIRUS-INDUCED CELL DEATH: APOPTOSIS
AND NECROSIS

In recent years, it has been recognized that there are two
major pathways that lead to death of cells, necrosis and
apoptosis. Necrosis is the long established term for cell
death and can be induced by any severe insult to cells
such as heating, cooling, unphysiological pH, other
physical or chemical trauma, as well by the action of spe-
cific viral proteins. Necrotic cells can be identified by
loss of membrane integrity with spilling of cellular con-
tents and random degradation of DNA. The residual cel-
lular debris is then engulfed by local phagocytes,
producing a transient inflammatory scar.

Apoptosis, or programmed cell death, has been rec-
ognized in the last decade as a major alternative pathway
to cellular destruction. Apoptosis is accomplished by a
cascade of biochemical steps that produce several mor-
phological stigmata, including blebbing of the plasma
membrane (which remains intact in contrast to the
membranes of necrotic cells) and condensation of chro-
matin around the periphery of the nuclear membrane.
Terminally, the cell shrinks, condenses and breaks up into
membrane-bound apoptotic bodies that contain cyto-
plasm, nucleoplasm or both. Importantly, the plasma
membrane alters in such a way as to initiate phagocytosis
and removal without the inflammation that characterizes
necrosis. In addition, cellular DNA is enzymatically cut
into nucleosome-length fragments of 180-200 basepairs,
or multiples of this size, which produce a ladder when
the extracted DNA is electrophoresed on agarose gels.
The cytologic changes that are characteristic of apoptosis
can be detected by histological tests developed for this
purpose, such as the TUNEL assay.

Apoptosis, like many other cellular processes, is car-
ried out by a sequence of intracellular events that can be
defined at the cell surface or in the endoplasmic reticulum.

SIDEBAR 4.2

Apoptosis (programmed cell death) in viral infections

+ Cells may die through two pathways, necrosis or apoptosis.

These two routes to cell death can be differentiated by several
cytological and biochemical criteria.

Many viruses kill infected cells by inducing apoptosis rather
than necrosis. Apoptosis can be initiated at different points in
the infectious cycle, by specific viral proteins.

Some viral proteins act directly to induce apoptosis while
others act indirectly, by neutralizing the effect of a host cell
protein that blocks apoptosis.

In some instances, the difference between a virulent and an
avirulent strain of virus is mediated by variation in the ability
of a viral protein to initiate apoptosis or to overcome the effect
of a host cell protein that prevents apoptosis.

Some virus proteins can block the apoptosis pathway, leading to
prolonged cell life and increasing the yield of progeny virions.
Blocking of apoptosis is also a characteristic of some
transforming viruses.

The effector pathway usually is mediated by activation of a
cascade of caspase proteases that produce the various
stigmata of programmed cell death described above.
Initiation of apoptosis is controlled by regulator and
adapter proteins that are in a delicate balance. Healthy cells
bind trophic factors to surface receptors which, in turn,
sequester pro-apoptotic proteins (such as Bad); under
these conditions anti-apoptotic proteins (such as Bcl-2)
can inhibit the release of cytochrome c from mitochon-
drial membranes (that initiates the caspase cascade).

Originally, apoptosis was thought to be confined to
programmed growth and development of organs and
tissues. In addition to cell multiplication, cell migration
and cellular differentiation, programs of normal devel-
opment include the death of cells. Examples are forma-
tion of phalanges, development of the central nervous
system and elimination of lymphoreticular cells with anti-
self or other unwanted immune activities. More recently, it
has been shown that viruses often kill cells by inducing
apoptosis rather than via a necrotic pathway (Sidebar
4.2). Viral proteins can initiate apoptosis by a variety of
molecular mechanisms, many of which are not under-
stood in detail.

Initiation of necrosis by viral proteins

One example of a viral protein that initiates cellular
necrosis is Ebola virus, a filovirus (negative-stranded
enveloped RNA virus) that is maintained in a yet-to-be-
identified animal reservoir in Africa. Rarely, Ebola virus
crosses the species barrier to produce propagated human
outbreaks that are associated with mortality as high as
50% of diagnosed cases. Ebola disease is an acute hem-
orrhagic shock syndrome and pathologically there is
severe damage to the endothelial cells that constitute the
walls of capillaries. The envelope glycoprotein (GP) of
Ebola virus is the viral attachment protein that binds to
the cellular receptor and determines its tropism for
endothelial cells and monocytes. Quite separate from its
attachment function, intracellular expression of the GP
appears to be responsible for the cytotoxic effect of the
virus. Ebola virus GP contains a serine- and threonine-
rich mucin-like internal domain that appears to confer
its toxic activity because constructs in which this
domain has been deleted lack the toxic activity while
maintaining other functions of the protein. It has yet to
be determined how Ebola GP initiates necrosis.

Initiation of apoptosis by virus infection

It is now known that apoptosis can be induced at various
steps in the virus life cycle, depending upon the specific
virus. As mentioned above, reovirus can induce apopto-
sis via binding of the viral attachment protein, o1, to its
cognate cellular receptor and HIV can induce apoptosis
via binding to one of its coreceptors, CCR5 or CXCRA4.
Adenovirus initiates apoptosis early in its program of
transcription, via protein E1A, and the tat protein of HIV,
another early protein that acts as a transactivator of tran-
scription of the viral genome, can also initiate apoptosis.
The structural proteins of certain viruses, made later in



the replication cycle, may also induce apoptosis; exam-
ples are the envelope E2 protein of Sindbis virus, an
alphavirus, and the VP3 protein of chicken anemia virus,
a DNA virus.

In addition to direct induction of apoptosis, some
viral proteins may induce apoptosis indirectly, by inacti-
vating a host protein that blocks a constitutive cellular
apoptosis pathway. A neurovirulent strain of Sindbis
virus produces encephalitis and neuronal death in mice
and the neurons are positive in the TUNEL assay indi-
cating that neuronal death is mediated via the apoptosis
pathway. By contrast, an avirulent strain of Sindbis virus
fails to kill infected neurons. The bcl-2 oncogene encodes
a cellular protein that is known to block the apoptosis
pathway in many normal cells and cell lines that express
bcl-2 resist the lethal effects of Sindbis virus while those
that do not express bcl-2 are often killed. A genetic
recombinant strain of neurovirulent Sindbis virus,
which expresses the bcl-2 gene (in addition to viral
genes), exhibits the phenotype of avirulent Sindbis virus
when used to infect mice. These correlations suggest that
the ability of virulent Sindbis virus to kill neurons may
be due to its ability to overcome the anti-apoptotic effect
of the host cell genes such as bcl-2.

Poliovirus is another example of a virus that initiates
apoptosis via an indirect mechanism. The poliovirus 2A
protein is a protease that has several activities required for
preferential translation of poliovirus uncapped mRNA
relative to cellular capped mRNAs (Figure 4.4). In addi-
tion, the 2A protease induces cellular apoptosis, presum-
ably by cleaving selected cellular proteins, although the
exact mechanism is yet to be determined.

Anti-apoptotic actions of viral proteins

Although a number of viruses can induce apoptosis in
infected cells, some viral proteins block the apoptosis
pathway, thereby prolonging the production of virus by
infected cells. Several herpes, pox and adenoviruses pro-
duce apoptosis-blocking proteins. The adenovirus exam-
ple is interesting because one viral protein initiates
apoptosis while another protein blocks the apoptosis

_ | Initiation of _ | Transformed

| cell cycle | phenotype
E1A

_ | Stabilizes »| Apoptosis

> 053 _|_ »| ApPop

E1B
(19K and 55K)

FIGURE 4.7 Some viruses produce proteins that both induce apoptosis and
block apoptosis. The adenovirus E1A gene drives resting cells into cell cycle
and thence into a transformed phenotype. The same gene product also
stabilizes p53, an anti-oncoprotein, and p53 initiates apoptosis. Thus cells
transformed with E1A alone undergo transient transformation but the
transformed foci quickly die. Adenovirus E1B encodes a p19 and a p55 protein
and both of these proteins block the apoptosis pathway. Cells co-transformed
with both E1IA and E1B genes undergo stable transformation.
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pathway. As illustrated in Figure 4.7, E1A, one of the
transforming proteins of adenovirus, drives resting cells
into cell cycle; at the commencement of cellular S phase,
the intracellular environment becomes permissive for the
replication of this small DNA virus. E1A, by itself, induces
the transformed phenotype, manifested by the appear-
ance of foci of continually dividing cells. However, these
foci wither and die because E1A also induces apoptosis.
However, E1B, another adenovirus protein, is capable of
blocking the apoptosis pathway and cells co-transfected
with both E1A and E1B are stably transformed.

HOW VIRUSES USE HOST CELLS
Viruses and the cell cycle

Many viruses replicate preferentially in cells that are in a
specific phase of the cell cycle. The smallest viruses encode
a very few proteins and are dependent upon the cell to
provide a large number of the proteins required for repli-
cation of the viral genome and for the transcription and
translation of viral messages. Often these required pro-
teins are expressed only at a specific point in the cell cycle,
limiting virus replication to cells at the required phase of
the cycle. In some instances, the virus can control cycling
of the cells that it has infected, in order to maximize its
ability to replicate. One frequent strategy exhibited by a
number of DNA viruses, whose genomes replicate solely
or preferentially in cells in the S phase (DNA replicating
phase) of the cycle (e.g. parvoviruses, adenoviruses, her-
pesviruses, papillomaviruses), is to induce infected cells to
begin cycling, favoring replication of the viral genome.

One example is HHV8 (human herpesvirus 8), a
virus associated with Kaposi’s sarcoma, an unusual vas-
cular tumor that occurs most frequently in patients with
AIDS. HHVS has a number of genes that are ‘pirated’
cellular genes, which are used by the virus to control the
cell cycle. HHVS8 expresses a GPCR (G-protein coupled
receptor) that is active in the absence of any ligand and
can transform cultured fibroblasts by activating one or
several intracellular signaling pathways. Also, the viral
GPCR initiates the synthesis and secretion of VEGF
(vascular endothelial growth factor), a powerful angio-
genic agent that is expressed by the spindle cells that
characterize Kaposi’s sarcomas. Further, several HHV38
genes lead to upregulation of the proteins that initiate
cellular entry from G1 into S phase, leading to cell divi-
sion (Figure 4.8). Additional examples of viruses that
express modified forms of cellular proteins with trans-
forming activity are discussed in Chapters 11 and 12.

Other viruses require (or prefer) cells that are at
another point in the cell cycle. HIV preferentially infects
CD4-positive T lymphocytes that are dividing, but it
arrests the cell cycle in G2, probably because the cellular
environment is then optimal for transcription from the
viral LTR. This effect is mediated by the Vpr protein of
HIV, a small regulatory protein expressed early after
infection and has been attributed to inactivation of the
cyclinB1/Cdc2 kinase complex that moves the cell cycle
from G2 into mitosis.
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FIGURE 4.8 Viral proteins can initiate the cell cycle and stimulate proliferation
of infected cells. In this example, several proteins encoded by HHV8 (human
herpesvirus 8) initiate the cell cycle by direct stimulation of the transcription
of cyclins and cyclin-dependent kinases (CDK) and by activation of proteins,
such as retinoblastoma protein (pRb), that provide a brake on the cell cycle.
E2F: family of related transcription factors; vIRF-1: viral interferon regulatory
factor 1; vIL-6: viral interleukin 6; LANA-1: latency-associated nuclear
antigen-1. After Direkze S, Laman H. Regulation of growth signalling and cell
cycle by Kaposi's sarcoma-associated herpesvirus. Infernational Journal

of Experimental Pathology 2004, 85: 305-319, with permission.

Utilizing host chromosomes: Epstein-Barr virus (EBV)

EBV is a y-herpesvirus that is maintained as a latent infec-
tion of B lymphocytes. The viral genome replicates once
every cell cycle and the newly synthesized genomes segre-
gate into daughter cells, but the virus does not encode
enzymes needed for DNA replication. Instead, an EBV
protein, the EBNA-1 protein (Epstein-Barr nuclear anti-
gen) tethers the viral origin of replication to the mitotic
spindles of replicating host cells. This insures both the
replication of the viral genome in tandem with that of the
host cell and the accurate segregation of viral genomes
into daughter cells.

Viral interactions in proliferating cells: measles
virus and human immunodeficiency virus (HIV)

It is well known that HIV replicates more robustly in
proliferating than in resting CD4+ lymphocytes (see
Chapter 14). An unusual example of this phenomenon is
co-infection with HIV and measles virus. Measles virus
infection of humans is characterized by transient pro-
found immunosuppression but, paradoxically, when
HIV-infected children are infected with measles there is
a transient dramatic decrease in the level of plasma HIV.
This phenomenon can be reproduced in cell cultures of
blood lymphocytes that are first infected with HIV and
later superinfected with measles virus. Measles virus infec-
tion induces a significant decrease in the proliferation of T
lymphocytes accompanied by a significant reduction in
HIV replication.

Viral exit from host cells

To perpetuate itself, a virus must be released from infected
host cells and freed to spread further. For several reasons,

release can pose tactical problems for viruses. For instance,
they may be trapped within infected cells if the virus is not
cytolytic, or they may rebind to receptors on the surface
of the cell from which they are emerging, or they may be
confined within a solid tissue. To circumvent these poten-
tial restrictions, viruses have evolved a large variety of
strategies, a few of which are described below.

Adenovirus fiber protein and escape from its
receptor

Adenovirus infects the epithelia of the respiratory and
intestinal tracts. After assembly, the virus tracks to the
basolateral surface of infected epithelial cells, where it is
released. In order to find its way back to the mucosal sur-
face, it must breach the tight junctions between epithelial
cells. Adenovirus solves this problem by using its surface
protein to break intercellular junctions (Figure 4.9).

Poxviruses, microtubules and actin

Poxviruses have evolved elaborate pathways to move
from their intracellular site of assembly to the cell surface
and beyond. In this case, the virus uses two distinct sets of
cellular transport and motility machinery to move from
a perinuclear site to the cell surface, emerge on the cell
surface and then be ‘shot’ into a neighboring cell (Figure
4.10). First, intracellular enveloped virus (IEV) that has
been assembled in the perinuclear region binds to
kinesin, a protein that moves ‘cargo’ along microtubules.
This transports the IEV to the plasma membrane, where
it fuses to lose an envelope and is transformed into cell-
associated enveloped virus (CEV) at the cell surface. By a
complex series of events, actin is assembled below the
plasma membrane and the actin polymer produces a fin-
ger-like extrusion that pushes the virus particle toward or
into an adjacent cell. This process enhances cell-to-cell
spread of virions and can also be used to evade antiviral
antibodies in the extracellular milieu.

HIV and the ESCRT system

Budding of enveloped viruses is a complex process and
the molecular details are yet to be completely revealed.
HIV (and a number of other viruses) utilize cell machin-
ery that is designed to deliver proteins to late endosomes.
This machinery includes three protein complexes
(ESCRT-1, -2, -3, endosomal sorting complex required
for transport). The gag protein on the surface of the virus
core binds members of the ESCRT complex, which are
required to facilitate assembly and budding of the mature
virion, although the individual steps are not well defined.

HOST DEFENSES AND VIRAL ESCAPE

The ability of animal hosts to mount antigen-specific
immune responses to viral infection has been recognized
since the inception of modern virology (see Chapters 1
and 6). The importance of innate immunity as a more
primitive non-specific host response has only been rec-
ognized in the last 15 years (see Chapter 5). Even more
recently, the dissection of detailed molecular pathways of
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FIGURE 4.9 The fiber protein of adenovirus helps breach tight junctions between epithelial cells, permitting viral escape. Adenovirus enters epithelial cells by
binding of its fiber protein to the coxsackie-adenovirus receptor (CAR) on the apical surface. The physiological role of CAR is to maintain integrity of tight junctions
by establishing CAR-CAR bonds between epithelial cells. Adenovirus is released via the basolateral surface of cells where it is trapped by the tight junctions.
However, the fiber protein binds to CAR, breaking the CAR-CAR bonds and permitting the virus to move towards the apical surface where it is free to spread to
adjacent epithelial cells. After Walters RW, Freimuth P, Moninger TO ef al. Adenovirus proteins disrupt CAR-mediated inter-cellular adhesion allowing virus to

escape. Cell 2002, 110: 789—799, with permission.

viral infection at the cellular level have begun to reveal a
third set of host defenses that attack individual steps in
the replication cycle of individual viruses. Some exam-
ples are described below.

Non-immune host cell defenses and viral
escape

Post-viral entry restriction: TRIM5c. and HIV

Primates are naturally infected with a number of different
lentiviruses, each of which is restricted to certain primate
species. Thus, HIV-1 efficiently infects human cells that
express the CD4 receptor and one of the coreceptors
(CCR5 or CXCR4) (see Chapter 3). However, HIV-1 will
not replicate in the cells of Old World monkeys. Investi-
gating this restriction, it was found that HIV-1 will effi-
ciently complete the entry phase of infection in restrictive
non-human primate cells, as determined by internaliza-
tion of viral RNA. However, the failure to generate any
DNA transcripts identified a block prior to reverse tran-
scription. Furthermore, studies with chimeric viruses indi-
cated that the restriction involved the capsid proteins that
form the outer layer of the viral core (see Chapter 14).

Also, experiments with heterokaryons (cells formed by
fusion of human and monkey cells) indicated that restric-
tion was mediated by a dominant repressive factor,
because such heterokaryons restricted HIV-1 infection.
Using human cells transfected with rhesus monkey DNA,
TRIM5q, a cytoplasmic protein of unknown function,
was identified and shown to be the restrictive element. It
has been postulated that TRIM5« binds a capsid protein
and targets it for ubiquitination and proteasome-medi-
ated degradation. The affinity of TRIM5« from different
primate species for the capsids of different primate
lentiviruses determines the patterns of species specificity.

Defense against foreign DNA: APOBEC3G and
HIV Vif

The Vif protein is the product of one of the ‘accessory’
genes of HIV-1, a gene that is not found in many retro-
viruses, but is essential for HIV-1 to replicate in its
major cellular target cells, CD4+T lymphocytes and
macrophages. The elucidation of the function of Vif is
a fascinating story and a monument to the ingenuity
and perseverance of several investigators (Sidebar 4.3).
Summarizing a complicated story, human cells contain a
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FIGURE 4.10 Vaccinia virus pathway between host cells. Vaccinia virus (IEV, intracellular enveloped virus) binds to kinesin, a motility protein that moves it along
microtubules to the cell surface where it fuses with plasma membrane to become cell-associated enveloped virus (CEV). At this point, through a series of steps
involving src (a cellular kinase), kinesin is released and the actin polymerization machinery is recruited to drive the virus on a finger of emergent cytoplasm that
may embed it in an adjacent cell. A36R, B5R: vaccinia proteins; X postulated cellular protein; all of these proteins are involved in the intracellular transport of
vaccinia virus. After Hall A. Src launches vaccinia. Science 2004, 306: 6567 and Newsome TP, Scaplehorn N, Way M. Src mediates a switch from microtubule to
actin-based motility of vaccinia virus. Science 2004, 306: 124-129, with permission.

SIDEBAR 4.3

The HIV accessory protein, Vif, is discovered to act by
overcoming the antiviral action of a cellular protein,
APOBEC3G

‘After the human immunodeficiency virus (HIV) was
first isolated in the early 1980s, the sequencing of its
genome rapidly delineated nine genes, the products of
which were soon assigned a variety of structure,
enzymatic, or regulatory functions. All but one, Vif
(virion infective factor, initially called sor), would largely
elude the perspicacity of researchers for close to another
20 years. It did not take long to demonstrate the ~200-
amino acid-long Vif protein, which accumulates in the
cytoplasm of infected cells late in the viral life cycle, is
important for virion infectivity, but more tedious efforts
were required to reveal first that Vif-mutated virions can
enter cells normally but yield markedly reduced levels of
proviral DNA (the integrated form of the reverse-
transcribed RNA genome) and second that this defective
phenotype is entirely conditioned by the cell releasing
the virus, not by its next target cell. AVif-permissive and
AVif-restrictive cells were thus distinguished from each
other, the latter, not surprisingly, was composed of the
cells normally infected by HIV in vivo, namely, primary
T lymphocytes and macrophages. An important
breakthrough came with the demonstration that AVif
restrictiveness is a dominant phenotype and, hence,

reflects the intercellular antiviral activity specifically
countered by Vif. Finally, through DNA subtraction, an
approach requiring much patience, a member of the
human cytidine deaminase family, APOGEC3G, was
identified as this intracellular restriction factor. This
discovery immediately set up intense efforts to elucidate
the mechanism of APOBEC3G action against HIV and
of its blockade by Vif. It ended up unveiling a far broader
defense system than was initially suspected.

From Turelli P, Trono D. Editing at the crossroad of
innate and adaptive immunity. Scierice 2005, 307:
1061-1065, with permission.

protein, APOGEC3G, a cytidine deaminase that is incor-
porated into nascent HIV virions. When these virions
enter a newly infected cell, reverse transcription of the
viral RNA into DNA begins. APOBEC3G then acts upon
the first (minus) DNA strand to deaminate cytidines,
converting them into uridines, causing a guanosine to
adenosine transition in the plus DNA strand. This results
in hypermutation of the newly synthesized viral DNA
and the resulting virions are not viable (Figure 4.11). The
Vif protein counters APOBE3G by tethering it to pro-
teins of the ubiquitin pathway, so that it is degraded and
is not incorporated into nascent HIV-1 virions.
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suppressed by the viral Vif protein. Nature 2002, 418: 646—650, with permission.

RNA interference (RNAi) and viral response: HIV

It is well established that, under experimental condi-
tions, siRNAs (small interfering RNAs) can be used to
target viral sequences and that they have antiviral activ-
ity in cell cultures and animals (Chapter 16). Recently, it
has been found that HIV-infected cells respond to infection
by synthesizing virus-specific siRNAs. A computer-based
analysis was used to identify potential double-stranded
RNA sequences within the HIV-1 genome that might be
targets for RNAi; one of these sequences was then shown
to be present in HIV-infected (but not in control) cells
and to have antiviral activity. RNAI is discussed in more
detail in Chapters 5 and 16.

Host-mediated immune attack on
virus-infected cells

As described above, many viruses replicate without caus-
ing death of the host cell. However, all infected cells express
virus-encoded proteins, which can act as neoantigens that
make the infected cell a potential target for antiviral
immune responses directed against the viral proteins.
Infected cells can present viral antigens in two ways. The
surface proteins of enveloped viruses are expressed on the
cell surface, often in patches that constitute sites for bud-
ding of mature virus. These viral envelope proteins can be
recognized by antiviral antibodies. In addition, small pep-
tides derived from viral proteins degraded by either an
endogenous or an exogenous pathway, can be complexed
with class T or class I MHC proteins on the cell surface

where they are recognized as individual epitopes by T
lymphocytes via their T cell receptors. (This process is
described in more detail in Chapter 6.)

There is a multitude of specific immune responses
that can attack virus-infected target cells (Figure 4.12).
These include binding of antibody that triggers a
complement-mediated attack on the target cell, lysis by
NK cells that are ‘armed’ via their Fc receptors that bind
to antiviral antibodies on the infected cell surface and lysis
by cytolytic CD8+ effector T lymphocytes that recognize
viral peptides bound to class I MHC molecules (see
Chapter 6). In addition to the destruction of individual
host cells, antiviral immune responses can cause a variety
of inflammatory responses and pathological processes in
vivo (see Chapter 7). Contrariwise, in some instances,
the immune response can purge virus-infected cells
without destroying them (see Chapter 6).

REPRISE

Virus infection can produce a wide array of effects on the
host cell, from modulation of the expression of cellular
genes to cell death. Viral replication does not necessarily
cause cell death. However, cells can be killed by viral inter-
actions — such as attachment and fusion — that may not
result in viral replication. Cells can be affected by any stage
in the viral life cycle, from attachment to release of new
viral progeny and viruses may modulate every aspect of
normal cellular function, including transcription, transla-
tion and cell division. Viruses often manipulate their host
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FIGURE 4.12 Cytolytic immune attack on virus-infected cells: selected
mechanisms. Left: CD8+ T lymphocyte, via its T cell receptor (TCR) recognizes
a viral peptide carried in the binding site of an MHC class | molecule, leading
to activation of a Iytic cascade of proteins secreted by the T lymphocyte.
Middle: antibody binds to viral envelope proteins and initiates a complement
cascade. Right: antibody binds to viral envelope protein and NK cells, via their
Fc receptors, bind to antibody, triggering the release of toxic cytokines.

cells in order to facilitate their successful multiplication
and escape. Virus-induced cell death can be the result of
necrosis or apoptosis through a variety of different path-
ways. In an evolutionary response to virus attack, cells have
developed a number of antiviral strategies and some
viruses have evolved specific escape pathways. In sum-
mary, viruses utilize a plethora of mechanisms to enhance
their ability to replicate in host cells and, as a result, the
virus-cell interaction ranges from commensal to lethal.
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Innate Immunity

Neal Nathanson and Christine A. Biron

Following viral invasion, the infected host mounts
a number of responses to infection. Many are a
consequence of activation of adaptive immunity.
These result in the production of antibodies and
cells armed for defense with specificity for
antigenic determinants expressed by the foreign
pathogen. Infected hosts also possess a number of
other defenses against an invading virus, which
are often grouped under the umbrella ‘innate
immunity. Although the components of the
innate immune system were once thought to be
non-specific, it is now clear that they have an
elegant broad specificity very different from that
of the adaptive immune system. In particular,
innate immunity can be activated by chemical
determinants not expressed on host cells and/or
by products of cellular stress responses. Some of
the innate effector molecules contributing to
defense, such as interferons, are induced by
infection, while others, such as complement and
natural antibodies, exist prior to infection. In
general, innate defenses come into play at the
time of infection or shortly thereafter, filling an
important gap in protection against viruses, until
the appearance of the adaptive immune responses
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REDISCOVERY OF INNATE IMMUNITY

Immunology has traditionally focused on the specificity of
the acquired immune responses, in part because the eluci-
dation of molecular mechanisms posed a daunting chal-
lenge that required many decades of research and the
development of the tools and concepts of molecular biol-
ogy. However, the idea of a more generic host defense was
introduced over 100 years ago by Elie Metchnikoff, who
recognized the power of ‘phagocytes’ to attack and destroy
invading microbes. Furthermore, interferons — important
components of innate immunity — were discovered in
1957, almost 50 years ago, by Alick Isaacs and immediately
recognized as important for activation of significant host
defense mechanisms with broad specificity. A critical
advance was the identification, in 1973, by Steinman and
Cohn of dendritic cells as a subtype of phagocytes that
were specialized for the capture and presentation of anti-
gen. Nonetheless, it was only in 1989 that Charles Janeway
articulated a more holistic view of innate immunity, which
synthesized past knowledge and added the concept of
pathogen-associated molecular patterns (PAMPs) to define
the essential chemical determinants broadly expressed on
classes of pathogens, responsible for the induction of
innate immune functions.

Interferons

In a classic series of experiments, Isaacs and Lindenmann
reported that if the allantoic membrane from an embry-
onated chicken egg was exposed to inactivated influenza
virus, an activity appeared in the supernatant fluids
that, when applied to an uninfected membrane, could
interfere with the ability of live influenza virus to infect
the second membrane (Figure 5.1). Because the interfer-
ing activity was produced very rapidly, in the absence of
immune cells and conferred resistance to many viruses,
it could be considered the first identified molecular execu-
tor of innate resistance.

—_

o

o
|

Percentage of control hemagglutinin titer

/

I I I
6 12 24

Hours after treatment with inactivated virus

o —

FIGURE 5.1 The discovery of interferon, an experiment showing the induction
of interfering activity. Pieces of chorioallantoic membranes were exposed to
heat-inactivated influenza virus and the membranes were removed after varying
intervals. A fresh membrane was added to the medium, incubated for 24
hours, challenged with infective influenza virus and the medium was titrated
48 hours later for hemagglutinin activity. After Isaacs A, Lindenmann J. Virus
interference. |. The interferon. Il. Some properties of interferon. Proceedings of
the Royal Society of London B 1957, 147: 258-273, with permission.

Pathogen-associated molecular
patterns (PAMPs) and pattern recognition
receptors (PRRs)

In his seminal 1989 commentary, Janeway noted the
‘immunologist’s dirty little secret’, i.e. that most antigens
would only elicit a brisk immune response when mixed
with an adjuvant. The most successful adjuvants, such as
Freund’s complete adjuvant, contain microbial products
(such as inactivated tubercle bacillus). Janeway pro-
posed that such products included hypothetical PAMPs,
repetitive molecular configurations that bound to pat-
tern recognition receptors (PRRs) on ‘innate’ cells of the
immune system (dendritic cells and other professional
antigen-presenting cells) and activated them to partici-
pate in immune induction and defense.

Drosophila and the discovery of toll-like
receptors (TLRs)

Drosophila, like all invertebrates, do not have a system for
mounting acquired antigen-specific immune responses.
Instead, they depend entirely on an innate system in
which microbial challenge invokes the synthesis of a
variety of antimicrobial peptides. Drosophila do encode
a protein — dorsal — that is a member of the NFxB family.
Because NF&B is a transcription factor that plays a criti-
cal role in immune induction in mammals, Jules Hoffman
and his co-workers — in a jump of inspired intuition —
decided to investigate whether genetic defects in the known
regulatory cascade for dorsal would abrogate the ability
of Drosophila to contend with their microbial pathogens.
It was found that flies with mutations in the transmem-
brane receptor toll (at the proximal end of the dorsal
cascade) were highly susceptible to fungal pathogens. (The
name ‘toll’ [german slang for ‘crazy’] was coined for a
drosophila development mutant.) Following this lead,



Janeway and Medzhitov cloned a human homolog of toll
(toll-like receptor, TLR) and showed that it was involved
in the activation of NFxB in human cells. Bruce Beutler
and associates then showed that mice with a genetic defect
that made them unresponsive to bacterial lipopolysaccha-
ride (LPS) — a notoriously pro-inflammatory microbial
product — had a mutation in a TLR. This series of studies
provided a mechanism — the TLRs — whereby a microbial
product, broadly expressed on a class of pathogens but
not on host cells, could activate immune cells and gave
credence to the PAMP/PRR hypothesis.

Danger hypothesis

Polly Matzinger proposed another class of generic stimuli
for the induction of innate immunity, which she chris-
tened the ‘danger’ hypothesis. The model suggested that
stress or death of cells (in contrast to microbial products)
can provide ‘danger’ signals to trigger the innate immune
response. The hypothesis is consistent with the observa-
tion that most immunological adjuvants include a pro-
inflammatory component, often associated with local
tissue destruction. It appears likely that, as often happens
in science, both the PAMP and the danger hypotheses
are (at least in part) correct and should not be regarded
as mutually exclusive competitors.

PRINCIPLES OF INNATE IMMUNITY

Cellular players: macrophages, dendritic
cells and natural killer cells

Macrophages

Macrophages are phagocytic cells, derived from
hematopoietic precursors in the bone marrow, released
into the circulation as blood monocytes to enter organs
to take up residence as tissue macrophages. In 1973,
Steinman and Cohn identified a set of accessory cells
required for immune induction, which they named den-
dritic cells (DCs), based on their morphology. Originally,
it was assumed that DCs were derived from monocytes
or macrophages, although it now appears that certain DCs
may be derived from a lymphoid rather than a monocy-
toid cell lineage. Macrophages, dendritic cells and neu-
trophils (but not natural killer cells) express toll-like
receptors (TLRs) as described below.

Dendritic cells

Dendritic cells play a central role in both innate and
acquired immune responses. Currently (2005), several
types of DCs are recognized, but information and termi-
nology are still evolving (Figure 5.2, Table 5.1). All den-
dritic cells originate from hematopoietic precursor cells
(HPCs) in the bone marrow.

Plasmacytoid dendritic cells (pDCs) appear to
develop from a lymphoid precursor but their specific ori-
gins are still controversial. They circulate as plasma-like
cells and then migrate into lymphoid tissue. pDCs differ-
entiate under the influence of Flt3 ligand, a cytokine, and
are identified by their CD11c-/low phenotype. In their
resting or immature form, pDCs are poor antigen presen-
ters; on stimulation by exposure to certain viral stimuli or
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FIGURE 5.2 Human dendritic cell lineages. There may be some flexibility in
the lineages shown in this figure. See text for description. HPC: hematopoietic
precursor cell; CMP: common myeloid precursor; CLP: common lymphoid
precursor; intDC: interstitial dendritic cell; pDC: plasmacytoid DC; mDC:
myeloid DC; DC: dendritic cell; LC: Langerhans cell; APC: antigen presenting
cell. After Banchereau J, Paczesny S, Blanco P et al. Dendritic cells, controllers
of the immune system and a new promise for immunotherapy. Annals of the
New York Academy of Sciences 2003, 987: 180—-187; Colonna M, Trinchieri G,
Liu Y-J. Plasmacytoid dendritic cells in immunity. Nature Immunology 2004, 5:
1219-1226; Liu Y-J. Dendritic cell subsets and linages, and their function in
innate and adaptive immunity. Cel/2001, 259-262, with permission.

CD40 ligand, they secrete high titers of IFN-o/{3 (one of
their hallmarks) and can act as professional APCs (anti-
gen-presenting cells). However, it is not yet clear if or
when they uniquely serve this function in the host.

By contrast, myeloid dendritic cells (mDCs) arise
from circulating monocytes but there may be some flex-
ibility in the lineages, and are identified by the
CD11c+/bright phenotype. They migrate to tissues,
including lymphoid tissues, where they take up a den-
dritic morphology. At least two subtypes are recognized,
Langerhans cells (LCs) in the skin and interstitial DCs
(intDCs) in other tissues. Blood monocytes, when cul-
tured with GM-CSF and IL-4, differentiate into mDCs
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Dendritic cell type

Property Plasmacytoid

I

GM-CSF, IL-4

Drivers of differentiation from

hematopoietic precursors FIt3L, GM-CSF

T cell zones of Other tissues

lymphoid tissues

Location Epidermis and dermis

Circulating surface markers CD1l1lc— CDllc+ CD11c+

for efficient antigen
presentation

Activation required Yes Yes Yes

Toll-like receptors TLR 1,6,7,9, 10

TLR 1, 2, 3,5, 8,10

TLR 1, 2,3,4,5,6,8

Activation inducers Viral RNA, viral DNA, CD40L

Antigen, inflammation, CD40L

Antigen, inflammation, CD40L

TABLE 5.1 Some properties of human dendritic cells. Different activation stimuli elicit somewhat different properties and ‘cross differentiation” has been reported
CD: cluster of differentiation; CSF: colony stimulating factor; FIt3L: fms-like tyrosine kinase 3 ligand; GM: granulocyte macrophage; IL; interleukin; TLR: toll-like receptor. After Banchereau J,
Paczesny S, Blanco P et al. Dendritic cells, controllers of the immune system and a new promise for immunotherapy. Annals of the New York Academy Sciences 2003, 987: 180-187; Colonna
M, Trinchieri G, Liu Y-J. Plasmacytoid dendritic cells in immunity. Nature Immunology 2004, 5: 1219-1226; Liu Y-. Dendritic cell subsets and lineages, and their function in innate and
adaptive immunity. Cel/ 2001, 106: 259-262; Iwasaki A, Medzhitov R. Toll-like receptor control of the adaptive immune response. Nature Immunology 2004, 5: 987-995.

and this preparation is used for most experiments with
human DCs. The LCs appear to be further differentiated
by the conditions in skin. Functionally, in their resting
(or immature) state, all of these DCs are effective at bind-
ing antigens; when activated in peripheral tissues they
migrate to draining lymphoid tissues and become effec-
tive professional APCs.

Natural killer (NK) cells

NK cells were originally identified in studies that described
the ability of lymphocytes spontaneously to kill tumor
cells in culture assays. This appeared to be an innate
property since the cell donors had not been immunized
with the tumor cells. Subsequent studies identified NK
cells as a subpopulation of lymphocytes that could be
distinguished from B and T lymphocytes, but had prop-
erties resembling T lymphocytes. Since that time NK cells
have been recognized to play a significant role in innate
immune response against pathogens, as described below.

NK cells are large lymphocytes that are defined by
their cytoplasmic granules. These granules contain per-
forin — which can produce pores in plasma membranes
and granzymes — proteins that can initiate apoptosis.
When NK cells release their cytoplasmic granules, they
can kill adjacent cells. These cells can also be induced to
produce a variety of cytokines important for antimicro-
bial defense, including an immune interferon identified
as IFN-~ and tumor necrosis factor (TNF). NK cells are
identified by surface markers, the low affinity Fc recep-
tor (FAIIIR+), CD56+ and CD3—, that are used to
isolate them for experimental purposes. NK cells do not
express the T cell receptor (TCR) or immunoglobulins
and therefore cannot produce an antigen-specific attack.

Instead, NK cells have activating receptors (not TLRs),
currently being defined, that include integrins and other

cell surface molecules. Activating receptors recognized to
date are transmembrane proteins with short intracellular
domains that do not directly initiate intracellular signal-
ing, but are associated with signal-transducing mole-
cules. When the NK receptor is occupied, the associated
molecule initiates a signaling cascade that may lead to a
release of their granules as well as the induction of tran-
scription for the production of cytokines.

In addition, NK cells bear a large class of ‘killer
inhibitory receptors’ (KIRs) which, when occupied, ini-
tiate intracellular signals that inhibit the activation path-
ways. Whether or not NK cells ‘attack’ is determined by
the balance between the activating and inhibitory path-
ways. A large class of KIRs recognize MHC class I mole-
cules and prevent NK cells from lysing most normal cells
expressing these ‘self” antigens. In contrast, cells that
have reduced levels of MHC class I expression fail to
activate KIRs and are targets for lysis (sometimes called
the ‘missing self” hypothesis). Certain tumor cells express
reduced levels of MHC class I and thus are good targets
for killing by NK cells, explaining their original identifi-
cation as ‘natural’ killer cells. Many viruses will down-
regulate the expression of class I MHC (see Chapter 4)
by a variety of mechanisms to avoid detection by cells of
the adaptive immune system. NK cells appear to provide
the host with a back-up for such a condition, because
infected cells that have downregulated their class I MHC
become more sensitive targets for attack by activated NK
cells. However, certain viruses, particularly those with
large genomes, encode genes that help to evade NK cell
attack, either by mimicking MHC class I molecules
(thereby activating KIRs) or by blocking NK cell activa-
tion receptors (see Chapter 9).

The mechanisms by which NK cells protect against
viral infection is not thoroughly understood, but the
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FIGURE 5.3 Depletion of NK cells renders mice more susceptible to an
experimental infection. Mice were treated with a monoclonal antibody that was
directed against an NK cell receptor, Ly-49H, and 2 days later were injected
intraperitoneally with 105 PFU of murine cytomegalovirus. Mice were tested for
virus titers (log;o PFU per spleen 3 days after infection) or were followed for
survival. After Brown MG, Dokun AO, Heusel JW et al. Vital involvement of a
natural killer cell activation receptor in resistance to viral infection. Science
2001, 292: 934-937, with permission.

following tentative reconstruction can be ventured. NK
cell activity is dramatically increased early in viral infection
and this activation is mediated at least in part by type 1
interferons (o/f3) that are rapidly induced by viral infec-
tion, followed by a complex set of activation events
involving macrophages and cytokines. As just men-
tioned, activated NK cells will then attack virus-infected
cells with reduced MHC class I expression. In addition,
NK cell IFN-~ production can be induced during certain
viral infections and this response can activate antiviral
defense mechanisms and help promote inflammation at
sites of viral infection. Thus, NK cells have multiple
mechanisms in place to promote defense against viruses.

The importance of NK cells for defense against viral
infections has been shown in both humans and mice.
Humans with a genetic defect (Chediak-Higashi syn-
drome) that causes a selective defect in NK cells are
prone to very severe herpesvirus infections. Furthermore,
despite the presence of other arms of the immune sys-
tem, a profound sensitivity to multiple herpesviruses has
been identified in an individual with a complete absence
of NK cells. Mice with a defect in NK cells or an NK cell
receptor either by virtue of a genetic defect or by tran-
sient antibody-mediated depletion, exhibit increased
susceptibility to murine cytomegalovirus (Figure 5.3).

In addition to their non-specific activity, NK cells
can also mediate antibody-dependent cellular cytolysis
(ADCC), an antigen-specific host defense that is described
in Chapter 6.

Pathogen-associated molecular
patterns (PAMPs) and pattern recognition
receptors (PRRs)

Recently, several observations have revolutionized the field
of innate immunity. Although these findings have focused
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on microbial rather than viral pathogens, information is
accumulating on their function for innate immunity to
viruses. Certain microbial cell wall constituents, such as
lipopolysaccharides, lipoproteins and peptidoglycans, are
found only in bacteria and not in eukaryotic cells.
Components of these unique molecules have been called
PAMPs, or pathogen-associated molecular patterns. As
their name implies, PAMPs are patterns that are found in a
large number of microorganisms. Since they recognize
PAMPs, such receptors have been named pattern recogni-
tion receptors (PRR). PRRs are expressed on macrophages,
DCs and neutrophils, all of which are important in host
defense against microbial pathogens. One class of PRRs are
the toll-like receptors (TLRs) described below.

Cells of the innate immune system respond in several
different ways when their PRRs are ligated by a PAMP. In
some instances, macrophages will phagocytose and digest
foreign organisms, or they may initiate chemotaxis, bring-
ing neutrophils to a site of inflammation. The TLRs usu-
ally initiate intracellular cascades that lead to secretion of
cytokines (such as interferon, interleukins (IL-1, -6, -8, -
12) and tumor necrosis factor (TNF-«)), which together
orchestrate the inflammatory response against the foreign
invader. An important response is the activation of DCs,
followed by the binding of antigen, migration to draining
lymph nodes and upregulation of co-stimulatory mole-
cules (CD80, CD86), critical steps in the initiation of the
acquired immune response (discussed below).

A defining characteristic of the innate immune
response is its speed. Since PRRs are encoded in the
germline on large classes of cells, they do not require
genetic rearrangement or clonal expansion (in contrast
to acquired immune responses). As a consequence, a
large number of cells bearing a PRR can respond very
rapidly (minutes to hours) to a foreign pathogen.

Toll-like receptors (TLRs)

TLRs are members of the toll family of molecules which
have several common structural features, including an
extracellular domain containing leucine-rich repeats and a
cytoplasmic domain similar to that of IL-1 receptors.
Some TLRs act in concert with other cell surface molecules
to bind their ligands. TLRs signal through one of several
intracellular cascades, which predominantly involve com-
mon components such as myeloid differentiation factor 88
(MyD88) or the toll-interleukin receptor (TIR).
Individual TLRs recognize specific microbial com-
ponents that are not found in eukaryotic cells (Table 5.2).
For instance, TLR4 recognizes lipopolysaccharide (LPS),
a component of the cell walls of gram-negative bacteria;
TLR2 recognizes peptidoglycan, a component of the cell
walls of gram-positive bacteria; and TLR5 recognizes
flagellin, a major component of bacterial flagella. TLR9
recognizes a DNA motif, unmethylated CpG (cytosine-
phosphate-guanine). Since bacteria lack cytosine methy-
lase, an enzyme found in eukaryotic cells, the
unmethylated CpG motifs provide a microbial-specific
ligand that binds to TLR9 and activates macrophages
and DCs. It has long been known that CpG motifs have
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an adjuvant activity, which is explained by their binding
to TLR9. TLRY can also respond to unmethylated DNA
and viruses rich in DNA CG sequences may produce
genomic material recognized by this receptor.

At the present writing, TLR3, 7 and 8 are the recep-
tors that appear particularly relevant to RNA viral infec-
tions. TLR3 recognizes double-stranded (ds) RNA, an
intermediate produced during the replication of many
RNA viruses. TLR3 is mainly expressed on DCs and acti-
vation of DCs early in viral infection induces type I
interferon (IFN), helping to explain the old observation
that dsRNA is a potent IFN inducer. TLR 7 and 8 recog-
nize single-stranded (ss) RNA, including viral mRNA
and the genomes of ssSRNA viruses.

In addition to the TLRs, there is a growing list of
cytoplasmic receptors that activate signaling cascades in
response to intracellular pathogens. The intermediaries
of these cascades insert into downstream pathways to
induce type 1 IFN. The most relevant for defense against
viruses are the retinoic acid-inducible gene 1 (RIG-1)
and the melanoma differentiation associated protein 5
(MDAS5). Both of these proteins bind dsRNA to induce
IEN. These receptors may be expressed in a wider range
of cell types than the TLRs.

Interferon

The interferon (IFN) system is probably the most impor-
tant of the broad host defenses against viral infection.
Interferons are a group of proteins that are synthesized in
response to viral infections and to other stimuli. Interferon
induction occurs mainly at the level of transcription and
the inducing molecules, directly or indirectly, act on

promoters upstream from the interferon coding sequences.
The interferon response is characteristically transient, even
in the continued presence of the inducing stimulus.
Interferons do not produce their effects directly.
IFNs are secreted and spread either locally or through
the circulation to other cells where they induce the pro-
duction of a characteristic set of many proteins that are
responsible for the multiple effects of the IFN system
(Figure 5.4). Of these effects, the most important are the
inhibition of the replication of viruses and some other
microorganisms, the inhibition of cell growth including
that of certain tumor cells and the stimulation of the
immune system by activating macrophages, lympho-
cytes and NK cells and upregulating the expression of
class I MHC (major histocompatibility) molecules.
Interferons (IFNs) are classified as type 1 or type 2
(Table 5.3). Type 1 interferons (most importantly, [FN«
and IFNQ) can be produced by all cell types if appropri-
ately stimulated. They are typically induced by double-
stranded RNA which is synthesized in the course of
infection with many, but not all, viruses. TLR3 is an
example of a receptor for dsRNA and, when engaged, it
triggers an intracellular cascade that phosphorylates
interferon regulatory factor 3 (IRF3), which translocates
to the nucleus and activates transcription of IFN genes.
Type 1 interferons are produced early in infection and
therefore serve as a first line of defense prior to immune
induction. Type 1 interferons can also be induced during
infections with bacteria and parasites and by a variety of
stimuli. In fact, the large family of type 1 IFNs, including
one IFN-(3 and up to 14 IFN-a genes, may have evolved,
at least in part, because of the diversity in their promot-
ers. This provides complex regulation of gene expression

- Cellular localization Viral ligands Bacterial ligands

Plasma membrane Lipoproteins, peptidoglycans
2 Plasma membrane Envelope proteins Lipoproteins, peptidoglycans
3 Endosomes ds RNA
4 Plasma membrane Envelope proteins Lipopolysaccharide
5 Plasma membrane Flagellin
6 Plasma membrane Lipoproteins, peptidoglycans
7 Endosomes ssRNA
8 Endosomes ssRNA
9 Endosomes Unmethylated CpG Unmethylated CpG
10 Plasma membrane Unknown (2005) Unknown (2005)
11 Plasma membrane Uropathogenic bacteria

TABLE 5.2 Toll-like receptors (TLRs) and their ligands. There are some differences between human and mouse TLRs
(humans apparently do not express a functional TLR11; ssRNA may be recognized by mouse TLR7 and human TLR8)
After O'Neill LAJ. After the Toll rush. Science 2004, 303: 1481-1482; Akira S, Takeda K. Toll-like receptor signaling. Nature Reviews
Immunology 2004, 4: 499-511; Liew FY, Xu D, Brint EK, O'Neill LAJ. Negative regulation of toll-like receptor-mediated immune
responses. Nature Reviews Immunology 2005, 5: 446—458; Pasare C, Medzhitov R. Toll-like receptors and acquired immunity.

Seminars in Immunology 2004, 16: 23-26.



and the flexibility to use a number of different pathways
for induction.

Type 2 interferon (IFN~) or ‘immune’ interferon,
can be part of either the innate and adaptive immune
responses because it is a product of both the innate NK
cells and the adaptive T lymphocytes if they are appro-
priately activated. Production is greatly enhanced by the
presence of an innate cytokine, IL-12, but stimulation
through other cell surface receptors can also induce IFN~.
Moreover, a number of cytokines, such as IL-2, and other
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FIGURE 5.4 An overview of the interferon system. A number of different stimuli
can induce cells to synthesize and secrete interferons; the stimulus for type 1
(IFN/B) interferons is usually virus infection or double-stranded RNA, while
the stimulus for type 2 interferon (IFN~) is antigen stimulation through the

T cell receptor and/or exposure of NK or activated cells to IL-12. Many cells can
produce type 1 interferons, while type 2 interferons are produced mainly by T
lymphocytes and NK cells. The secreted interferons bind to specific receptors,
present on most cells, and induce the production of a characteristic range of
proteins that mediate the pleiotropic actions of the interferons. See text.
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intercellular mediators, such as estrogens, may activate
IFN~-producing cells.

Interferon receptors are found on most cell types
and are distinct for type 1 and type 2 interferons. These
interferon receptors are heterodimers and include an
extracellular ligand domain, a transmembrane domain
and an intracellular signalling domain. Characteristically,
the receptors are specific for the interferon molecules
produced by the same species, explaining the early obser-
vation that interferon produced by one species will not
act on cells of another species. When interferons bind to
their cognate receptors, an intracellular signaling cas-
cade is initiated which involves the JAK-STAT pathway
(Figure 5.5). Briefly, the intracellular signaling domain
activates Janus tyrosine kinases (JAK) to phosphorylate
signal transducer and activator of transcriptions (STAT).
The phosphorylated STAT complex moves to the nucleus
where it enhances the transcription of selected genes.
Interferon induces the transcription of gene products
within minutes of binding to the IFN receptor.

Viruses vary in their ability to induce interferons
and in their sensitivity to interferon. Interferon induces
more than 100 different proteins and a number of these
proteins interfere with virus replication in different
ways, many of which have not been elucidated. As might
be predicted from the large number of induced proteins,
different viruses are inhibited by different mechanisms.
Inhibition can occur at the level of genome replication,
transcription, mRNA stability or translation. One exam-
ple is the Mx protein, a cellular protein induced by inter-
feron that is known to be highly specific in its ability to
depress the replication of influenza viruses.

Interferons may also have indirect effects upon virus
infection through many immunoregulatory functions.
Examples include activation of NK cell killing, induc-
tion of the cytokine IL-15 to enhance NK and T cell
expansion, inhibition of non-specific T cell prolifera-
tion, enhancement of long-term T lymphocyte survival,
enhancement of T cell IFN~ production and upregula-
tion of class I MHC to render virus-infected cells more
sensitive to immune surveillance by antigen-specific
T lymphocytes. Some of these complementary or

Type 1 All cells Virus infection, dsRNA 9
£ 1 9
S 1 9
K 1 9
w 1 9
Type 2 T lymphocytes NK cells IL-12 antigen ~ 1 12

TABLE 5.3 The human interferons and some of their properties. Type 1 interferons are structurally unrelated to type 2 interferon. Type 1 interferons are typically
secreted in response to viral infection, triggered by intracellular appearance of double-stranded RNA (dsRNA). Type 2 interferon is typically secreted by
T lymphocytes and NK cells following stimulation by IL-12 which, in turn, is secreted by macrophages and dendritic cells in response to antigen presentation and

activation. This table does not include the IFN-like interleukins

After Pestka S, Krause CD, Walter MR. Interferons, interferon-like cytokines, and their receptors. Immunological Reviews 2004, 202: 8-33.



66

Chapter 5 e Innate Immunity

Type 1 IFN: Type 2 IFN:
IFNat, IFNo, IFNg, IFNy
IFN¥k, or IFN®

IFNoR1 @ IFNoR2 é}
Plasma
membrane I |FNYR1i i iIFNyRZ
|

STAT1

Vo

IRF9 )
N

Nucleus

STAT2 STAT1

Transcription '

Transcription
4
=
—
5
> E_g ;
w
% <z
=
—

4 S \ 1

7 Q

AGTTTCNNTTCNC/ TTC/ANNNGTAA

FIGURE 5.5 Intracellular pathways activated by IFNs. This diagram shows only
the ‘classical’ JAK-STAT pathway. Type 1 and type 2 IFN each bind to their
specific receptors and initiate phosphorylation of STAT1 or STATZ; activated
STAT complexes migrate to the nucleus where they bind to specific DNA
sequences and transactivate downstream genes leading to the production of
proteins that mediate the pleiotropic responses to IFNs. IFNaR1, 2: type 1
IFN receptors; IFN~ R1, 2: type 2 IFN~ receptors; JAK: Janus-activated kinase;
TYK2: tyrosine kinase; STAT: signal transducer and activator; IRF9: IFN response
factor 9: ISRE: IFN-stimulated response element; GAS: IFN gamma-activated
site. After Platanias L. Mechanisms of type-I and type-Il-interferon-mediated
signaling. Nature Reviews Immunology 2005, 5: 375-386, with permission.

paradoxical effects may be mediated by activation of dif-
ferent intracellular signaling pathways.

Interferon is particularly important for a host defense
against primary virus infection, while specific immune
responses, such as antibody, play a major role in early
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FIGURE 5.6 Enhanced susceptibility to Sindbis virus of mice lacking the
receptor for type 1 IFN. Adult control mice (strain 129 Sv/Ev) and congenic
knockout mice (strain 129 Ev/Sv INFa/3R~/~) were infected with 100 plaque-
forming units by the subcutaneous route and followed for virus titer and
iliness. Sindbis virus replicated mainly in macrophages and dendritic cells in
many tissues and susceptible mice died very rapidly, perhaps from an
overwhelming ‘cytokine storm’. After Ryman KD, Klimstra WB, Nguyen KB, Biron
CA, Johnston RE. Alpha/beta interferon protects adult mice from fatal Sindbis
virus infection and is an important determinant of cell and tissue tropism.
Journal of Virology 2000, 74: 3366—3378, with permission.

defenses against re-infection. The role of interferon can
be demonstrated in animal models in which the inter-
feron response is reduced by treatment with anti-IFN
antibodies, or in mice whose interferon genes (or inter-
feron receptor genes) have been ‘knocked out’ In both
instances, such animals, compared to controls, exhibit a
reduced ability to contain virus infections and often show
an increased incidence of illness or death (Figure 5.6).
When the type 1 (IFNa/3) response is abrogated, there is
a global increase in susceptibility to most viruses, while a
knockout of the type 2 response (IFN~) has a more
modest effect, which is seen with some but not other
viruses. These observations suggest that type 1 IFN plays
a crucial role as a non-specific antiviral defense, whereas
the type 2 IFN response may be only one element in a
multicomponent immune effector system.

A number of viruses have evolved specific mecha-
nisms to elude the effects of interferon and some of
these are described in Chapter 9. The evolution and con-
servation of anti-interferon viral genes testifies to the
importance of interferon as a host defense.

Defensins

Multicellular organisms produce ‘natural’ antimicrobial
peptides that provide a defense against infection, par-
ticularly by bacteria and fungi. Among the known pep-
tides are magainin (frogs), cecropin (silkworms) and the
cathelicidins and defensins (best studied in primates and
other mammals). Most of these molecules are amphi-
pathic, composed of discrete hydrophobic and cationic
(positively charged) domains. Their antibacterial action is
explained by the interaction of the positively charged sur-
face of the peptide with the negatively charged heads of



67

Principles of Innate Immunity

IgG or IgM
(Antigen-antibody
complex)
Cl »| Clarys,
é c3
! convertase
Lectin H aE— P e
pathway |~ C2 +C4 » C4b2a 1 »| C4b2a3b
MAC
e A csb (Membrane
! attack complex)
1
1
Alternate | C5 | C5b »| C5-9
pathway

Plasma _ | Pores
membrane | cytolysis
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by the overbar). The final complex of C5-9 (membrane attack complex) forms pores in the plasma membrane causing cellular lysis. Modified after Abbas AK,
Lichtman AH, Pober JS. Cellular and molecular immunology, 4th edn, Saunders, Philadelphia, 2000; Carroll MC. The complement system in regulation of adaptive

immunity. Nature Immunology 2004, 10: 981-986, with permission.

the outer leaflets of bacterial membranes, followed by the
insertion of the hydrophobic part of the peptide into the
lipid bilayer of the bacterial membrane, resulting in dis-
ruption of the bacterial membrane. Conversely, the outer
leaflet of animal cells carries little net charge thereby
avoiding the initial binding of amphipathic peptides.

There are three subfamilies of defensins, a-defensins
found in neutrophils, 3-defensins found in epithelial
cells and 0-defensins (neutrophils of old world mon-
keys). In contrast to the antibacterial action of defensins,
the mechanism of their antiviral activity is less clear, per-
haps because it is pleiotropic. Some members of the
defensin family prevent entry of several herpesviruses,
either by preventing attachment to host cells or by
blocking post-attachment steps in the entry pathway.
CD8 T lymphocytes express a-defensins and these have
been shown to be active against HIV-1, although it is
controversial whether they are responsible for the anti-
HIV activity of CAF (CD8-associated factor).

Complement and ‘natural’ antibodies

The serum of a number of mammalian species exhibits
non-specific antiviral activity which may be mediated by
either complement or by ‘natural’ antibodies. The com-
plement system consists of a group of proteins that cir-
culate in the plasma. As shown in Figure 5.7, these proteins
can participate in a biochemical cascade that results in
the production of channels in a lipid bilayer, resulting in
lysis of viruses or other foreign pathogens. Complement
acts as part of the effector mechanism for an induced

immune response (described in Chapter 6). However,
complement may also act as a non-specific host defense
against certain viruses. For instance, a number of animal
retroviruses are lysed by human complement in the
absence of antiviral antibody. Apparently, p15e, one of
the virus encoded proteins on the surface of some groups
of retroviruses, binds Clq, one of the complement
proteins, thereby activating the complement cascade.
Complement-initiated lysis in the absence of specific
antibodies has also been reported for some other viruses.
‘Natural” antibodies are found in sera of many animal
species and often are directed against foreign antigens to
which humans or animals may be exposed. One example
is antibodies against a disaccharide consisting of two
galactose molecules bound in an «l-3 linkage. This
digalactose is not synthesized by humans or other old
world primates who lack a galactosyl transferase specific
for the al-3 bond. Since old world primates are exposed
to this disaccharide present on ingested proteins, they
develop anti-galactose («1-3) antibodies. Viruses grown
in cells that express the digalactose incorporate this mole-
cule into the carbohydrate sidechains of their surface pro-
teins. Such virions are neutralized by sera from old world
primates that have never been exposed to the virus itself.

Other intrinsic host defenses

Animals have evolved a number of non-immune mech-
anisms which are used to contend with unwanted viral
invaders. Since these do not involve acquired immunity,
they could be considered ‘intrinsic” host defenses, although
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FIGURE 5.8 Diagram of RNAi (RNA interference). Synthesis of double-stranded
RNA (dsRNA) is an essential step in the replication of most viruses. dsRNA
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stranded molecules. These ssRNAs guide the complex to bind to homologous
ssRNAs which are then converted into dsRNAs by RNA-dependent RNA
polymerase (RdRP); the nascent dsRNA is then degraded by DICER homologs,
effectively silencing the corresponding viral gene. After Dave RS, Pomerantz
RJ. RNA interference: on the road to an alternate therapeutic strategy! Reviews
in Medical Virology 2003, 13: 373385, with permission.

they fall outside the usual definition of innate immunity.
A few examples are described below.

RNA interference (RNAi)

In the mid-1990s, RNA interference was discovered
serendipitously when an attempt to over-express specific
plant genes, using viral vectors, instead resulted in the
knockout or silencing of those genes. The mechanism
has now been elucidated to some extent (Figure 5.8).
Double-stranded RNA is synthesized as an essential

intermediate in the replication of most viruses. Eukaryotic
organisms have a ribonuclease III (class of ribonucleases
specific for double-stranded RNA) that cleaves dsRNA
into small ds oligonucleotides of 21-25 base pairs (the
first member of this enzyme family was described in
Drosophila and named ‘DICER’). DICER and its
homologs act to protect host cells against foreign RNAs,
including those generated by invading viruses. The
oligonucleotides produced by DICER homologs act as
small interfering RNAs (siRNAs) by forming RNA-
induced silencing complexes (RISCs) which, with the
participation of helicase, unwind the ds oligonucleotides.
The resultant ss oligonucleotides guide the RISC to homol-
ogous RNAs, which are then degraded.

RNAI has been adapted for the experimental silencing
of specific genes. Using cell cultures, siRNA introduced
by a variety of methods (such as expression by a lentivirus
vector) has the ability markedly to reduce replication of
HIV-1 and other viruses. Is RNAi used by host cells as an
‘innate’ antiviral defense? Recent studies demonstrate
that RNA silencing is used by human T lymphocyte cell
lines as a defense against HIV-1.

APOBEC3G

The APOBEC family of cellular proteins are cytidine
deaminases. APOBEC3G associates with nascent HIV
nucleocapsids and is incorporated into new virions. When
these virions infect a new host cell and the viral reverse
transcription complex is formed, APOBEC3G deaminates
cytidine to uridine; the dU-rich DNA transcripts are either
degraded or form hypermutated defective proviruses. The
APOBEC family of deaminases serves as a host defense
against retroviruses, hepadnaviruses (hepatitis B virus)
and, perhaps, other retro-elements. The Vif protein of
HIV-1 provides a mechanism for escape from this host
defense by targeting APOBEC3G for the ubiquitination
pathway (see Chapter 4 for a more detailed description).

RELATIONSHIP BETWEEN INNATE AND
ACQUIRED IMMUNE RESPONSES

Innate and acquired immune responses act in a synergis-
tic manner to defend the host against viral infection
(Table 5.4).

Filling the gap between viral invasion and
acquired immunity

Innate responses can be activated within hours of
invasion, while days to weeks are required for induction
of acquired responses. Acquired responses are poten-
tially more critical because they have a much narrower
focus on epitopes specific for an individual virus, but
this requires a vast expansion of a small number of
clonal precursor cells that inevitably takes considerable
time. The sequence of innate and acquired responses
is shown in Figure 5.9 for a model virus infection. For
an acute viral infection, typically it requires about one
week for the induction of acquired responses. During
this interval, NK cells are activated and high levels of



T T

Specificity Broad Fine Epitope-based
PAMP-based
Induction time Hours Days to months
Requires antigen No Yes
processing
Involves clonal No Yes
expansion
Responder Macrophages, CD4+, CD8+ T cells,
cells DCs, NK cells B cells
Effector cells DCs, NK cells CD8+T cells
(CD4+T cells)
Effector Phagocytosis, Antibodies,
mechanisms cytolysis by cytolysis,
NK cells, cytokines,
chemotaxis, chemokines
cytokines,
chemokines
Memory and No Yes
effector recall
Long-term No Yes
persistence

TABLE 5.4 Comparison of innate and acquired immunity
DC: Dendritic cells; CD: cluster of differentiation; NK: natural killer.

type 1 IFN (o and (3) are secreted. These responses hold
the infection in check during the induction of specific
acquired immunity. The critical role of innate immunity
is demonstrated in experimental models in which abro-
gation of specific components of the innate response
potentiates viral infection (see Figures 5.3 and 5.6).

Innate response prepares for induction of
acquired immunity

Certain components of the innate response play a dual
role since they constitute the first steps in induction of
antigen-specific immunity. Typically, at the site of viral
invasion, DCs bind and recognize PAMPs, mainly ssRNA
and dsRNA in the case of viruses. This leads to activation
of DCs, which secrete pro-inflammatory cytokines such
as TNFq, IL-6 and IL-12; the inflammatory focus is a
nexus that concentrates cells of the innate system.
Activated DCs then migrate from their tissue locations
via afferent lymphatics to T cell zones in draining lymph
nodes (see Figure 5.2). Meanwhile, DCs are processing
antigen, via two separate pathways, for presentation on
class I'and class I MHC (major histocompatibility com-
plex) molecules (discussed in Chapter 6). In addition,
there is an upregulation of CD80 and CD86 molecules
that provide a ‘second signal’ essential for activation of
antigen-specific T lymphocytes. Also, it appears that acti-
vated DCs play a role in over-riding the potential sup-
pression of Th cells by regulatory T (Tr) lymphocytes.
The role of the innate response in induction of
acquired immunity has been demonstrated in a variety
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FIGURE 5.9 The non-specific responses to an acute viral infection precede
the induction of antigen specific responses. This diagram shows the
sequence of IFN o/ levels, NK cell activity, virus-specific CTLs and

serum antibody (Ab) responses during acute infection with lymphocytic
choriomeningitis virus. The IFN, NK and Ab curves are drawn to an arbitrary
scale. After Welsh RM. Natural killer cells in virus infections. Current Topics in
Microbiology and Immunology 1981, 92: 83—106; Biron CA. Cytokines in the
generation of immune responses to, and resolution of, viral infections.
Current Opinions in Immunology 1994, 6: 530-538; Lau LL, Jamieson BD,
Smasundarma T, Ahmed R. Cytotoxic T cell memory without antigen. Nature
1994, 369: 648—652, with permission.

of approaches, including studies of humans with specific
genetic defects, knockout mice that lack individual genes
involved in the innate response, antibody-mediated deple-
tion of specific cell surface receptors, or variant viruses
that can evade innate immunity. A particularly signifi-
cant example of the latter is the study of H5N1 avian
influenza viruses that infect humans rarely, but produce
a high mortality (often over 25%). In this instance, it
appears that the NS1 (non-structural) gene of the H5N1
virus renders it resistant to IFN, which accounts for its
high virulence in mammalian hosts (Table 5.5).

REPRISE

Beginning around 1990, innate immunity was ‘rediscov-
ered’ as an important component of host defense against
infection. Innate immunity is the only host defense sys-
tem in non-vertebrate animals and synergizes acquired
immunity in vertebrates. Macrophages, dendritic cells
(DCs) and NK cells are mainly responsible for innate
responses, but the important innate cytokines, type 1
IFNs, can be produced by virtually any nucleated cell if it
is appropriately stimulated. Macrophages and DCs carry
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Reference HIN1

Influenza viruses

Recombinant

Virulent H5N1 avian

mammalian RecH1N1-NS1/H5N1
Replication in cell culture at 72 hours (log;o TCID50 per ml)
Untreated 7.25 6.25 4.6
Pretreated with IFNa <1.0 6.5 4.4
Infection of pigs
Duration of virus replication (nasal swabs) 4 days ND 8 days
Weight at 14 days after infection, 105% ND 60%
as percent of initial weight

TABLE 5.5 The NS1 gene of virulent avian influenza virus H5N1 confers resistance to IFNo and virulence in mammalian hosts. This table compares three influenza
viruses, avian virus H5N1 (H5N1), reference mammalian virus HIN1 (HINI) and a recombinant HINI virus with the NS1 gene of H5N1 (RecHINI-NS1/H5NT).
Compared to reference mammalian viruses such as HIN1, the avian H5N1 virus is extraordinarily resistant to INFoe and is more virulent following intranasal

infection of pigs (an important natural host for influenza viruses)

After Seo SH, Hoffman E, Webster RG. Lethal H5N1 influenza viruses escape host anti-viral cytokine responses. Nature Medicine 2002, 8: 950-954.

pattern recognition receptors (PRRs) that respond to pat-
tern associated molecular patterns (PAMPs), motifs com-
mon to large classes of infectious agents but often absent
in eukaryotic organisms. For viruses, ssRNA and dsRNA,
distinct from normal cellular RNAs, are the major PAMPs.
Once PRRs have been ligated, they set off intracellular bio-
chemical cascades that lead to cellular activation. Activated
cells initiate phagocytosis, chemotaxis and the secretion of
many cytokines and chemokines, such as interferon type I
and a-defensins, in turn, induce inflammation and other
antiviral responses. A new class of cytoplasmic receptors
may function to detect virus in infected cells and induce
IFN production by a wider range of cell types. Innate
immunity synergizes with acquired immunity in several
ways. It is initiated within hours and provides a rapid array
of defenses while antigen-specific immune responses are
being induced during the first weeks after infection.
Furthermore, selected innate responses — such as the acti-
vation of DCs, initiation of antigen processing, migration
to draining lymph nodes and upregulation of co-stimula-
tory molecules — are the essential first steps in induction of
acquired immunity.
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SPECIFIC AND INNATE IMMUNE RESPONSES TO
VIRAL INFECTION

Following viral invasion, the infected host mounts a number of responses
to infection. Many of these responses involve the induction by the adap-
tive immune system of antibodies or cells that are specific for antigenic
determinants expressed by the foreign pathogen. Most of this chapter is
devoted to a description of these specific immune responses. Infected hosts
also possess a number of non-specific defenses against an invading virus
and these have been discussed in Chapter 5, which deals with innate immu-
nity. In general, innate defenses come into play at the time of infection or
shortly thereafter, filling an important gap in protection against viral inva-
sion, until the appearance of specific immune responses that characteris-
tically require days to weeks for induction.

OVERVIEW OF THE IMMUNE SYSTEM

The following cursory description is designed to refresh the reader’s memory
about the organization and function of the immune system. Students who
are not familiar with basic immunology may wish to consult one of the
many excellent introductory texts (see Further reading).

The players: cells of the immune system

Lymphocytes are responsible for both the induction and expression of cel-
lular immunity. There are two major classes of lymphocytes, B cells and
T cells. T cells are named after the thymus, while B cells are named after
the Bursa of Fabricius, an organ found in birds (but not in mammals)
where B lymphocytes undergo early maturation. In mammals, the same
steps in B cell maturation occur in the bone marrow.

All types of lymphocytes are constantly produced from precursor
stem cells residing in the bone marrow. Progenitor cells migrate from the
bone marrow to the thymus where they undergo maturation that prepares
them to respond to an immune stimulus; they emerge from the thymus as
‘naive’ T cells that migrate to spleen, lymph nodes and selected tissues such
as the skin and submucosal sites. B lymphocytes emerge from the bone
marrow and migrate directly to lymphoid tissues.



The other important cells involved in immune
responses are monocyte/macrophages and dendritic cells.
Monocytes arise from stem cell precursors in the bone
marrow and leave the bone marrow to circulate as the
blood monocyte, following which they may enter tissues
to reside as tissue macrophages. Dendritic cells have sev-
eral lineages (see Figure 5.2) and are found in skin and
mucosal tissues (and in lymph follicles) where they spe-
cialize in the binding of foreign antigens and the initiation
of immune induction. Professional antigen presenting
cells are specially equipped to initiate immune induction,
since they express both MHC class I and class IT mole-
cules. Lymphoid tissues, such as the spleen and lymph
nodes, have a rather complex structure that is beyond the
scope of this chapter. Suffice it to say that macrophages,
dendritic cells and lymphocytes are situated within spleen
and lymph nodes at locations that optimize their ability to
play specific roles in response to immune stimuli.

Each immune cell bears molecules on its surface that
equip it to discharge its specialized role in the immune
response (Table 6.1). B cells carry antibody molecules that
bind ‘epitopes’ or individual immune determinants on
foreign antigens. Antigens recognized by B cells may be
either proteins, carbohydrates, or nucleic acids and their
epitopes consist of a small cluster of amino acids, sugars,
or nucleic acids, respectively. Thus, an epitope would
include about 10 amino acids, while a protein could be
composed of 25-1000 amino acids. Antibodies can recog-
nize both linear and conformational epitopes in proteins.

T lymphocytes carry a T cell receptor (TCR) that is a
heterodimer composed of an cvand a 3-polypeptide. T cell
receptors have a structure that is roughly analogous to the
antibody molecule but, in contrast to antibodies, recog-
nizes amino acids within a peptide of 8—11 amino acids
bound to a specialized groove on the surface of an MHC
class I molecule (10-30 amino acids for MHC class II
molecules). Individual B and T cells express different anti-
bodies or TCRs, specific for individual epitopes of differ-
ent antigens. These different receptors are ‘constructed’ by
rearrangements of genetic determinants expressed in
germ line cells, rearrangements that occur during matu-
ration of lymphocytes. Due to this exquisitely specialized
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developmental arrangement, lymphocytes can encode up
to ~10° different specificities. In contrast to lymphocytes,
macrophages or dendritic cells are equipped with more
general receptors for the Fc component of antibody mol-
ecules and with other surface molecules that enable them
to bind and internalize whole foreign antigens.

T lymphocytes can be divided into two major cate-
gories, CD4+ and CD8+ cells, which subserve different
immune functions. These two cell types can be identified
by the expression on their surface of either CD4+ or
CD8+ molecules, which are used as markers for purposes
of enumeration or cell sorting. CD4+ cells carry TCRs
that recognize antigen presented by MHC class II but not
class T molecules and, conversely, CD8+ cells recognize
antigens presented by class I molecules.

CD4+ cells act as ‘helper’ cells by interacting with
naive B lymphocytes or CD8+ lymphocytes to provide
signals that induce B cells or CD8+ cells to proliferate in
response to an antigen presented by a professional antigen-
presenting cell (APC); dendritic cells, macrophages and
B cells can act as APCs. The signals provided by
CD4+ helper cells involve ancillary surface molecules
that interact with cognate ligand molecules on the sur-
face of the antigen-responding CD8+ or B cells. Thus,
there are two interactions involved in optimal immune
induction, the recognition by a very small subset of lym-
phocytes of an epitope that is cognate to its recognition
molecule (antibody or TCR) and the non-specific sec-
ond signal that initiates clonal proliferation of such anti-
gen specific lymphocytes.

CD4+ cells can be divided into Tyl and T2 cells.
Tyl cells secrete large amounts of IFN~ and IL-2 and drive
the clonal expansion of CD8+ cells; recent studies suggest
that there may be a subclass of Ty1 cells that secrete IL-17
(Ty-17 cells). T2 cells secrete large amounts of 1L-4, IL-5
and IL-21 and drive the clonal expansion of B cells.

CD8+ lymphocytes are effector cells that mediate
the cellular immune response by their ability to recog-
nize foreign epitopes presented by class I molecules.
CD8+ cells initiate a local response that includes two
components, a lytic attack on target cells carrying a for-
eign epitope and the production of cytokines that can

_ B cell response T cell response T cell response

Type of immunity Humoral

Cellular Cellular

Precursor (memory) cell B lymphocyte

CD4+ precursor CD8+ precursor

Effector cell Plasma cell

CD4+ lymphocyte CD8+ CTL

Mediator molecules Immunoglobulins (Igs) Cytokines Perforins, granzymes,
cytokines

Persistence of effectors Yes No No

Anamnestic (memory) Yes Yes Yes

response

TABLE 6.1 Comparison of B and T cell immune responses
CTL: cytolytic T lymphocyte.



14

Chapter 6 ® Immune Responses to Viral Infection

attract inflammatory cells to the local site, resulting in an
indirect attack on the invading parasite. Individual
CD8+ cells differ in their ability to mount these two
responses and the balance may be influenced by the con-
ditions of immune induction.

Induction of the immune response

Immune induction of antibody and of cellular immunity
involves different cell types. The B lymphocyte pathway
(Figure 6.1) begins with the binding of foreign proteins to
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the immunoglobulin molecules expressed on the surface
of naive B cells. Naive B cells are already programmed
genetically to express Ig molecules with a single antigenic
specificity, i.e. they will recognize only a single epitope of
the multitude of determinants on the foreign protein.
Meanwhile, dendritic cells and macrophages (‘profes-
sional’ APCs) bind the same foreign protein. Foreign pro-
teins are endocytosed, digested to oligopeptides and
‘loaded’ onto class II MHC molecules on the surface of
APCs. CD4+ T2 lymphocytes, whose T cell receptors
(TCR) recognize the specific peptide presented by the
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FIGURE 6.1 A simplified representation of induction of a B lymphocyte (antibody) response showing the major cell types involved. (1) A naive B lymphocyte binds a
protein antigen via its surface immunoglobulin (Ig) (B cell receptor, BCR) that recognizes a specific epitope on the protein, resulting in activation of the B cell
through the B cell receptor. The protein that binds to and stimulates the BCR can also be endocytosed and processed through the exogenous MHC class Il pathway
and the B cell presents (on its surface) a peptide (different from the epitope that binds to the BCR on its surface) bound to its class Il molecules. (2) Dendritic
cells endocytose the protein, process it through the class Il pathway and present peptides bound to MHC class Il molecules. The peptides are recognized by a
subset of naive CD4+ T lymphocytes bearing the cognate T cell receptors (TCRs) which then proliferate, differentiate and act as helper cells (CD4+ Ty2 cells).

(3) CD4+ Ty2 cells recognize the peptides presented by B cells on their class I| MHC molecules and stimulate B cells in two ways. First, CD4+ cells provide a
second signal via the CD40-CD40 ligand pathway; CD40 ligand on CD4+ cells binds CD40 on B cells, initiating B cell intracellular signaling.

Second, CD4+ cells secrete cytokines (IL-2, IL-4, IL-5) that stimulate the presenting B lymphocytes to proliferate and differentiate into end stage plasma cells that
secrete their epitope-specific Ig molecules. Antibodies are continuously produced, even in the absence of antigen, both by long-lived plasma cells in the bone
marrow and possibly by continual differentiation of memory B cells into mature plasma cells.



class II molecules on the APCs, and B cells will be stimu-
lated to release cytokines (IL-4, IL-5, IL-21) that drive the
B cells to proliferate and differentiate. Mature B cells
(plasma cells) will then secrete the immunoglobulin for
which they have been programmed.

The cellular immune response follows a stereotyped
sequence of events (Figure 6.2), although there are many
variations. If a foreign antigen, such as a virus protein, is
introduced via any portal of entry, some of the molecules
are bound by professional APCs. The dendritic cell can
process protein antigens by two pathways, an exogenous
and an endogenous pathway. The endogenous pathway
may be utilized if the virus can infect the APC and begins
with the expression of a foreign protein in the cytosol of
the professional APC. Viral proteins synthesized in the

APC
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cytosol of the APC are delivered to the proteosome, a
complex cytoplasmic organelle, which digests the protein
into peptides and delivers these peptides (mainly 9-11
mers) across internal membranes into the endoplasmic
reticulum, where they are loaded onto class I molecules.
The exogenous pathway involves endocytosis of the pro-
tein, digestion into small oligopeptides in endolysosomes
and ‘loading’ of these 10-30 mers onto the antigen bind-
ing groove on class II molecules. Some class I molecules
can also be loaded via the exogenous pathway, a phenom-
enon known as ‘cross presentation’

Once exposed to foreign antigens in the periphery,
dendritic cells migrate rapidly via afferent lymphatic
channels to draining lymph nodes. Within lymphoid tis-
sue, dendritic cells interact with CD8+ cells whose TCRs
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FIGURE 6.2 A simplified representation of induction of a cellular (CD8+ T cell) immune response showing the major cell types involved. A professional antigen
presenting cell (APC) bears MHC class | molecules that present a specific peptide bound to the antigen binding groove. Naive CD8+ T lymphocytes expressing a

T cell receptor (TCR) that recognizes the same peptide will bind to the peptide and be stimulated to proliferate. Proliferation is triggered by two ‘signals’, the
recognition of the peptide and by cross linking of interactive accessory proteins on the surfaces of APCs and naive T cells (such as CD40-CD40 ligand). The ability
to provide this second signal distinguishes professional APCs from most other cells that express class | molecules. Following proliferation, CD8+ lymphocytes
differentiate into mature CD8+ lymphocytes that are capable of recognizing and ‘killing’ target cells bearing the same epitope on their class | molecules. For many
viruses, CD4+ helper T lymphocytes (via cytokines such as IL-2 and IL-4) appear to play a limited role in induction of effector CD8+ cells, but they are more
important for the generation of CD8+ memory cells derived from the CD8+ effector cell pool.
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recognize the epitopes presented by the class I molecules
on professional APCs. If they receive a ‘second signal’
provided by dendritic cells or by CD4+ cells, antigen-
responsive CD8+ cells then undergo clonal expansion
and differentiate into effector CD8+ cells (Figure 6.2).
CDA4+ helper cells play a variable role in CD8+ induction
and are most important for the generation of the memory
subset (rather than the effector subset) of CD8+ respond-
ing lymphocytes. Thus, HIV infects and kills CD4+ cells,
but indirectly reduces the ability of CD8+ effector cells to
contain longstanding persistent opportunistic infections, a
phenomenon that is discussed in Chapter 14.

A virus infection will simultaneously induce antibody
and a cellular immune response. The balance between the
two responses will be influenced by the relative propor-
tion of Tyl and Ty2 cells participating in the immune
response. As noted above, the effect of Ty;1 and T2 cells is
mediated by the cytokines that they secrete — [FN~, IL-2
and IL-17 driving CD8+ cells, while IL-4, IL-5 and IL-21
drive B cells.

Genetic approaches to studying immune
responses

Beginning around 1990, a series of methodological
advances were introduced that have made it possible to
manipulate the mouse genome so as to insert or delete
individual genes (see Further reading for more detailed
descriptions). In turn, this has led to a revolution in
immunobiology, since it has become possible, in a whole
animal, to probe the specific role of each of the vast array
of genes that control the development and function of
the immune system. These advances are now being used
to analyze the immune response to viral infections in
much more detail than was possible in the past.
Experiments employing genetically modified mice are
cited frequently in the rest of this chapter.

Methods that are frequently used to manipulate the
activity of individual genes include:

+ Transgenes. The DNA sequence of a known gene is
engineered to introduce a desired change in its
sequence that is randomly integrated into the recipient
DNA by non-homologous recombination, so that it
does not replace the corresponding normal gene.

+ ‘Knockout. The DNA sequence of a known gene is
engineered to introduce an alteration that renders it
non-functional. The ‘knockout’ construct undergoes
homologous recombination so that it substitutes for
and ‘knocks out’ the target gene.

+ ‘Knockin’ The same methods used to produce ‘knock-
out’ mice are used to introduce an engineered gene in
place of its normal counterpart.

+ Inducible ‘knockout’. The introduced ‘knockin’ target
gene construct includes an additional sequence (such
as loxP in the loxP-Cre recombination system) and a
gene (Cre, a site-specific recombination enzyme) that
can be induced to ‘knockout’ the target gene.

+ Small interfering RNA (siRNA). A double-stranded
siRNA is synthesized with a sequence identical to a
sequence within the target mRNA. When introduced

in vivo, the siRNA can lead to the destruction of the
target mRNA and reduce expression of the correspon-
ding protein (see Chapters 5 and 16 for further discus-
sion of siRNA).

ANTIBODY
Measurements of antibody

There are many methods to measure antibody to viruses
and both the kinetics of the response and its biological
significance depend upon the assay used. The canonical
assay is the neutralization test, in which antibody is
tested for its ability to reduce viral infectivity. This test
depends on the availability of a convenient method to
measure viral infectivity, often a plaque assay, in which
each infectious virus particle produces a single lytic
plaque in a lawn of susceptible indicator cells. One com-
mon technique involves the use of a single viral inocu-
lum, such as 100 PFU (plaque forming units); serial
dilutions of a test antibody are tested to determine the
highest dilution that will reduce the plaque count by
50% (Figure 6.3). An alternative less frequently used
method is the neutralization index, in which the titer of
a virus stock is compared in the presence and absence of
a test antibody; the index is calculated as the difference
in viral titers. Neutralization tests cannot be used for
some important viruses, such as hepatitis B and C
viruses, that cannot readily be grown in cell culture.

There are many alternative assays that measure the
ability of the antibody to bind to viral antigens, includ-
ing hemagglutination inhibition, immunofluorescence,
Western blot and ELISA (enzyme linked immunosor-
bent assay). Of these, the most commonly used is the
ELISA assay, which can readily be adapted to quantita-
tion, automation and rapid throughput. An antigen,
either whole virus, a viral protein or a viral peptide, is
bound to a substrate and then incubated with serial
dilutions of test antibody; adherence of the test antibody
is determined with a conjugated antiserum directed
against immunoglobulin of the species under test. The
conjugate may carry a fluorescent or other visualizable
label or be an enzyme that will convert a substrate from
a colorless to a visible form.

In contrast to the ELISA, the Western blot is a qualita-
tive test that provides information about the specificity of
the test antibody (Figure 6.4). Proteins from a viral lysate
are separated, often using polyacrylamide gel electrophore-
sis, and crosslinked to a cellulose strip. An unknown serum
is tested for its ability to bind to any of the proteins on
the strip and the reaction is ‘developed” with a labeled
antisera against immunoglobulin, as for the ELISA.

Antibody production can also be measured at a cel-
lular level, although this is rarely done except for special
experimental purposes. In the ELISPOT assay, cells —
including plasma cells — are prepared from blood or lym-
phoid tissues and overlaid on a surface to which a target
antigen has previously been bound. Antigen-specific
antibody released by specific plasma cells binds to the
cognate antigen and the ‘focus’is developed using a vari-
ation of the method used in ELISA assays. This assay
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FIGURE 6.3 A plaque reduction neutralization test showing the ability of a test antibody to reduce the infectivity of the virus (for convenience of illustration, ~10
PFU are shown, although a larger inoculum is usually employed). The 50% endpoint is calculated as the dilution of antibody that would reduce the plaque count

from the control level of 10 to 5 PFU. In this example the endpoint is ~1/3750.
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FIGURE 6.4 Western blot test for antibody. Four sera are compared, two
containing antibody against viral antigens and a positive and negative
control. The positive serum reacts with all of the viral proteins on the test
strip, while each of the test sera shows a different pattern of reactivity.

permits the counting of antibody-secreting cells (ASCs)
and can be employed for studies of the dynamics of the
antibody response.

Effector functions of antibody

Antiviral antibodies can subserve host defenses in several
different ways. First, they can bind to virus and neutralize
it, i.e. render the virion non-infectious. There are multiple

mechanisms of neutralization, but the most common is to
coat the virion and prevent its attachment to receptors on
permissive host cells. A minority of neutralizing antibod-
ies bind to the virus but do not prevent attachment to the
cell; instead they interfere with later steps in viral entry.
Also, it should be noted that many antibodies that bind to
viral proteins fail to neutralize, usually because the spe-
cific epitope is not expressed on the surface of infectious
virions — for instance, if the epitope is part of an internal
protein not present on the surface of the virion.

In addition to reducing infectivity of virions, antivi-
ral antibodies can act in several other ways. Many anti-
bodies will bind Clq, the first of the complement
proteins, and initiate lysis of the virion. Also, many anti-
bodies will bind to the Fc receptors on Kupffer cells and
other sessile macrophages. Complexes consisting of viri-
ons bound by antibodies will be more efficiently phago-
cytosed and degraded than free virions and this process
is sometimes called opsonization. Finally, antibodies can
‘arm’ NK cells that then mediate ADCC (antibody-
dependent cell-mediated cytolysis) leading to the
destruction of infected cells. NK cells carry receptors for
the Fc domain of immunoglobulin molecules. If an anti-
body with virus specificity binds to the FcR of an NK cell
and the NK cell then contacts a virus-infected cell bear-
ing the cognate antigen, it can initiate a cytolytic attack
similar to that mediated by CD8+ cytolytic T cells.

In general, the ability of antibodies to protect in vivo
correlates with their neutralizing activity. However, this
correlation is not absolute, as shown in studies of indi-
vidual monoclonal antibodies (Table 6.2). The mecha-
nism whereby non-neutralizing antibodies protect is not
well understood but, in some instances, may be medi-
ated by the clearance of virus-antibody complexes by the
reticuloendothelial system.

11
Antibody
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Protection in vivo (number of
Neutralization in vitro monoclonal antibodies)

Yes No
Yes 2 1
No 3 3

TABLE 6.2 The ability of monoclonal antibodies to neutralize in vitro does not
necessarily correlate with their ability to protect in vivo. In this example,
monoclonal antibodies (100 g per animal) were administered to mice one day
prior to injection of Ebola virus (10 PFU, a 100% lethal dose). Protection: from
6 to 10 mice survived challenge (of 10 tested); no protection: 0/10 mice
survived. Neutralization required the addition of complement

After Wilson JA, Hevey M, Bakken R et al. Epitopes involved in antibody-mediated
protection from Ebola virus. Science 2000, 287: 1664—1667, with permission.

Kinetics of the antibody response

Antibodies can be measured in different bodily fluids,
such as blood (plasma or serum) and mucosal fluids
(nasal, throat, bronchial washes, feces, semen, genital
washes). Furthermore, the class of antibody varies. Serum
contains IgG (the principal class), IgM and IgA, most of
which is derived from plasma cells in bone marrow,
lymph nodes and spleen. Mucosal fluids contain IgA
(locally produced by plasma cells in mucosa-associated
lymphoid tissues or MALT) and IgG (partly a transudate
of serum IgG and partly produced in MALT).

An example of the humoral (serum) antibody
response is shown in Figure 6.5, which illustrates that the
dynamics of the responses are quite different, according to
antibody class. In general, serum IgM appears rapidly
(1-2 weeks) and disappears in about 3 months, while IgG
appears more slowly (2—4 weeks), peaks at 3—6 months
and then gradually wanes, although it may persist at sub-
maximal levels for a lifetime.

The ELISPOT assay has been used to trace the loca-
tion and kinetics of plasma cells (mature antibody-
producing B cells). As shown in Figure 6.6, during the
primary immune response, most antibody-producing
plasma cells reside in the spleen but, following acute
infection, they are mainly found in the bone marrow.
During re-infection, there is another transient increase
in plasma cells in the spleen as well as expansion of the
continuing population in the bone marrow. The immune
host continues to produce considerable titers of virus-
specific antibody following primary infection, an impor-
tant distinction from cellular immunity (CD8+ effector
cells) that is not maintained at high levels after disap-
pearance of the virus. Persistent antibody production is
likely due to several mechanisms, including long-lived
plasma cells in the bone marrow and (possibly) memory
B cells that continue to differentiate into newly mature
plasma cells, stimulated by antigen or by cytokines in the
local environment. It is speculated that the bone marrow
may provide a high concentration of cytokines that are
essential for the survival of mature plasma cells and the
continual proliferation of plasma cell precursors.
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FIGURE 6.5 The time course of different classes of antibody response.
Subjects were immunized with poliovirus vaccine (IPV, inactivated poliovirus
vaccine or OPV, oral poliovirus vaccine) at 0, 32 and 56 days and followed for
their titers of serum antibody (IgG,, IgM, IgA). The IgM response is rapid but
transient while 1gG and IgA are induced more slowly but are long lasting. After
Ogra PL, Karzon DT. Formation and function of poliovirus antibody in different
tissues. Progress in Medical Virology 1971, 13: 156—193, with permission.
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FIGURE 6.6 The time course and localization of plasma cells secreting virus-
specific antibody. LCMV infection of the mouse induces the expansion of
plasma cells (ASC, antibody-secreting cells) in the spleen during acute
infection. With the waning of the infection, about one month later, the level of
antibody production is maintained but is mainly due to plasma cells in the
bone marrow. During re-infection, there is an increase in the level of serum
antibody associated with a transient spurt in the number of plasma cells in
the spleen. After Slifka MK, Matloubian M, Ahmed R. Bone marrow is a major
site of longterm antibody production after acute viral infection. Journal of
Virology 1996, 69: 1895-1902, with permission.

CELLULAR IMMUNITY
Measures of cellular immune response
Limiting dilution assay

The classical assay for cellular immune responses is the
limiting dilution assay or LDA (Figure 6.7), introduced
in the 1960s. Cells are obtained from blood, spleen or
lymphoid tissues of an animal immune to the virus
under study (virus ‘X’) and are cultured for 1-2 weeks in
the presence of whole inactivated virus X, its proteins, or
peptides. Under these conditions, virus X-specific
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FIGURE 6.7 Measurement of CD8+ precursor cells based on their ability to lyse appropriate targets (the LDA or limiting dilution assay). CD8+ cells obtained from
an immune donor are cultivated in the presence of the viral antigen under study, to expand the number of precursors and mature them into effector CTLs. Target
cells are prepared from a syngeneic source, infected with a transformed vector so that they express the viral antigens on their surface and also labeled with °!Cr as
a marker of cell death. CD8+ cells are incubated with labeled target cells and the amount of lysis of targets is assayed by the degree of °1Cr release. This
diagrammatic representation does not show various controls and quantitative features of the assay.

CD8+ cells undergo clonal expansion, presumed pro-
portional to their numbers in the original cultured sam-
ple. The expanded virus-specific CD8+ lymphocyte
population is then tested for its ability to destroy target
cells bearing the viral antigens in the context of syn-
geneic MHC class I molecules.

Production of syngeneic target cells depends upon
the species. For mice, animals of a single inbred strain
are used, while for outbred species, such as humans, tar-
get cells are usually prepared from each individual to be
tested using EBV (Epstein-Barr virus) to immortalize
B cells (B cells are used simply as targets). Target cells are
then infected with a vector, such as a transformed vac-
cinia virus, that expresses the virus X antigens; the tar-
gets will now express the antigens of virus X bound to
the subject’s MHC class I molecules. The target cells are
labelled with *'Cr, a marker that binds to intracellular
proteins. Cultured CD8+ cells are incubated with target
cells and the release of °!Cr is measured as an indicator
that the targets have been lysed by the CD8+ effector
cells. This assay can be quantified by serial dilution of
CD8+ cells prior to the assay, yielding an estimate of the
number of CTL precursors in the original cell suspen-
sion. Although the LDA represents a biologically relevant
measure of cellular immunity, it is very cumbersome,
tedious, capricious and expensive.

As described above, the CTL assay measures precursor
(or memory) CD8+ cells, based on their potential for
expansion in the presence of their cognate antigen.
Alternatively, lymphocytes freshly obtained from blood or
other tissues can be assayed for direct ex vivo killing, which
is a measure of effector cells in contrast to precursor cells.

New assays for cellular immune responses have
recently been introduced and are still under active devel-
opment (Table 6.3). One group of assays is based upon

the FACS (fluorescent activated cell sorter); FACS assays
fall into two categories, tetramer assays and intracellular
cytokine staining (ICS).

Tetramer assay

The tetramer assay detects antigen-specific CD8+ cells by
a reagent that consists of a single peptide molecule bound
in the antigen-binding groove of an MHC class I molecule
that is chemically coupled into a tetramer that also bears a
sensitive fluorescent marker. A tetramer reagent will bind
to the surface of all CD8+ cells bearing TCRs specific for a
single cognate peptide and such labeled cells can be enu-
merated using the FACS. It is assumed that numbers of
tetramer-staining cells are proportional to the numbers of
effector cells measured in the cytolytic assay.

Intracellular cytokine staining (ICS)

The other FACS-based assay is based on the response of
T lymphocytes to the epitope recognized by their TCRs.
Epitope exposure (oligopeptides added to the culture)
stimulates the production of a number of interleukins
and cytokines, such as IFN~ or TNFa (tumor necrosis
factor). After epitope exposure, CD8+ cells are treated
with brefeldin A (to prevent secretion of cytokines) and
are subsequently fixed (killed with a chemical such as
glutaraldehyde that leaves their structure intact). The
cells are then permeabilized so their intracellular cytokine
can be stained by a specific antibody carrying a fluores-
cent marker and the staining intensity corresponds to
the level of cytokine expression. Lymphocytes can then be
enumerated on a FACS to measure the particular intracel-
lular cytokine. Using appropriate controls for calibration,
it is now possible to determine the number of cells
responding to a specific epitope in the context of a
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Assay Fresh or cultured cells Target cell or marker

LDA (limiting dilution assay) | Cultured with antigen

Cell presenting epitope bound
to syngeneic class | MHC

51Cr release from target cells

CTL (cytolytic T cells) Fresh or frozen; short-term

culture with antigen

Cell presenting epitope bound
to syngeneic class | MHC

51Cr release from target cells

Tetramer Fresh or frozen

Fluorescent complex with
epitope bound to syngeneic
class | MHC

FACS (fluorescence-activated
cell sorter)

Intracellular cytokine Fresh or frozen

staining (ICS)

Fluorescent complex bound to
intracellular cytokine
(such as INF~)

FACS (fluorescence-activated
cell sorter)

ELISPOT Fresh or frozen

Secreted cytokine (such
as INF~)

Monocellular focus of released
cytokine in culture dish

TABLE 6.3 Measures of CD8+ T lymphocyte immune responses

Methods are described in Janeway CA, Travers P, Walport M, Shlomchik MJ. Appendix I, Immunologists’ toolbox, in /mmunobiology, 6th edn, Garland Science, New York, 2005.

specific MHC class I molecule. As with the tetramer
assay, the numbers of cytokine-staining cells are proba-
bly proportional to the number of cells measured in the
LDA. The ICS assay appears to be the assay of choice at
this time (2005), particularly where sophisticated
research equipment is available.

ELISPOT assay

A different method is the ELISPOT assay, which is simi-
lar to that described above for plasma cells. In this appli-
cation, lymphoid cells are plated in medium and
stimulated with oligopeptides. Those CD8+ T lympho-
cytes recognizing a specific epitope secrete cytokines.
The surface of the culture plate has been prepared by
coating with antibody that will recognize a particular
cytokine, such as IFN~and the number of foci of
secreted and bound cytokine are then enumerated to
count the number of responding CD8+ lymphocytes.
The ELISPOT assay is often used for high throughput of
large numbers of samples or where laboratory facilities
are limited.

Effector functions of CD8+ lymphocytes

CD8+ cells exert their effects mainly by two mecha-
nisms, cytolytic attack on target cells or secretion of
interleukins and cytokines. When CD8+ cells are stimu-
lated to ‘attack’ target cells — by interaction between the
TCR on the CD8+ cells and the peptide on the MHC
class I molecule of the target cell — they release perforin,
a molecule that produces channels in the plasma mem-
brane of the target cell leading to lysis. In addition,
CD8+ cells secrete granzymes (serine esterases), which
pass through the channels in the target cell and trigger
apoptosis. Effector CD8+ cells are not destroyed in this
process and survive to kill additional ‘prey’

CD8+ cells also release a number of cytokines, such
as IFN~, TNFa and IL-2. These cytokines can play an
essential role in clearing virus-infected tissues, either by

initiating apoptosis or by purging cells without cell
death — a phenomenon that is not well understood. The
relative role of cytolysis versus cytokines in clearing an
infection depends upon the virus. Thus, CTLs play an
important role in LCMV infection, while cytokines are
more important in HBV infection (Figure 6.8). In addi-
tion, cytokines initiate an inflammatory response by
exerting a chemotactic effect that draws monocytes and
other cells to the site of infection, leading to the elimina-
tion of virus and the removal of dead cells.

CD4+ cells can also act as effector cells under certain
circumstances. Mice in which 3 2 microglobulin gene has
been inactivated (such mice fail to produce MHC class I
molecules or CD8+ cells) will nevertheless produce virus-
specific CTLs with a CD4+ phenotype. In a few viral
infections of humans, the CD4+ subset of T lymphocytes
can be shown to mediate cytolysis and cloned CD4+ cell
lines can also be shown to attack virus-specific target cells.
However, CD4+ cells usually represent only a small frac-
tion of total CTL lymphocytes and, under physiological
conditions, CD8+ lymphocytes usually constitute the
major population of effector cells.

It was noted above that CTLs can initiate a process
of viral clearance without necessarily destroying infected
cells. Thus, in the HBV model (Figure 6.8), cytokines
cause a downregulation of viral mRNA transcripts and
their cognate proteins. In this transgenic model, 100% of
hepatocytes carry the viral genome and clearance cannot
involve cell death since the mice undergo a mild disease
from which they recover. A similar phenomenon has
been described for clearance of LCMV from neurons by
transferred virus-specific CD8+ T lymphocytes.

The ability of effector T cells to purge intracellular
viral RNA and proteins in a non-cytolytic manner is
similar to the effects of antibody and is a remarkable
phenomenon that remains to be explained. Studies with
Sindbis virus, an alphavirus, indicate that antibody and
effector T cells act synergistically to facilitate viral clear-
ance. It appears that IFN~ and perhaps other cytokines,
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FIGURE 6.8 The CD8+ -mediated clearance of some virus infections depends
upon cytokines rather than upon cytolytic activity. The figure shows the
amount of RNA specific for HBV (hepatitis B virus) in the liver of transgenic
mice that express the whole genome of HBV. When these mice are adoptively
immunized with CD8+ cells from a non-transgenic histocompatible mouse
immunized with HBV, the transferred cells clear the virus. This effect is
abrogated by antibodies directed against either IFN~ or TNF, implying that
those cytokines are responsible for viral clearance. After Guidotti LG, Ando K,
Hobbs MV et al. Cytotoxic T lymphocytes inhibit hepatitis B virus gene
expression by a non-cytolytic mechanism in transgenic mice. Proceedings of
the National Academy of Sciences 1994, 91: 37643768, with permission.

are mediators of this process. IFN~ triggers several
intracellular signaling pathways and the exact mecha-
nisms of viral clearance remain to be elucidated.

Kinetics of the cellular immune response:
effector and memory T cells

The following description is based on studies in which the
virus is totally cleared from the host after a period of weeks
to months (Figure 6.9). Virus-specific CD8+ effector
CTLs appear about one week after infection, rapidly
increase to a peak at 2-3 weeks after infection and then
wane by 3—6 weeks to levels that are difficult to detect. The
CD8+ peak often corresponds to the period when virus is
being cleared by the host. At maximum, the number of
virus-specific CD8+ cells can be very high, representing
up to 20% of total circulating CD8+ cells. These effector
T lymphocytes are constantly undergoing apoptosis and
have a short half-life, probably no more than a few days,
which accounts for their rapid disappearance after the
peak of viral infection.

Following the acute period of infection, effector
CD8+ cells drop by 10- to a 100-fold below their peak
but do not completely disappear (Figure 6.9). This residual
population of antigen-committed precursor CD8+ cells
is usually considered to be ‘memory’ T cells because of
their ability to proliferate rapidly if the host is reinfected.
It is possible that a subset of effector CD8+ lympho-
cytes, expressing the IL-7 receptor o (IL-7Rav ), are the
predestined progenitors of the CD8+ memory pool, a
question under investigation. In contrast to effector CTLs
that can be difficult to detect after the clearance of infec-
tion, memory T cells probably persist for the lifetime of
the animal. CD8+ memory cells have a finite lifespan
(half-life of several weeks) and they proliferate slowly to
maintain homeostasis.

Memory and effector T lymphocytes can be distin-
guished from each other by a variety of surface markers,
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FIGURE 6.9 The kinetics of the cellular immune response showing that
effector cells are transient, while memory cells persist. In this example, mice
were infected with lymphocytic choriomeningitis virus (LCMV) and spleen cells
were assayed for their cytolytic activity (°1Cr release assay) as a measure of
effector CTLs. The same cell source was also assayed for the frequency of
memory CD8+ lymphocytes that recognized a single immunodominant epitope
(amino acids 118-126 in the nucleoprotein). After Lau LL, Jamieson BD,
Somasundarma T, Ahmed R. Cytotoxic T cell memory without antigen. Nature
1994, 369: 648—652; Murali-Krishna K, Altman JD, Suresh M, Ahmed R.
Counting antigen-specific CD8+ T cells: a reevaluation of bystander
activation during viral infection. /mmunity 1998, 8: 177-187, with permission.

as well as by their content of intracellular cytokines, both
of which permit them to be separated in the FACS
(Figure 6.10). During the conversion of CD8+ cells
from effector to memory phenotype, the surface mark-
ers CD62L, CD27 and CCR7, change from low to high
expression and a subset of CD8+ cells acquires the abil-
ity to mount a robust IL-2 response. Following infec-
tion, memory CD8+ cells are found predominantly in
lymphoid tissues and are sometimes called central
memory cells (Tcy). A subset of CD8+ T cells are found
predominantly in peripheral tissues, mount a robust
INF~ and TNFa response and are sometimes called effec-
tor memory (Tgy) cells. It appears that, in response to
virus reinfection, Ty cells generate effector cells more
rapidly while Ty cells will proliferate and then differen-
tiate so that they produce a larger population of effector
cells but with a greater lag time.

The role of CD4+ helper cells in the induction of
CD8+ memory cells is complex. Virus-specific CD4+ cells
are not required for the induction of the early CD8+ effec-
tor response (see Figure 6.2). However, if CD4+ cells are
absent during immune induction, the functional qualities
of CD8+ memory cells are impaired. In contrast, the
maintenance of CD8+ memory cells is not dependent
upon either the presence of virus-specific CD4+ cells or
the persistence of antigen.
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FIGURE 6.10 The conversion of CD8+ cells from effector to memory phenotype during and after acute viral infection. This graph shows CD8+ cells in the spleen
of mice infected with LCMV, under conditions where the virus is cleared as in Figure 6.9. The upper panel (A) shows surface markers on CD8+ lymphocytes and the
lower panel (B) shows expression of cytokines after 5 hours of in vitro antigen-specific stimulation of the same cells. Bcl-2: anti-apoptotic molecule; CD11a:
adhesion molecule; CD25 part of IL-2 receptor; CD27: TNF receptor superfamily; D43: adhesion molecule; CD4+ 4: adhesion molecule; CD26L: lymph node homing
receptor; CD69: signaling surface receptor; CD127: IL-7 receptor o chain. After Masopust D, Kaech SM, Wherry EJ, Ahmed R. The role of programming in memory
T-cell development. Current Opinion in Immunology 2004, 16: 217225, with permission.

IMMUNITY AS A HOST DEFENSE
Recovery from initial infection

A single host may be repeatedly exposed to the same
virus. Recovery from the initial infection should be dis-
tinguished from recovery from reinfection since the rela-
tive role of various host defenses is probably quite
different. The cellular immune response can produce a
large number of effector cells in a relatively short time
(see Figure 6.9), while the antibody response develops
more slowly (see Figure 6.6). Also, effector CTLs have
several mechanisms for destroying or purging virus
infected cells, while antibody acts most effectively on free
infectious virus that has not yet initiated cellular infec-
tion. For these reasons, the cellular immune response is
probably the most important component of host defense
against a primary infection, although antibodies play a
synergistic role in clearing some primary viral infections.

West Nile infection of mice provides a good example
of immune defenses against a primary viral infection
(Figure 6.11). This virulent flavivirus is transmitted by
subcutaneous injection and produces a transient viremia,
following which virus crosses the blood-brain barrier,
enters the central nervous system, infects neurons and
produces acute encephalitis. In this experimental system,
some mice recover and clear the virus, while others suc-
cumb. When B cells are deleted (by gene knockout), the
mortality increases and the mice fail to clear the virus
effectively. When CD8+ cells are deleted (another gene
knockout) the mortality also rises; however, viremia is
rapidly terminated, although the virus is not cleared

from tissues. In this example, it appears that both limbs
of the immune response are necessary for an optimal
host response to initial infection, but that antibody plays
a more important role in the termination of viremia
while cellular immunity is critical for clearance of virus
from tissues.

Protection against reinfection

There are two salient differences between the naive host
and the host that has been previously infected (or vacci-
nated) and has developed an immune response to a spe-
cific virus. First, the immune host usually maintains a
significant titer of antiviral antibodies capable of imme-
diately interacting with virus. Second, the immune host
maintains virus-specific memory cells, both CD4+ and
CD8+ lymphocytes and, on re-exposure to antigen,
these cells proliferate and mature to effector cells more
rapidly than during primary immune induction (see
Figures 6.5, 6.6, 6.9).

Antibodies circulate in the plasma and will also be
present in mucosal fluids, the antibody class and concen-
tration depending on the prior immunizing experience.
These pre-existing antibodies can play a significant role in
protecting the immune host against the virus. Classical
experiments that demonstrate the efficacy of antibodies
have been conducted for many viruses using a passive
protection protocol. Experimental animals are pre-
treated with virus-specific immune serum and are then
challenged with virus, in comparison with appropriate
controls (Figure 6.12). Even a modest level of neutralizing
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FIGURE 6.11 Both arms of the immune response can play a role in host
defense against primary viral infection. West Nile virus (virulent wildtype
strain), a flavivirus, was injected by the subcutaneous route in young adult
mice, in which it produced a viremia followed by invasion of the central
nervous system and encephalitis. Some normal animals survived and cleared
the virus and were compared with congenic mice lacking CD8+ T cells
(CD8+ « chain ~/~) and congenic mice that were deficient in B cells and
antibody production (. MT mice). Abrogation of either antibody or cellular
immune defenses reduced host survival and viral clearance, but the patterns
were different in some respects. After Diamond MS, Shrestha B, Marri ef al.

B cells and antibody play critical roles in the immediate defense of disseminated
infection by West Nile encephalitis virus. Journal of Virology 2003, 77:
2578-2586; Shrestha B, Diamond MS. Role of CD8+ T cells in control of West
Nile virus infection. Journal of Virology 2004, 78: 8312—8321, with permission.

antibody may protect recipients against the disease conse-
quences of infection. Protected animals (or humans)
undergo reinfection, but the virus fails to disseminate to
target organs or to replicate to sufficient titer to exceed a
disease threshold. The efficacy of antibody depends upon
the pathogenesis of individual virus infections and
plasma antibody is particularly effective if viremia plays
an essential role in the dissemination of the infection to
target tissues.

Another experimental line of evidence is provided
by studies in which immune animals are depleted of
either B cells or CD8+ T cells, to compare the protective
effects of humoral and cellular immunity. Such studies
indicate that antibodies play a more important role than
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FIGURE 6.12 Passive antibody provides protection against a pathogenic virus
challenge. In this instance, the challenge is the intramuscular injection of the
virulent Mahoney strain of type 1 poliovirus and almost all of the control
animals developed paralytic disease. A titration was conducted of different
doses of anti-poliovirus antiserum, given one day prior to virus. The results
indicate that protection is dose dependent and that a titer of ~1:6 in the
recipient provided 50% protection. After Nathanson N, Bodian D. Experimental
poliomyelitis following intramuscular virus injection. lll. The effect of passive
antibody on paralysis and viremia. Bulletin of the Johns Hopkins Hospital
1962, 111: 198-220, with permission.

CD8+ cells in immune protection against virus chal-
lenge (Table 6.4).

Not only does prior infection provide antibody that
exists at the time of reinfection but the re-exposure
induces an anamnestic or recall response, so that the anti-
body titer rises more rapidly than after first exposure to
the virus and to higher peak titers. Furthermore, restimu-
lation leads to the ‘maturation’ of the antibody response,
due to a selection of B cells that synthesize antibodies with
increased affinity for the stimulating antibody. Such anti-
bodies have greater biological activity because of their
enhanced ability to bind viral antigens. The anamnestic
response is readily demonstrated in studies of vaccines
where the timing and amount of antigen exposure can be
precisely controlled (Figure 6.13).

The cellular response to virus is also more rapid and
greater upon reinfection than during primary immune
induction. However, in most infections where the
immune host has pre-existing neutralizing antibody and
where such antibody can offer significant protection by
itself, the cellular response is probably less crucial than
antibody.

Mucosal immune responses

Most viruses infect via a mucosal portal of entry, so that
mucosal immunity is potentially important, particularly
in protection against reinfection. Both antibody and
CD8+ cells participate in the mucosal immune response,
which differs in certain important ways from the sys-
temic response.

Plasma cells are found in all the submucosal tissues,
both in the connective tissue and in lymphoid tissues
such as the tonsil and Peyer’s patches in the intestinal
wall. A high proportion of mucosal plasma cells secrete
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Neutralizing Fatal infection
antibody on Monkeypox High titer replication
Day of vaccination Immune manipulation day 22 infection monkeypox virus
Day O None 800-6400 Day 28 0/4
Day O B cell depletion 42-59 Day 28 3/4
Days —8, —1,
7,15
Day O CD8+ depletion 268-2963 Day 28 0/4
Days 27, 29, 31, 42

TABLE 6.4 Antibody is more important than cellular immunity in protection of immune animals against virus infection. Rhesus macaques
were immunized with vaccinia virus (dryvax) and then challenged 28 days later with monkeypox virus, which causes a highly lethal
infection in monkeys, similar to smallpox in humans. B cells were depleted by treatment with an anti-CD20 antibody prior to and after

vaccination and CD8+ T cells were depleted before and after monkeypox challenge
After Edgehill-Smith Y, Golding H, Manischewitz J et al. Smallpox vaccine-induced antibodies are necessary and sufficient for protection against monkeypox

virus. Nature Medicine 2005, 11: 740—747, with permission.
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FIGURE 6.13 Re-exposure to an antigen elicits an anamnestic antibody
response. Seronegative subjects were given multiple doses of an inactivated
poliovirus vaccine (IPV), two priming doses, two weeks apart, followed by
‘boosts’ 8 and 20 months later. After Salk J. Considerations in the preparation
and use of poliomyelitis virus vaccine. Journal of the American Medical
Association 1955, 158: 1239-1248, with permission.

IgA that is assembled as a dimer bound to secretory
piece, another peptide. In this form, IgA is preferentially
targeted for secretion into the mucosal lumen. In addi-
tion, serum IgG escapes across the capillary endothelium
and appears in mucosal tissues as a passive transudate.
Both types of antibody can provide a barrier at the
mucosal surface.

Mucosal IgA antibody tends to be relatively transient,
lasting only months to years, in contrast to long-lasting
serum antibody. This may be due to the persistence of
antibody producing plasma cells in the bone marrow,
which account for persistent serum antibody (see Figure
5.6) while actively secreting plasma cells do not persist in
peripheral sites such as the mucosa.

Mucosal tissues contain both CD8+ and CD4+ cells
capable of mounting a cellular immune response. Fur-
thermore, mucosal T cells are distinguished from those in
central lymphoid organs by their tendency to home to
mucosal sites. As a result, presentation of an antigen to
a mucosal surface results in a different distribution of
CD8+ effector CTLs than does systemic presenta-
tion (intravenous, intraperitoneal, intramuscular, sub-
cutaneous) of the same antigen. Furthermore, mucosal
immune induction can produce greater protection than
systemic immunization against a mucosal challenge with a
virus (Table 6.5).

The mucosal immune system presents a biological
paradox. On the one hand, the gastrointestinal tract is
constantly exposed to foreign antigens that are benign in
nature, such as ingested food proteins and commensal
intestinal bacteria; these immunogens elicit ‘tolerance’,
i.e. the absence of an immune response. On the other
hand, the host must recognize pathogenic viruses that
invade via the gastrointestinal route and raise a defensive
response to repel or control these parasites. Although the
dual role of the mucosal immune system has long been
recognized, the underlying mechanisms are incompletely
understood and are the subject of ongoing research. One
hypothesis is that alternate immune responses are deter-
mined during the initial encounter with foreign antigens.
This hypothesis suggests that if that the foreign antigen is
presented in association with ‘danger’ signals or other
triggers of innate immunity (such as toll-like receptors),
defensive immunity may be elicited. On the other hand,
it is hypothesized that some professional APCs can be
programmed to initiate an anergic response, if they first
encounter a foreign antigen in a chemical and cellular
milieu that favors tolerance.

Escape from immune surveillance

The contest between virus and host is a never ending one,
but the virus has the advantage that it can undergo more
rapid evolution. Not surprisingly, viruses have developed
a number of mechanisms to evade immune surveillance
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Subcutaneous Rectal

CTL response Spleen 68% 45% ND
(% lysis)
Peyer’s patches 3% 35% ND
Lamina propria 5% 30% ND
Rectal challenge Virus titer log 10 8.3 4.3 8.3
per ovary

TABLE 6.5 Mucosal and systemic immunizations induce different distributions of effector T lymphocytes. Mice were
immunized with a gp160 peptide of HIV either by subcutaneous or intrarectal routes. Assays showed that antigen-
specific CTLs were found in the spleen regardless of route of immunization but in intestinal mucosal sites only after
rectal immunization. Correspondingly, resistance to rectal challenge with a vaccinia virus incorporating the gp160
antigen was greater in animals immunized by the intrarectal route. Readout was based on the titer of vaccinia virus in

the ovary 6 days after virus challenge

After Belyakov IM, Ahlers JD, Brandwein BY et al. The importance of local mucosal HIV-specific CD8+ cytotoxic T lymphocytes for
resistance to mucosal viral transmission in mice and enhancement of resistance by local administration of IL-12. Journal of Clinical

Investigation 1998, 102: 2072-2081.

and persist in the infected host. These include tolerance, in
which viruses are treated as self antigens, latency in which
the viral genome persists in the absence of gene products
and therefore cannot be recognized by the immune system
and other still more byzantine strategies. Viral persistence
is discussed in Chapter 10.

REPRISE

Viral infection induces an antigen-specific immune
response that has two main effector components, anti-
bodies and effector lymphocytes. Immune induction
involves cooperative interaction of several cell types, pro-
fessional APCs — antigen presenting cells — (dendritic
cells, macrophages and B lymphocytes), helper cells
(CD4+ T lymphocytes) and effector cells (plasma cells,
CD8+ T lymphocytes and NK cells). Induction also
involves the processing of protein antigens into oligopep-
tides that are bound to major histocompatibility (MHC)
molecules on the surface of APCs and are recognized by
T cell receptors (TCRs) on CD4+ and CD8+ T lym-
phocytes. In contrast to T cells, B cells recognize both
linear and conformational epitopes on native proteins.
Following a primary virus infection, antibodies are con-
tinually produced over a long period of time (although
at a submaximal level), while effector CD8+ cells disap-
pear almost completely. On second exposure to a virus,
there is a relatively rapid anamnestic response with an
increase in antibody production and the reappearance
of effector CD8+ T lymphocytes. During primary viral
infection, the cellular immune response plays an impor-
tant role in controlling and clearing the virus, while anti-
body is less important. Following clearance of a primary
infection, the immune response provides protection
against reinfection, mediated mainly by antibody
while the cellular response is less significant. There are
many variations on these general patterns, depending
upon both the characteristics of the virus and of the
infected host.
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IMMUNE MECHANISMS OF VIRUS-INDUCED DISEASE

Most virus diseases are caused by virus-cell interactions that either lead to
cytolysis or cause cellular dysfunction, as described in Chapter 4. However,
sometimes viral disease is mediated by the immune response to infection
rather than by the infection itself. This is particularly true of viruses that
are relatively non-cytopathic so that infected cells are not immediately
destroyed. In such instances, the very same cellular or humoral immune
responses to viral antigens that serves as host defenses, by containing and
clearing the virus invader, can also mediate a pathological response.
Although, at first glance this appears paradoxical, it reflects the dynamic
balance between virus and host (Table 7.1). If the immune response clears
the infection by destroying a small number of virus-infected cells, the host
survives with minimal symptoms and no permanent damage. If a large
number of cells are infected before immune induction, the same immune-
mediated destruction can cause severe or fatal pathological consequences.

Every component of the immune response is capable of causing disease,
although the mechanisms and manifestations will differ. Antibody—antigen
complexes, cell-mediated cytolysis, or inflammation are each responsible for
some instances of virus-induced immunopathology. Table 7.2 lists selected
examples of immune-mediated viral diseases of animals or humans.

What is the evidence that a virus disease is immune-mediated? In some
examples, such as hepatitis B virus (HBV), the first clue is that the specific
virus can cause persistent infections without apparent illness, suggesting that
disease is caused by an indirect mechanism. In other examples, pathological
examination reveals the hallmarks of immunopathology, such as lesions
containing antigen—antibody complexes, complement and inflammatory
cells.

If the disease can be reproduced in an experimental animal, it is then
possible to dissect the mechanism by use of manipulations, such as immuno-
suppression, genetic knockouts of components of the immune system,
adoptive immunization, transgenic animals expressing viral genes and the
like. When mice infected with lymphocytic choriomeningitis virus (LCMV)
are also treated with an immunosuppressive drug, cyclophosphamide,
they fail to develop acute convulsive disease (Figure 7.1). Although the
animals appear healthy, the virus replicates at a high level and produces a
life-long persistent infection of the brain and lymphoid tissues. The protective
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Rate and magnitude Rate and magnitude Tissue Outcome of Role of immune
Type of infection of virus replication of immune response destruction infection response
Acute Moderate Robust Restricted Recovery Protects
Acute Slow Moderate Restricted Recovery Protects
Acute Rapid Moderate Extensive Severe illness Causes disease
Acute Moderate Slow Extensive Severe illness Causes disease
Persistent Slow or rapid None None Silent infection Fails to eliminate virus

TABLE 7.1 Protective contrasted with pathogenic effects of the immune response to a non-cytopathic virus. In acute infections, the relative rate and magnitude of
virus replication and immune induction determine the balance between the protective and the destructive effects of the immune response. If there is little or no
immune response (‘tolerance’) to the viral antigens, a persistent infection occurs with no tissue destruction

Pathogenic immune

Protection from

Host species Virus family Virus and disease modality re-infection
Human Hepadnaviridae Hepatitis B Hepatitis CD8+ cells Antibody CD8+ cells ?
Flaviviridae Dengue Immune complexes, Neutralizing antibody
Hemorrhagic fever Tcells?
Paramyxoviridae RSV Bronchiolitis CD4+ cells Neutralizing antibody
Mouse Arenaviridae LCMV Choriomeningitis CD8+ cells Neutralizing antibody
Hepatitis CD8+ cells
Picornaviridae TMEV Demyelination CD4+ cells Neutralizing antibody
Mink Parvoviridae ADV Aleutian disease Immune complexes ?
(glomerulonephritis)
Sheep Lentiviridae Visna Maedi virus CD8+ cells ? Neutralizing antibody?
Visna (Encephalitis)
Maedi (Interstitial
pneumonitis)

TABLE 7.2 A selected list of immune-mediated viral diseases of animals or humans
ADV: Aleutian disease virus; LDV: lactic dehydrogenase virus; LCMV: lymphocytic choriomeningitis virus; RSV: respiratory syncytial virus; TMEV: Theiler's murine encephalomyelitis virus.

effect of immunosuppression and the persistence of high
virus titers in healthy mice, taken together, strongly suggest
that acute convulsive disease is due to an antiviral immune
response rather than to virus replication per se. Further
evidence of an immune-mediated disease is the ability of
immune (but not naive) T lymphocytes to reproduce acute
illness when transferred into immunosuppressed mice
(Figure 7.1).

CELL-MEDIATED IMMUNOPATHOLOGY

Mechanisms of cell-mediated
immunopathology

CD8+ cytolytic T cells (CTLs) are the most important
cellular mediator of virus-induced immunopathology.
As described in Chapter 6, they attack virus-infected cells
in a series of steps, including:

1. contact of the CTL and its target cell

2. recognition by the T cell receptor (TCR) on the CTL of
its cognate peptide epitope presented by class I major
histocompatibility complex (MHC) on the target cell

3. activation of the CTL

4. delivery of a lethal attack by release of membrane-
bound granules containing perforin and granzyme B

5. fusion of granules with the plasma membrane of the
target cell and polymerization of perforin monomers
to form a channel in the plasma membrane of the tar-
get cell

6. osmotic swelling leading to cytolysis of the target cell.

Simultaneously, release of granzyme B (a serine protease)
into the cytosol of the target cell triggers an intracellular bio-
chemical cascade that initiates apoptosis. Although CTLs
express Fas ligand that could bind to Fas on the surface of
the target cell, in most instances, this is probably not an
important pathway for CTL attack.

In addition to the direct cytopathic attack on target cells,
activated CD8+ T lymphocytes release a variety of pro-
inflammatory cytokines (such as INFy, TNFa and several
interleukins) that probably play a role in some manifestations
of virus-induced immunopathology. Also NK cells, as
described in Chapter 6, can attack virus-infected targets in
two ways, either because virus infection downregulates MHC
class T expression triggering NK cell attack (elimination of



Chapter 7 e Virus-Induced Immunopathology

A. LCMV Armstrong strain

100 —
= \————-
£ 807
=
3 60
3
s 40 o—ao Virus only
20— e—e Virus + antibody
0 T T T T T T T 1
3 4 5 6 7 8 9 10 11 12
B. LCMV WE strain
100 —
2
£ 80
=
3 60
§ 40 o—a Virus only
20 — o—eo \irus + antibody
0 T T T T T T T 1
3 4 5 6 7 8 9 100 11 12
C. LCMV docile strain
100 —
2
=
3 60
H
2 40 — .
> o—o Virus only
20— e=—e Virus + antibody
0 T T T T T T T 1

3 4 5 6 7 8 9 10 11 12
Days after infection

FIGURE 7.1 Experimental demonstration that a viral disease is mediated by the
immune response using immunosuppression and immune reconstitution. This
cartoon describes the protocol and results of intracerebral LCMV injection of
adult mice that die of an acute convulsive state. Immunosuppression converts
the infection into an asymptomatic persistent infection of the meninges of the
brain and adoptive immunization of persistently infected mice reproduces the
acute disease. Disease is produced by transfer of immune T lymphocytes (CD8
CTLs) but not immune antiserum or non-immune lymphocytes. After Gilden DH,
Cole GA, Monjan AA, Nathanson N. Immunopathogenesis of acute central
nervous system disease produced by lymphocytic choriomeningitis virus. Journal
of Experimental Medicine 1972, 135: 860889, with permission.

‘non-self” cells), or via antibody-dependent cell-mediated
cytotoxity (ADCC). However, it is not clear that NK cells play
a significant role in the well-recognized examples of virus-
induced immunopathology.

CD4 T lymphocytes may play an ancillary role in
enhancing some CD8-mediated immunopathological syn-
dromes. Thus, LCMV-specific CD4 T cells can produce
some degree of disease in 32 microglobulin knockout mice
that cannot express MHC class I molecules and therefore
lack targets for CD8 effector T cells. Also, depletion of T
lymphocyte subsets in immunologically intact mice reveals
that CD4 and CD8 virus-specific T cells play different and
synergistic effector roles in production of LCMV-induced

immunopathological hepatitis. CD4+ T cells also appear
to play a key role in some other examples of immunopathol-
ogy, such as the demyelinating syndrome caused by
Theiler’s virus (described below).

The variable influence of the immune response upon
this dynamic balance is illustrated by an experimental exam-
ple in which the same antibody preparation can either protect,
enhance or have no effect upon the outcome of infection
(Figure 7.2). In this model, LCMV replicates in the meninges,
producing a ‘target’ for potential immunopathological attack
and also spreads to the spleen and other lymphoid tissues
where it induces a CD8 response that mediates the chori-
omeningitis. Antibody reduced the hematogenous spread
of the slowly replicating Armstrong strain of LCMYV, pre-
venting the induction of a robust CTL response and thereby
protected most of the animals against the immunopatho-
logical disease. On the other hand, a ‘docile’ strain of LCMV
replicates so rapidly in the lymphoid tissues that it induces
‘high dose immune paralysis’ In this case, antibody reduced
viral replication in the lymphoid tissues sufficiently to con-
vert ‘high dose paralysis’ into a functional CTL response,
that then produced lethal choriomeningitis.

Experimental examples of cell-mediated
immunopathology

Lymphocytic choriomeningitis virus (LCMV)

LCMYV is an arenavirus that naturally infects wild mice
(Sidebar 7.1). Experiments with this somewhat obscure
virus first led to the idea that viruses could cause immune-
mediated disease (Chapter 1) and it still serves as a clas-
sical model of immunopathology. If LCMV is injected
by the intracerebral route in adult mice, the animals sicken
in about a week and rapidly die with neurological symp-
toms, the most striking of which is convulsions. The brain
shows severe inflammation of its meninges (the external
linings of the brain) but no involvement of the parenchyma
(brain tissue) and examination with tagged antibodies
shows that the virus replicates in cells in the meninges
but not in the parenchyma. Although the pathophysiology
of the convulsive state is not completely understood, it is
probably mediated both by direct cytopathic attack on
infected choroidal cells and by molecules released by
inflammatory cells. Macrophages in the inflammatory
exudate express high levels of iNOS (inducible nitric oxide
synthase) and the elevated levels of nitric oxide could
play a role in inducing convulsions.

As mentioned above, the LCMV model can be used
to demonstrate that this convulsive disease is immuno-
logically mediated. Syngeneic normal mice are ‘immu-
nized’ by intraperitoneal injection with LCMV, which
produces a transient infection leading to clearance of the
virus and development of a cellular immune response.
These ‘immune’ mice are then used as donors for either
antiserum or lymphocytes. When immune lymphocytes
are transferred into immunosuppressed mice that are
undergoing an asymptomatic brain infection, the acute
convulsive disease is reproduced (see Figure 7.1). Subse-
quent studies indicated that CD8 lymphocytes mediate
choriomeningitis and that these very same cells also
mediate clearance of the virus in intraperitoneally infected
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FIGURE 7.2 Antibody can have different effects on the outcome of a viral infection depending on the conditions. In this experiment, mice were pretreated with a
single preparation of anti-LCMV neutralizing antibody 4 hours prior to intracerebral challenge with three different strains of LCMV that produced acutely fatal
choriomeningitis in untreated animals. In this model, the virus replicates in the meninges, producing a ‘target’ for potential immunopathological attack and also
spreads to the spleen and other lymphoid tissues where it induces a CD8 response that mediates the choriomeningitis. Panel A: antibody reduced the hematogenous
spread of slowly replicating Armstrong strain of LCMV, preventing the induction of a robust CTL response and thereby protected most of the animals against the
immunopathological disease. Panel B: antibody did not sufficiently slow the hematogenous spread of intermediate-replicating WE strain of LCMV and had little effect
on the disease. Panel C: antibody reduced replication of the ‘docile’strain of LCMV in the lymphoid tissues sufficiently to convert ‘high dose paralysis’ into a
functional CTL response, that then produced lethal choriomeningitis. After Battegay M, Kyburz D, Hengartner H, Zinkernagel RM. Enhancement of disease by
neuralizing antiviral antibodies in the absence of primed antiviral cytotoxic T cells. European Journal of Immunology 1993, 23: 3236—3241, with permission.

SIDEBAR 7.1

Lymphocytic choriomeningitis virus (LCMV)

Lymphocytic choriomeningitis virus is a zoonotic
infection of house mice that can be transmitted to
humans, probably via aerosolization of infected urine
excreted by persistently infected mice. Although not an
important human pathogen, LCMV has played a major
role as a model in elucidating important principles in
viral and general immunobiology, research that was
recognized in two Nobel prizes, for the clonal selection
theory of antibody production by Burnet (1960) and
for the MHC restriction of cellular immune recognition,
by Doherty and Zinkernagel (1996). In the 1930s, the
virus was isolated by Traub from the Princeton
Rockefeller Institute colony of laboratory mice and
shown persistently to infect individual animals.
Although colonized mice, infected at birth, did not
suffer illness, when the virus was injected
intracerebrally into uninfected adult mice it produced
an acute lethal choriomeningitis (inflammation of the
meninges or coverings of the brain). In the 1950s,
Rowe showed that choriomeningitis could be
prevented by X-irradiation, although irradiated mice
were persistently infected, implying that disease was
immunologically induced. More formal evidence of the
immune nature of disease was provided in the 1970s by
demonstration that disease could be prevented by
chemical immunosuppression and then reconstituted
by adoptive immunization (see Figure 7.2). Also, in the
1970s, Doherty and Zinkernagel used the LCMV
model to demonstrate that CTLs were ‘restricted’ by
class I MHC antigens. In the same decade, LCMV was

also shown to cause several different types of immune-
mediated disease, including inflammatory
choriomeningitis, destructive necrosis (see Figure 7.4)
and immune complex glomerulonephritis (see Figure
7.6). More recently, a number of workers have used the
LCMYV model to elucidate immunological memory, for
both B and T lymphocytes, as well as the role of helper
T lymphocytes, studies that continue to the present.
Recent identification of alpha dystroglycan as the
cellular receptor for LCMV has led to insights
regarding the biological differences between virus
strains that are immunosuppressive and those that
induce a brisk immune response with rapid clearance.
Immunosuppressive strains bind tightly to the
receptor, replicate well in dendritic cells, interfere with
antigen presentation and immune induction and may
initiate a persistent infection. Strains that bind the
receptor weakly do not interfere with immune
induction and are usually cleared by a brisk cellular
immune response.

animals. Evidence for this view is provided by experiments
in perforin knockout mice whose T lymphocytes cannot
mediate a CTL ‘attack’ Both choriomeningitis and viral
clearance are abrogated in such mice (Figure 7.3).

In some instances, immune-mediated disease causes
tissue destruction in addition to inflammation. One case
is the hepatitis caused by hepatotropic strains of LCMV
(Figure 7.3). Another striking example is the destruction
of the cerebellum in newborn rats infected by LCMV.
When newborn rats are injected intracerebrally with
LCMYV, they develop a non-lethal infection of the brain
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FIGURE 7.3 The use of an immunological ‘knockout’ to demonstrate that a virus disease is mediated by a specific component of the immune response, such as the
cytopathic action of CD8+T lymphocytes. In this experimental example, mice with a normal perforin gene (+/4) are compared to mice with the gene ‘knock
out’(—/—) and with heterozygous mice (+/—) following infection with lymphocytic choriomeningitis virus (LCMV). The perforin gene is required for the cytolytic
action of CD8 lymphocytes. Panel A: Demonstrates the absence of CD8 cytolytic activity in perforin —/— mice compared to perforin +/+ animals. Panel B: Following
intravenous infection, perforin +/+mice clear the infection by day 12 after infection, while perforin —/— mice fail to clear the virus and are persistently infected.
Panel C: Following intracerebral infection, perforin +/+ mice develop fatal choriomeningitis, while perforin —/— mice are infected but do not die. Panel D: After
intravenous injection of a hepatotropic strain of LCMV, perforin /4 mice develop hepatitis as reflected by a high serum level of a liver enzyme (GLDH), while
perforin —/— mice are infected but do not develop liver disease. After Kagi D, Ledermann B, Burki K et al. Cytotoxicity mediated by T cells and natural killer cells is
greatly impaired in perforin-deficient mice. Nature 1994, 369: 31-37, with permission.

concentrated in the cerebellum, a region of the brain
associated with integration of locomotion. These animals
survive but become severely ataxic (uncoordinated).
Pathological examination indicates that the cerebellum
has undergone acute necrosis and degeneration as a result
of infection localized to this brain region (Figure 7.4).
Immunosuppression protects against brain pathology
and ataxia, even though virus replication is undiminished,
again indicating an immune-mediated disease process.
It is likely that this process is the direct consequence of
the cytopathic action of CD8+lymphocytes.

Respiratory syncytial virus (RSV)

Some virus-induced immunopathological syndromes
occur in the context of immunization. One example is
respiratory syncytial virus (RSV) that produces severe,
sometimes fatal, bronchopneumonia in infants. Early
attempts to immunize babies employed a formalin-
inactivated RSV vaccine that not only failed to protect
but actually appeared to enhance pulmonary disease fol-
lowing natural exposure to wildtype RSV. The failure of

A B

FIGURE 7.4 Immunopathological mechanisms can produce focal tissue
destruction. Gross pathology of newborn rats infected with LCMV. Although both
animals were infected, immunosuppression of the animal in panel A protected
against the severe cerebellar involution shown in panel B. After Monjan AA, Gilden
DH, Cole GA, Nathanson N. Cerebellar hypoplasia produced by lymphocytic
choriomeningitis virus. Science 1971, 171: 194—196, with permission.
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Intranasal RSV Alveolitis (% lung

Immunization (day 0) 18,0, 23 infection day 21 area) day 25
Formalin-inactivated None Yes 9.6
RSV (All groups)
CD8 Yes 3.9
CD4 Yes 0.5
CD8 + CD4 Yes 0.3

TABLE 7.3 Virus-induced immunopathology that is dependent upon CD4 more than upon CD8 T lymphocytes. In this
protocol, mice were immunized with formalin-inactivated respiratory syncytial virus (RSV) and were subsequently
infected with RSV by intranasal spray. Under these circumstances, infection produces a severe alveolitis. Mice
immunized with the formalin-inactivated RSV were divided into groups and depleted of CD4, CD8 or both CD4 and
CD8 cells, prior to and after challenge with intranasal live RSV. CD4 depletion (more effectively than CD8 depletion)
protected against the virus-induced alveolitis. Since alveolitis could not be produced by passive transfer of
antibodies alone, it was concluded that this effect is mediated, at least in part, by CD4 effector cells

After Connors M, Kulkarni AB, Firestone CY ef al. Pulmonary histopathology induced by respiratory syncytial virus (RSV)
challenge of formalin-inactivated RSV-immunized BALB/c mice is abrogated by depletion of CD4+ T cells. Journal of Virology

1992, 66: 7444—7451, with permission.

the vaccine was associated with the fact that it induced
non-neutralizing antibodies that were directed against
only one of the two envelope proteins of the virus, the
fusion (F) protein and did not induce neutralizing anti-
bodies against the G glycoprotein.

The lack of neutralizing antibodies explained the
failure to protect but not the enhancement of disease.
Subsequent depletion studies in experimental animals
showed that disease enhancement was mainly mediated
by CD4 cells, apparently acting as effectors rather than
via their helper function for induction of antibodies
(Table 7.3). Thus, disease could be induced by transfer of
T lymphocytes but not by antisera from mice that were
undergoing immunopathological responses. Vaccine-
potentiated RSV disease in mice is associated with an
effusion of pro-inflammatory T2 cytokines in the lung,
including 11-10, I1-5 and II-13.

By contrast, prior ‘immunization’ with live RSV does
not trigger an inflammatory response relative to non-
immunized control mice. Studies in humans indicate
that natural RSV infection protects against subsequent
re-infection and that protection correlates with the level
of neutralizing antibody.

In contrast to immunopathology associated with
formalin-inactivated RSV vaccine, the immune response
(CD8+ lymphocytes) is critical for the control and clear-
ance of infection during initial RSV infections in non-
immune animals or humans. Athymic (nu/nu) mice die
of progressive infection while normal controls survive.

Theiler’s murine encephalomyelitis virus (TMEV)

TMEV is a picornavirus of mice that is transmitted by
the enteric route and the pathogenesis of TMEV resem-
bles that of poliovirus in primates. TMEV replicates in
macrophages, produces a viremia and spreads to the
central nervous system. Virulent strains of TMEV (GDVII)
cause acute encephalomyelitis and death. Less virulent
strains of TMEV (BeAn and DA) cause a persistent infec-
tion of the spinal cord, with the gradual development of
chronic progressive spastic paralysis. This latter disease

has a complex etiology, but is, at least in part , immuno-
logically mediated.

After intracerebral inoculation of mice, less virulent
strains of TMEV produce an initial infection of neurons
in the gray matter of brain and spinal cord. This phase
of infection is cleared by immune mechanisms about
2-3 weeks after infection. However, the virus persists
in the white matter of the spinal cord, replicating prima-
rily in macrophages at low titers and in oligodendrocytes
at high titers, as measured by genome equivalents (see
discussion of mechanisms of persistence in Chapter 10).

Persistent TMEV infection is characterized by
demyelination (loss of myelin sheaths that surround
axons) leading to spastic paralysis. Demyelination is partly
due to necrosis of TMEV-infected oligodendrocytes (the
cells that produce myelin). However, demyelination is
mainly immune-mediated, since it can be prevented by
depletion of CD4+ lymphocytes about 3 weeks after
infection, at the onset of the persistent phase of infection.
It is postulated that virus-specific CD4+ cells respond to
viral antigens by secretion of Tyl cytokines (I-2 and
IFN~ ) and other cytokines (based on high tissue levels of
mRNAs) that in turn activate macrophages. Activated
macrophages secrete neutral proteases and TNFa, which
attack myelin (‘bystander’ demyelination). Virus-induced
autoimmunity may also play a role, since myelin-specific T
cells are detected in TMEV-infected mice. It is presumed
that the autoimmune response is triggered by myelin
breakdown products that are released by the virus-
induced destruction of myelin. Consistent with this recon-
struction, myelin-specific T cells are first detected late in
the infection, after the onset of demyelination.

Cell-mediated immunopathology: human
disease

Hepatitis B virus (HBV)

Hepatitis B is one of the most important immune-
mediated viral diseases of humans. Following exposure
to HBYV, the infection can take several different courses
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and the first clues about the pathogenesis of HBV hepati-
tis come from a comparison of viral antigen and anti-
body markers in patients with diverse outcomes. Figure
7.5 compares a patient undergoing acute hepatitis and
another infected subject who remains asymptomatic.
The asymptomatic individual has a high titer of virus in
the blood, as reflected by the amount of hepatitis B sur-
face antigen (HBsAg) but fails to clear the infection,
which often persists for many years. Such persistently
infected persons exhibit little evidence of antibody (anti-
HBs) against the surface antigen in their serum. In con-
trast, the patient with acute hepatitis clears the infection

Hepatitis B infection with acute hepatitis
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FIGURE 7.5. Hepatitis B disease likely is mediated by the immune response to
infection rather than a direct effect of viral replication. Among adults,
hepatitis B infection takes several different courses. Upper panel: about
20-35% of infections are accompanied by acute clinical hepatitis. Most of
these patients recover completely, clear the virus and acquire lifelong
immunity. Lower panel: 2-10% of individuals undergoing primary inapparent
infection fail to clear their virus that persists for many years. The presence of
high titers of virus in the absence of hepatitis, contrasted with the occurrence
of hepatitis in patients who clear their virus, suggests that disease is not
caused by infection per se, but by the immune response to the virus. Redrawn
from Robinson WR. Hepatitis B virus and hepatitis D virus, in Mandell GL,
Bennett JE, Dolin R (eds), Principles and practice of infectious diseases,
Churchill Livingstone, New York, 1652—1683, with permission.
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during the period when liver disease is at its peak. Shortly
after clearing the virus, serum anti-HBs appears and rises
to high titer. From the association of viral clearance and
disease, it may be surmised that the same process that
clears the virus also produces disease, another example of
the dual role of the immune response (see Table 7.1).

Evidence for the immunological basis of hepatic
disease and viral clearance can be derived from studies
in mice that carry a transgene for the hepatitis B genome
and express the major structural proteins of the virus in
hepatocytes. This model has confirmed the dual roles of
the immune response and has permitted a detailed dis-
section of the mechanisms involved (Sidebar 7.2).

If transgenic mice expressing HbsAg in their hepato-
cytes are injected with syngeneic CTL CD8+ lymphocyte
clones directed against a specific epitope of the envelope

SIDEBAR 7.2

Mouse model for the study of hepatitis B virus (HBV)
pathogenesis

A mouse model has been developed for the dissection
of the immunological mechanisms responsible for
disease production and viral clearance in HBV
infection. The model focuses on a single viral protein,
the envelope protein, known as HbsAg. The envelope
protein occurs in three nested forms, the large, middle,
and major envelope proteins, that are translated from
three different RNA transcripts of the viral genome.
The major and middle proteins assemble into 22 nm
spherical particles and the large protein assembles into
long filamentous particles about 22 nm in diameter;
both particles are found at very high concentrations in
the serum of HBV-infected persons.

The mouse model has two major variables. First,
transgenic mice can be created that express the large,
middle or major envelope proteins to elucidate the
different roles of these three proteins. Second, mice can
be vaccinated with immunogens that express the
envelope proteins and, from the spleens of immune
mice, CTL clones can be grown that are directed
against individual epitopes within each of the three
envelope proteins (diagrammed below). This exquisite
specificity permits a more detailed analysis of
mechanisms than is available for other examples of
virus-induced immunopathology. Diagram based on
Figure 31.5 in Chisari FV, Ferrari C. Viral hepatitis, in
Nathanson N, Ahmed R, Gonzalez-Scarano F et al.
(eds), Viral pathogenesis, Lippincott Raven Publishers,
Philadelphia, 1997, 745-778, with permission.
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protein, acute hepatitis is produced. There are two steps in
the development of pathology. First, the injected CTLs
attach to infected hepatocytes and induce apoptosis, but
this is limited to a small number of potential target hepa-
tocytes, probably because CTLs cannot move readily
through solid tissue. Second, if the CTL clones produce
large amounts of IFN~, large numbers of white blood cells
(mononuclear and polymorphonuclear cells) are attracted
and produce necroinflammatory foci in which much of
the cell killing is produced by non-specific ‘bystander’
cells distant from the CTLs. This process usually induces
a limited acute hepatitis from which the mice recover, sim-
ilar to most cases of human hepatitis B. If the transgenic
mice express the large envelope protein, much of which
is retained within the endoplasmic reticulum, then the
inflammatory response progresses to a third stage, charac-
terized by activation of liver macrophages (Kupffer cells)
and progressive inflammation and necrosis that kills many
of the mice; this process resembles fulminant hepatitis B
that is seen in about 1% of human cases of hepatitis B.

The same process that produces hepatitis in trans-
genic mice also mediates viral clearance but the mecha-
nisms are different. While hepatocellular inflammation
and necrosis are produced by the direct action of CTLs,
clearance seems to depend upon the cytokines, IFN~ and
TNFaq, that are produced in abundance by activated CTLs.
Treatment with antibodies against either of these two
cytokines abrogates viral clearance without altering the
course of necroinflammation (see Figure 6.8). The most
remarkable finding is that the cytokines downregulate
all aspects of the transcription and translation of the
HBV transgenes in 100% of hepatocytes without killing
them and perhaps even ‘cure’ them of infection.

The role of anti-HBs should also be mentioned. Based
on studies with passive transfer of antibody from immune
subjects and on studies with HB vaccine, it appears that
anti-HBs antibody is highly effective as a prophylactic to
protect uninfected subjects from future exposure to HBV
(discussed in Chapter 17). Antibody probably also plays
a role in acute hepatitis, both in disease causation and
viral clearance. When administered to transgenic mice
expressing HbsAg, passive antibody causes a rapid clear-
ance of viral antigen from the blood and a mild very
transient hepatitis. This suggests that, in acute infection
of humans with HBV, antibody clears viral proteins from
the circulation, synergizing the CTL-mediated clearance
of virus from hepatocytes. Antibody probably plays a
minor role in the pathogenesis of acute hepatitis, since
acute hepatic disease can be produced by individual CD8
CTL clones, in the absence of antibody, when transferred
to HbsAg-expressing transgenic mice.

ANTIBODY-MEDIATED IMMUNOPATHOLOGY

Experimental examples of antibody-mediated
immunopathology

Some persistent virus infections are characterized by high
titers of virus or viral antigens in the blood over a long
period. If any antiviral antibodies are produced during such
viremic infections, antigen—antibody (immune) complexes
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may be formed in the circulation. The glomerular filtration
system in the kidney readily passes water, electrolytes and
smaller molecules, that enter the renal tubules for readsorp-
tion or excretion into the urine. Immune complexes, due to
their high molecular weight, may fail to transit the glomeru-
lar filter and accumulate under the basement membrane
that is situated external to the glomerular capillary wall.
Immune complexes can fix complement that, in turn,
will generate pro-inflammatory cytokines that draw a
variety of leukocytes into the periglomerular space. The
resulting chronic inflammatory process causes scarring
of the glomerulus, chronic glomerulonephritis, gradual
reduction of renal function and eventual kidney failure.

One example of this process is LCM V-infected mice
that develop antibody-mediated glomerulonephritis and
kidney failure. Mice infected with LCMV at birth have a
life-long plasma viremia. However, they also produce
antiviral antibodies against all of the major structural
proteins of LCMV and the virus in their serum circulates
as infectious immune complexes, which can be demon-
strated by the fact that the infectious titer is reduced by
antibodies directed against mouse immunoglobulin (Table
7.4). Both LCMV antigen and antibodies can be demon-
strated in eluates of the kidneys from long-term infected
mice that have massive deposits of immune complexes
in their kidneys (Figure 7.6).

Long-term high titer viremias are seen in a number of
persistent virus infections (see Chapter 10) and it is likely
that most of them are characterized by circulating immune
complexes. Depending upon the levels of antigen and anti-
body, such infections may lead to immune complex depo-
sition and kidney damage (see Table 7.2). In addition
to kidney disease, circulating immune complexes may
produce other types of lesions, such as vasculitis.

Antibody-mediated immunopathology: human
disease
Dengue

Dengue hemorrhagic fever/dengue shock syndrome
(DHE/DSS) is an important example of antibody-medi-
ated viral disease in humans. Dengue viruses are members

Treatment of sera

LCMV titer (log;o

from mice persistently LD50 per 0.02 ml)
infected with LCMV

Anti-mouse immunoglobulin <1.0
Controls

Normal rabbit serum 3.7
Anti-mouse albumin 3.5

TABLE 7.4 In persistent infections, viremia may exist as infectious immune
complexes. In the example shown, sera from 3-month-old mice infected with
LCMV at birth were treated with antibodies against mouse immunoglobulin or
control antibodies and were then assayed for infectivity. The inactivation by
anti-immunoglobulin antibodies is evidence that the infectious virus is bound
to mouse antiviral antibodies

After Oldstone MBA. Dixon FJ. Pathogenesis of chronic of antibody production to disease
in neonatally infected mice. Journal of Experimental Medicine 1969, 129: 483499, with
permission.
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FIGURE 7.6 Immune complex deposits in the glomerulus of a mouse with
chronic disease associated with persistent LCMV infection. The amorphous
deposits are located between the epithelial cells of the glomerulus (that line the
glomerular filtration space) and the basement membrane that underlies the
capillary endothelium. Normally, a filtrate of blood passes across the
endothelium and the basement membrane and then crosses the epithelial lining
to enter the glomerular filtration space. Immune complexes are so large that they
may become lodged in the interstitial space under the basement membrane
where they gradually accumulate, leading to inflammation, scarring and loss of
functional capacity of the glomerulus and chronic glomerulonephritis that is
eventually fatal. After Buchmeier MJ, Welsh RM, Dutko FJ, Oldstone MBA. The
virology and immunobiology of lymphocytic choriomeningitis virus infection.
Advances in Immunology 1980, 30: 275-331, with permission.
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of the flaviviridae and can be grouped into four antigeni-
cally distinct types (1-4) based on serological typing.
Dengue is transmitted by Aedes aegypti mosquitoes and is
confined to certain tropical areas where the vector is
indigenous. From time to time, depending upon preva-
lence of the vector, massive outbreaks of dengue occur in
southeast Asia or in the Caribbean.

During epidemics, most infections cause an acute but
self-limited febrile illness with complete recovery, but a
small proportion of patients develop shock and/or a hem-
orrhagic diathesis, with a mortality up to 10%.
Epidemiological studies indicate that DHE/DSS occurs
almost exclusively in children who are undergoing a sec-
ond infection with a dengue virus of a serotype different
from their primary dengue infection. Also, DHF/DSS is
seen in infants undergoing primary infection but who
carry maternal anti-dengue antibody acquired from their
mothers. These observations suggested that DHF/DSS
might be mediated by an immunological mechanism.
Furthermore, clinical studies have indicated that patients
with DHF/DSS have both increased capillary permeability
and fragility and a reduction in thrombocytes, a subcellu-
lar element required for normal blood clotting.

Cell culture studies showed that dengue viruses repli-
cated in blood monocytes and that infection of these
cells could be enhanced in the presence of small amounts
of antibodies against dengue viruses. Enhancement was
mediated by binding of the Fc portion of the antibody
molecule to Fc receptors on the surface of monocytes,
which facilitated entry of virus into their host cells.
Enhancement could also be shown in monkeys infected
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FIGURE 7.7 The replication of dengue virus is enhanced by antibody. A pair of
monkeys were treated with either human antiserum against dengue virus or a
control serum and 15 minutes later were infected by a subcutaneous dose of
dengue virus type 2. The subsequent course of viremia shows that the antibody
enhanced the infection. Similar results were obtained in four additional
experiments. After Halstead SB. In vivo enhancement of dengue virus infection
in rhesus monkeys by passively transferred antibody. Journal of Infectious
Diseases 1979, 140: 527-533, with permission.

with dengue virus and pretreated with antibodies against
dengue viruses (Figure 7.7).

Although antibody-dependent enhancement may
explain enhanced viral replication in secondary dengue
infections, the pathophysiology of DSS is still a matter
for tentative reconstruction. Monocytes or macrophages
infected with dengue virus, particularly in the presence
of enhancing antibody, secrete a number of vasoactive
cytokines, including TNFa , IFN~ and IL-2. Also, in sec-
ondary dengue infections, CD4 and CD8 T lymphocytes
specific for dengue virus antigens are activated and
secrete a similar array of vasoactive cytokines. This
cytokine ‘storm’ could account for increased capillary
fragility (with associated hemorrhages) and permeabil-
ity (with associated shock). In addition, circulating
immune complexes (dengue viral antigens and antibod-
ies) initiate the complement cascade, evidenced by sub-
normal levels of several serum complement proteins.
Activated complement proteins, particularly C3a and
C5a, also enhance vascular permeability and are associ-
ated with sequestration of thrombocytes.

VIRUS-INITIATED AUTOIMMUNITY

It has long been suspected that, on occasion, a virus
infection might induce an autoimmune response, i.e. an
immune response to antigenic determinants in a host
protein. The following sequence of events could mediate
such a response:

1. a virus infection elicits an immune response to a
number of B and T cell epitopes on the virus-
encoded proteins

2. a few of these epitopes are also shared with one or
more host proteins



3. the virus-induced epitope-specific antibodies or T
lymphocytes are capable of reacting with the cognate
epitopes on the host proteins

4. these anti-host immune responses may elicit an
autoimmune disease process.

Is there evidence of epitopes that are shared between
virus proteins and host proteins? Sharing of epitopes,
sometimes called ‘molecular mimicry’, would be a rare
phenomenon (<<1:10000000) based on chance alone.
Nevertheless, there are examples of similar sequences of
amino acids in viral and host proteins, as shown in Table
7.5. When antiviral monoclonal antibodies are prepared
from mice shortly after infection with a variety of RNA
and DNA viruses, a small number of these antibodies can
be shown to react with one or more tissues in uninfected
mice. In most of these instances, the shared epitope
remains to be defined.

These observations suggest that viral infections may,
on occasion, induce immune responses that are directed
against an epitope present on both a viral and a host pro-
tein. However, it is important to recognize that an epitope-
specific immune response against a host protein will not
necessarily induce disease. Autoimmune disease induction
probably requires that the immune response directly
interferes with an essential activity of a host protein, or
that the response triggers a cascade of immune responses
that leads to inflammation, cell destruction and loss of
function of a tissue or organ.

Mpyelin basic protein (MBP) can be used to illustrate
this point. MBP is a major component of the myelin
sheath of neuronal processes in the central and periph-
eral nervous system and its loss drastically curtails the
conductive ability of neuronal axons and dendrites, pro-
ducing dysfunction that can be progressive and fatal. If
rodents are immunized with the complete protein, a
severe disease (experimental allergic encephalitis, or
EAE) is induced. Immunization with different segments
of MBP induces immune responses against the corre-
sponding epitopes. However, the ability to induce EAE is
confined mainly to one 10-amino acid sequence (the
‘encephalitogenic site’) of MBP and immunization with
other domains of the protein, although they elicit an
immune response, does not induce EAE.

Certain viral proteins, such as the polymerase of
hepatitis B virus, contain sequences similar to the
encephalitogenic epitope of MBP. When a peptide based
on the viral sequence is used to immunize rabbits, it
induces an antibody and cellular response to rabbit MBP,
as well as perivascular inflammation confined to the cen-
tral nervous system. This is an experimental example of
an antiviral immune response that is capable of inducing
an autoimmune disease process. Although it seems plau-
sible that virus infections trigger some cases of autoim-
mune disease in humans, it has been difficult to develop
definitive evidence for specific diseases.

REPRISE

Although the immune response usually plays a protec-
tive role in viral infection, a few viral diseases are
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Immunological
Sequence cross-reactivity
demonstrated
Poliovirus VP2 STTKESRGTT Yes
Acetylcholine receptor TVIKESRGTK
Papilloma virus E2 SLHLESLKDS Yes
Insulin receptor VYGLESLKDL
Rabiesvirus glycoprotein TKESLVIIS Yes
Insulin receptor NKESLVISE
HIV p24 GVETTTPS Yes
IgG constant region GVETTTPS
Measles virus P3 LECIRALK No
Corticotrophin LECIRACK

TABLE 7.5 Potential shared epitopes between viral and host proteins. The following table
lists examples of sequences where there are at least 6 sequential identical amino acids. In
most of these instances, immunological cross reactivity has also been demonstrated

After Oldstone MBA, Molecular mimicry and autoimmune disease. Cel/ 1987, 50: 819-820, with
permission.

immune-mediated. The same immune responses that
can clear viral infections can also cause immunopathol-
ogy and this apparent paradox is explained by a kinetic
view of infection as a race between the invading virus
and host immune defenses. If the immune response is
sufficiently brisk, it will clear the infection with minimal
cellular damage, but if the infection is widespread when
immune effector cells appear, then the attack on infected
cells can produce severe disease. Immunopathology is
most often seen with viruses that are relatively non-
cytopathic so that infected cells are not immediately
destroyed. Each major effector arm of the antiviral
immune response may, on occasion, mediate disease.
CD8 cytolytic T lymphocytes cause several distinct
pathological syndromes in mice infected with are-
naviruses, such as LCMYV, including acutely fatal chori-
omeningitis, hepatitis and cerebellar destruction.
Likewise, effector T cells are the major cause of hepatitis
produced by hepatitis B virus and perhaps by hepatitis C
virus in humans. In some persistent viral infections of
animals, antibody binds to viral proteins to produce
immune complexes that can cause progressive glomeru-
lonephritis and vasculitis. Similar immune complex dis-
ease probably occurs in some persistent viral infections
of humans, such as those caused by human immunode-
ficiency virus and hepatitis B virus. Antibodies probably
play an important role in at least one acute human viral
disease, dengue hemorrhagic fever, although the patho-
genesis is not completely understood. In summary,
immune-mediated viral disease is a reflection of the del-
icate balance between the defensive and destructive
effects of the immune response and of the race between
viral invaders and the defenses mounted by the infected
host.
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Virus-Induced
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INTRODUCTION

As a general rule, infections stimulate an immune response specific for the
antigens of the virus. However, in a few instances, virus infections sup-
press the immune response. Immunosuppression is often ‘global’, i.e. it
affects responses to many antigens. However, in some instances suppres-
sion is quite specific for the infecting virus, often associated with antena-
tal or perinatal infections. The mechanisms of immunosuppression are
diverse (Table 8.1) and include:

1. replication of the virus in one of the cell types involved in immune
induction, such as antigen presenting cells (particularly macrophages
or dendritic cells) or CD4+ (helper) T lymphocytes, leading to the
induction of cellular apoptosis or aberrant production of cytokines

2. tolerance, often associated with fetal or newborn infection, produced
by clonal deletion of T lymphocytes that respond to viral antigens

3. perturbation of the immune response due to specific effects of individual
viral proteins that act on infected or uninfected cells in a variety of ways.

Immunosuppression associated with a virus infection was first described
about 100 years ago by von Pirquet who noted that patients lost their
tuberculin sensitivity (skin test reaction to the antigens of Mycobacterium
tuberculosis) during and after measles (Figure 8.1). With the occurrence of
AIDS (acquired immunodeficiency syndrome), virus-induced immuno-
suppression has attracted renewed attention and detailed investigation.
Animal models of immunosuppression have provided much useful infor-
mation about its dynamics and mechanisms.

MECHANISMS OF IMMUNOSUPPRESSION

Viral infection of lymphocytes, monocytes and
dendritic cells

A number of viruses can replicate in cells of the lymphoreticular system.
If the virus destroys a cell type that is critical to immune induction, such
as antigen-presenting cells or a specific class of T lymphocytes, immune
induction may be impaired resulting in immunosuppression. A few salient
examples will illustrate this mechanism of suppression.
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Degree of immuno- Virus-specific
suppression or broad

Attack on one or more cells of the Human Marked Broad
lymphoreticular system
LCMV Mouse (adult) Marked Broad
CDhV Dog Marked Broad
Fetal infection leading to tolerance Rubella Human Moderate Specific
LCMV Mouse Moderate Specific
Perturbation of cytokine homeostasis and Measles Human Moderate Broad
intracellular signaling
Viral proteins acting as viroceptors or HSV Human Mild Specific
virokines
Vaccinia Human Mild Specific
Suppressor T lymphocytes FLV Mouse Moderate Broad

TABLE 8.1 Some mechanisms of virus-induced immunosuppression

Abbreviations: CDV: canine distemper virus; FLV: Friend leukemia virus; HIV: human immunodeficiency virus; HSV: herpes simplex virus; LCMV: lymphocytic choriomeningitis virus.

8 —
6 —
E
E
S 4
®
H
-
=
.
0

Base Rash 1 2 3 4

Weeks after rash

FIGURE 8.1 Immunosuppression during a viral infection. The effect of acute
measles infection upon delayed-type hypersensitivity (tuberculin skin test).
Immunosuppression occurs during the incubation period and the immune
response exhibits maximal reduction by the time the rash has developed and
gradually returns to normal over the next month. Base: tests at 1 and 2 weeks
prior to measles. After Tamashiro VG, Perez HH, Griffin DE. Prospective study

of the magnitude and duration of changes in tuberculin reactivity during
uncomplicated and complicated measles. Pediatric Infectious Diseases Journal
1987, 6: 451454, with permission.

Lymphocytic choriomeningitis virus (LCMV) and
antigen-presenting dendritic cells

Certain strains of LCMV, experimentally selected, are quite
immunosuppressive in adult immunocompetent mice.
One immunosuppressive strain, clone 13, has been com-
pared with a non-immunosuppressive strain (Armstrong
strain) from which it was derived, to elucidate the mecha-
nism of immunosuppression. It appears that clone 13 pref-
erentially infects macrophages and dendritic cells, resulting
in a generalized suppression of immune responses. The

preferential replication of clone 13 — relative to Armstrong —
in macrophages in the lung is shown in Figure 8.2.
Immunosuppressive infections often lead to virus per-
sistence and clone 13 produces a high titer persistent
viremia while Armstrong strain causes an acute viremia
that is cleared within 10 days (Figure 8.2).

The suppressive effect of clone 13 infection in
adult mice is demonstrated in Table 8.2, which shows
that the immunogenic Armstrong strain induces a
CTL response while clone 13 does not. The suppressive
effect of clone 13 is ‘global, i.e. it compromises the
immune response to other viruses as well as to LCMV.
Table 8.3 shows that adult mice infected with LCMV
clone 13 have markedly reduced responses to vaccinia,
influenza and herpes simplex viruses relative to unin-
fected control mice.

It has recently been shown that virus infection of
dendritic cells also plays an important role in the immuno-
suppressive action of measles virus (MV). In both
instances, infection inhibits the development, expansion
and migration of dendritic cells, interrupting antigen-
presentation, with the dramatic effects described above.
It has recently been suggested that this effect is mediated
by a novel mechanism, in which virus-induced type 1
IFN blocks dendritic cell development via a STAT2-
dependent signaling pathway (described in Chapter 5).

Lymphocytic choriomeningitis virus (LCMV) and
CD4+ T cell dysregulation

In some circumstances, the immunosuppressive effect of
LCMYV is due in part to its ability to dysregulate T helper
functions. Acute and persistent infections of mice with
LCMV both induce virus-specific CD8+ effector T cells.
However, these cells differ in their biological properties,
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FIGURE 8.2 Comparison of the in vivo replication of an immunosuppressive variant (clone 13) and an immunogenic variant (Armstrong) of LCMV. The
immunosuppressive strain replicates to a higher titer in tissues reflecting its greater ability to grow in macrophages and produces a persistent infection, while
the immunogenic variant produces a short-lived viremia that is cleared by the immune response. After Matloubian M, Kolkekar SR, Somasundaram T, Ahmed R.
Molecular determinants of macrophage tropism and viral persistence: importance of single amino acid changes in the polymerase and glycoprotein of lymphocytic
choriomeningitis virus. Journal of Virology 1993, 67: 7340—7349, with permission.

LCMV virus strain used to infect mice

Armstrong (immunogenic) 0

Percent ®'Cr release from target cells infected with

LCMV antibody titer (logy)

51

45

12.7

Clone 13 (immunosuppressive) 0

7

1

12.0

TABLE 8.2 Comparison of the immune response to an immunosuppressive variant (clone 13) and an immunogenic variant (Armstrong) of LCMV. Adult mice were
injected on day 0 with 1052 PFU of either virus and spleen cells were tested on day 8 for their ability to lyse target cells, as measured by the release of radioactive

label (°1Cr) at an effector:target ratio of 50:1. Antibody titers in serum were measured in an ELISA assay at the same time
After Ahmed R, Salmi A, Butler LD, Chiller JM, Oldstone MBA. Selection of genetic variants of lymphocytic choriomeningitis virus in spleens of persistently infected mice. Journal of

Experimental Medicine 1984, 160: 521540, with permission.

CTL response (lytic units) on target cells infected with

Infection with clone 13 at age m Immunosuppression
Not infected (control) 389 586 4000 16 246 None

<1 day 378 628 5769 0 LCMV-specific

6 weeks 0 56 159 0 Broad

TABLE 8.3 LCMV infection of mice as adults suppresses immune responses both to LCMV and other viruses, while infection of newborn mice suppresses
responses to LCMV but not to other viruses. Mice were infected with clone 13, an immunosuppressive variant, as newborns or at 6 weeks of age and were
subsequently stimulated with vaccinia, herpes simplex, influenza or the non-immunosuppressive Armstrong strain of LCMV. Their CTL responses were determined
7 days later against target cells infected with the stimulating virus. A Iytic unit represents the number of T lymphocytes needed to lyse 100 target cells and the

table shows the number of Iytic units per spleen or lymph node

After Tishon A, Borrow P, Evans C, Oldstone MBA. Virus-induced immunosuppression. Virology, 1993, 195: 397-405, with permission.

because CD8+ cells from persistently infected mice lack
the ability to persist in the absence of antigen, a defining
characteristic of CD8+ memory cells. It is known that
effector T cells can be induced by an acute viral infection
in CD4 knockout mice, but that CD8+ memory T
cells are not induced in the absence of CD4+ T cell help
(Chapter 6). It appears that during the first few weeks
after initiation of persistent infections with LCMV, the
virus dysregulates CD4+ helper T cells, so that they fail
to provide the functions required to induce virus-specific
memory CD8+ T cells.

AIDS viruses and CD4+ T lymphocytes

HIV and related viruses (such as SIV, simian immuno-
deficiency virus) utilize the CD4 molecule as their
primary receptor. As a result, the virus replicates in
CD4+ T lymphocytes and monocytes/macrophages/
dendritic cells, the major cell types that express CD4 on
their plasma membranes. Monocytes undergo a relatively
non-cytopathic infection with HIV but T lymphocytes,
if they are proliferating, undergo a cytopathic infection.
In addition, indirect mechanisms are involved in destroy-
ing CD4+ lymphocytes, as described in Chapter 14. The
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CTL activity, lytic units (x 1000) per spleen on target

cells infected with
ND

Vaccinia virus

Dose of LCMV (Docile strain) Vaccinia virus infection

Not infected (control) Infected 31 0.3
102 PFU Not infected 228 ND ND
107 PFU Not Infected <0.2 ND <0.2
107 PFU infected <0.2 26 0.1

TABLE 8.4 Virus-induced high dose tolerance produces virus-specific immunosuppression. Adult mice were infected intravenously with a tolerogenic (Docile) strain of
LCMV at two doses, a low dose (102 PFU) that was immunogenic and a high dose (107 PFU) that was tolerogenic. Some animals were also infected with vaccinia virus to
test their immune responsiveness. Spleen cells were harvested 20 days after infection (immunization) and were tested for pCTLs in a limiting dilution assay (see Chapter
6 for technical details). The LCMV-tolerized mice raised a vaccinia response similar to mice that were not infected with LCMV, indicating that tolerance was virus-specific
ND: not done. After Moskophidis D, Lechner F, Pircher H, Zinkernagel RM. Virus persistence in acute infected immunocompetent mice by exhaustion of antiviral cytotoxic effector T cells.

Nature 1993, 362: 758761, with permission.
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FIGURE 8.3 Virus-induced immunosuppression that resembles ‘high dose’ tolerance to self antigens. Adult mice were infected intravenously with a tolerogenic
(Docile) strain of LCMV at two doses. The low dose (102 PFU) was immunogenic and induced long-lasting CTLs that cleared the infection. The high dose (107 PFU)
induced rapid development of precursor cytolytic T cells (pCTLs) but these had totally disappeared by day 15 after infection due to the ‘exhaustion’ of these
‘forbidden’ clones, resulting in a persistent infection. After Moskophidis D, Lechner F, Pircher H, Zinkernagel RM. Virus persistence in acute infected
immunocompetent mice by exhaustion of antiviral cytotoxic effector T cells. Nature 1993, 362: 758761, with permission.

depletion of CD4+ lymphocytes, that act both as T
helper cells and, under some circumstances, as T effector
cells, produces functional immunodeficiency that leads
to opportunistic infections and the other manifestations
of AIDS (see a later section of this chapter for a more
extensive description).

Tolerance: virus as self

Healthy animals are immunologically ‘tolerant’ to their
own antigens, i.e. their own proteins do not induce anti-
bodies or cellular immune responses. There are several
mechanisms for the induction of tolerance, including the
thymic deletion of ‘forbidden’ clones of T lymphocytes, or
anergy caused by the peripheral ‘exhaustion’ of such ‘for-
bidden’ clones. The potential for responding to a viral anti-
gen as ‘self’ is readily demonstrated in transgenic mice that
express a viral antigen but do not produce virus antigen-
specific antibodies or T lymphocytes. Tolerogenic virus
infections are often characterized by several features:

1. they are most easily induced in fetal or newborn animals
2. they are more readily induced if virus replication
produces high levels of antigen

3. tolerance is virus-specific and responses to other
viruses are not impaired
4. tolerance usually leads to virus persistence.

Lymphocytic choriomeningitis virus (LCMV) and
tolerogenic infections

LCMV provides a well-studied model of tolerogenic
infections in mice. Injected into newborn mice, LCMV
usually produces a tolerogenic infection, as illustrated in
Table 8.3. Such mice exhibit suppression of certain virus-
specific immune responses with no evidence of LCMV-
specific CTLs even though they produce LCMV antibodies
that eventually cause immune complex glomerulonephritis
(see Chapter 7). LCMV infects immature T cells (nega-
tive for CD4 and CD8 markers) in the thymus of neona-
tal mice and T cells that carry T cell receptors (TCRs) for
LCMV antigens are deleted in the thymus, so that they
fail to appear in the blood or peripheral lymphoid system.

Tolerogenic infections can also be induced in adult
mice infected with a high dose of a tolerogenic LCMV
variant. Table 8.4 and Figure 8.3 show that a low dose
(10?) of the Docile strain of LCMV induced CTL and the
virus was cleared from the spleen within a few weeks.



By contrast, a high dose (10’ PFU) of the Docile strain
was tolerogenic, leading to a persistent infection. The high
virus dose induced a CTL response that was even more
brisk than that induced by the low virus dose, but CTL
then rapidly waned and had disappeared within three
weeks after infection. This phenomenon is often called
‘exhaustion’ and is associated with the kinetics of effector
CTLs. Effector CTLs are subject to two possible fates;
most of them rapidly undergo apoptosis while a minority
become ‘memory’ cells that recycle slowly and can be
stimulated to proliferate and differentiate into effector
cells (see Chapter 6). Apparently, in the presence of excess
antigen, all effector cells are driven into apoptosis and
none become memory cells, leading to ‘exhaustion’ of the
virus-specific CTL population. In the LCMV model, T cell
exhaustion is associated with the reduced expression of Il-
7R and of the anti-apoptotic molecule, Bcl-2.

Viral proteins that perturb the immune
response

A number of viruses encode proteins that can perturb the
immune response. This is particularly true of larger viruses,
such as herpesviruses and poxviruses, which appear to
have ‘captured’ cellular genes that have evolved to act as
‘decoys’ that interfere with antiviral host defenses. These
viral proteins can interfere with the immune response
through a wide variety of mechanisms and some of the
best defined examples are mentioned below.

Effect on lymphocyte proliferation

In some instances, a viral protein appears to alter the abil-
ity of lymphocytes to respond to an immune stimulus.
For example, many retroviruses encode an envelope pro-
tein, p15E, that reduces the proliferative response of T
lymphocytes and the activation of monocytes. The effect
has been mapped to a small domain within p15E and can
be simulated by peptides that have the same immunode-
pressing sequence.

Effect on complement

After antibody has bound to its cognate antigen, the Fc
portion of the antibody molecule undergoes a confor-
mational change that results in the binding of the Clq
complement protein to the Fc domain, initiating the
complement cascade (see Chapter 5). The complement
cascade, in turn, can lead to virolysis or cytolysis of virus-
infected cells, thereby acting as a host defense. Herpes
simplex virus (HSV) encodes two envelope glycopro-
teins, gE and gl, that can bind to the Fc moiety of the Ig
(immunoglobulin) molecule. This bipolar bridging pre-
vents the secondary effects of antibody binding, such as
the activation of the complement cascade (Figure 8.4).
The biological effect of the gE protein can be demon-
strated by a comparison of cells infected with wildtype
HSV (gE-positive) and cells infected with gI- or gE-defi-
cient mutants, showing that the latter are relatively resist-
ant to complement-mediated cytolysis. In addition, HSV
can block the complement cascade in a second way,
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FIGURE 8.4 Cartoon to illustrate the binding of Ig (immunoglobulin) to the

surface of herpes simplex virus-infected cells via gC, a viral envelope protein.
Two other viral glycoproteins, gE and gl, bind the Fc domain of Ig and prevent
the binding of C1q. If cells are infected with mutants defective for gE and gl,
the Fc domain is available to bind Clq and initiate the complement cascade.
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FIGURE 8.5 Viral genes can perturb the immune response by blocking the
complement cascade. In this example, a comparison is made of wildtype
vaccinia virus with a mutant that lacks the VCP (vaccinia complement control
protein), a viral gene. Rabbits received intradermal injections of 106 plaque-
forming units (PFUs) of the two viruses and the size of the lesions were
compared (medians for three animals in each group). The lesions produced by
the VCP-negative mutant were consistently smaller, beginning at 5 days

after infection, suggesting that VCP interfered with the ability of the host to
contain the vaccinia-induced skin lesions. After Isaacs SN, Kotwal GJ, Moss B.
Vaccinia virus complement control protein prevents antibody-dependent
complement-enhanced neutralization of infectivity and contributes to virulence.
Proceedings of the National Academy of Sciences 1992, 89: 628—632, with
permission.

through another one of its envelope proteins, gC, which
binds C3b, one of the intermediates in the cascade.

Vaccinia virus, a poxvirus, interferes with the com-
plement system in a different way, by blocking another
element in the complement cascade. Vaccinia virus
encodes VCP, a vaccinia complement control protein,
that resembles a human plasma protein, C4-BP. The
function of C4-BP is to monitor the complement cas-
cade and prevent its unwanted activation, by binding to
C4b, one of the intermediaries in the cascade. VCP viti-
ates complement-mediated immune host defenses by
binding C4b and blocking the complement cascade. Its
impact can be shown by comparison of wildtype vac-
cinia virus with VCP-minus mutants that are less patho-
genic in vivo (Figure 8.5).

Downregulation of MHC class | molecules

As described in Chapter 6, CD8+ cytolytic effector cells,
through their T cell receptors, recognize viral antigens
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FIGURE 8.6 A viral protein that simulates the IFN~ R (interferon ~ receptor) can block the antiviral action of IFN~. The B8R protein of poxviruses is homologous to
the IFN~ R and this study indicates that it can block the action of IFN~. The figure shows an assay in which 10 units of human interferon were used to reduce the
titer of Cocal, a vesiculovirus; Cocal virus and human IFN~ were present in each assay and the data are expressed relative to the control titer in the absence of IFN.
Left panel: the supernates from two baculovirus cultures are compared, a control baculovirus and one that was engineered to express B8R. B8R blocks the effect
of IFN~ and permits Cocal virus to replicate. Right panel: supernates from cultures infected with two poxviruses, vaccinia and cowpox, are compared with the
supernates from a mock-infected control culture, to show that the media from poxvirus-infected cultures blocks the effect of human IFN~, presumably due to the
presence of the B8R protein in the virus-infected media. After Alcami A, Smith GL. Vaccinia, cowpox, and camelpox viruses encode soluble gamma interferon
receptors with novel broad species specificity. Journal of Virology 1995, 69: 4633-4699, with permission.

presented as peptides on class I molecules, leading to
lysis of virus-infected cells. Poxviruses, adenoviruses,
herpesviruses and AIDS viruses encode proteins that
downregulate the expression of class I molecules, which
renders virus-infected cells less susceptible to cytolytic T
lymphocytes.

The E1A protein of oncogenic adenoviruses reduces
transcription of class I molecules. Some adenoviruses
are oncogenic in animals and others are not and the
oncogenic adenoviruses downregulate MHC class 1
expression. The non-oncogenic viruses lack this down-
regulating activity; they transform cells in culture, but
will not produce tumors in normal mice, although they
are oncogenic in immunocompromised animals (see
Chapter 4). Adenovirus also encodes another protein,
E3/19K, that traps MHC class I molecules in the endo-
plasmic reticulum (ER) so that they never reach the cell
surface. E3 is a transmembrane protein and its cytoplas-
mic tail encodes a small domain that retains it in the ER
while its exodomain encodes a sequence that binds to
Class I molecules.

Interference with cytokine functions

Poxviruses produce a number of proteins that act as
‘viroceptors’. These proteins resemble and compete with
cellular receptors of the host, binding the cytokine and
reducing its physiological activity. Interferon ~ (IFN~)
or ‘immune’ interferon is produced by antigen-specific T
lymphocytes as part of their cytokine response to anti-
gen (see Chapter 6). Furthermore, IFN~ can play a vital
role as an immune defense, as demonstrated by treat-
ment with monoclonal antibodies against IFN~ that can
convert an innocuous into a lethal viral infection in
some experimental models. Because all IFN responses
are initiated by binding of IFNs to their cognate cellular
receptors, proteins that mimic the IFNAR can sequester
IFN and prevent its binding to the cellular receptor.

Many poxviruses encode a protein (B8R) that is homol-
ogous with the cellular IENAR and this protein binds
IFN and can abrogate the protective effect of IFN in a
cell culture system (Figure 8.6).

Blocking innate immunity

As understanding of the innate immune response expands,
viral mechanisms that perturb the response are being
uncovered. For instance, a non-structural protein of
hepatitis C virus targets a cellular protein (MAVS, mito-
chondrial antivirus signaling protein) and thereby sub-
verts an interferon induction pathway.

ANIMAL VIRUSES ASSOCIATED WITH
IMMUNOSUPPRESSION

A number of animal viruses — from many different virus
families — can cause immunosuppression of varying
degrees of severity and specificity (Table 8.5). Several of
these, that have served as important models to elucidate
the mechanisms of suppression, are described below.

Lymphocytic choriomeningitis virus (LCMV)

LCMV is an arenavirus that occurs in nature as an
indigenous virus of wild mice and has served as an
important experimental model to study interactions
between the immune system and viral infection (see
Chapter 6). As described earlier in this chapter, some
strains of LCMV are immunosuppressive under certain
experimental conditions and a study of the model eluci-
dates some of the variables that are determinants of
immunosuppression.

When adult mice are infected intravenously with
LCMYV, the outcome depends upon the strain of virus
used. Table 8.2 illustrates that the Armstrong strain of
LCMYV induces a virus-specific cellular immune response
(CTLs), but clone 13 is immunosuppressive and fails to



Virus family Cells infected Manifestation of
Virus group Virus and disease (lymphoreticular) immunosuppression

Human viruses
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Choriomeningitis

T lymphocytes

Paramyxoviridae Measles Monocytes Reduced DTH
Morbilliviruses Measles Thymic epithelial cells Enhanced infections
Togaviridae Rubella Lymphoid cells Persistent rubella infection
Rubiviruses Rubella

Retroviridae HIV CD4+ T lymphocytes Opportunistic infections
Lentiviruses AIDS Monocytes Enhanced neoplasia
Animal viruses

Arenaviridae LCMV Dendritic cells, monocytes Persistent LCMV infection

Paramyxoviridae CDV
Morbilliviruses Canine distemper

Monocytes
Lymphocytes

Encephalitis
Bacterial superinfections

RV Rinderpest

Monocytes Lymphocytes

Lethal gastroenteritis

parvoviruses Cerebellar ataxia

Retroviridae SIV CD4+ T lymphocytes Opportunistic infections
Lentiviruses AIDS Monocytes

Retroviridae MulLV B lymphocytes B, T cell dysfunctions
Oncoviruses (defective variant) MAIDS Opportunistic infections
Parvoviridae FPV Replicating immunocytes Profound acute leukopenia
Autonomous Gastroenteritis

TABLE 8.5 Selected examples of human and animal viruses that cause immunosuppression
AIDS: acquired immunodeficiency syndrome; CDV: canine distemper virus; DTH: delayed-type hypersensitivity; FPV: feline panleukopenia virus; HIV: human immunodeficiency virus; LCMV:
lymphocytic choriomeningitis virus; MAIDS: murine AIDS; MuLV: murine leukemia virus; RV: rinderpest virus.

induce CTLs, although both viruses induce similar anti-
body responses. Associated with immunosuppression,
clone 13 induces a persistent infection in contrast to
the immunogenic Armstrong strain that is rapidly cleared
(see Figure 8.2). In this model, immunosuppression
appears to be due to the enhanced ability of the immuno-
suppressive clone 13 variant to replicate in dendritic cells
and macrophages (see Figure 8.2), which are destroyed
by virus-specific CTLs reducing the efficiency of antigen
presentation.

Morbilliviruses: canine distemper virus (CDV)

Canine distemper virus produces an acute febrile and
highly fatal disease in dogs and a number of other
species of carnivores. Death is due to severe encephalitis,
pneumonitis, gastroenteritis and bacterial superinfec-
tions, with hemorrhage and dehydration. A similar
virus, rinderpest virus (RV), infects cattle and can cause
devastating epidemics with very high mortality. CDV
and RV are both morbilliviruses, closely related to
measles virus.

CDV infects lymphocytes and monocytes and pro-
duces a severe leukopenia, i.e. a reduction in the number
of lymphocytes (both B and T cells) in the circulation
and lymphoid tissues. Functionally, there is a loss of
the lymphocyte proliferative response to mitogens and

pre-existing responses to specific antigens also decrease or
disappear. The outcome of infection is variable and dogs
that recover develop prompt antibody and CTL responses
to CDV, while those that die exhibit reduced or absent
immune responses to the virus (Figure 8.7). The acute
suppression of immune responses plays an important role
in the high mortality, reducing the ability of the host to
contain CDV and also potentiating superinfections with
bacteria and other microbial agents. In animals that sur-
vive CDV infection, the immune responses generally
recover in 1-3 months.

Retroviruses: murine leukemia virus and
murine AIDS (MAIDS)

MAIDS is the name given to a disease produced in
mice by a variant of murine leukemia virus (MuLV).
Although the disease is called murine ‘AIDS; it is pro-
duced by a replication incompetent variant of an onco-
genic retrovirus and its pathogenesis is completely
different from human and simian AIDS, which are
caused by replication competent lentiviruses. The most
prominent manifestations of MAIDS are splenomegaly
and lymphadenopathy with increased susceptibility to
experimental infection with many microbial agents,
such as ectromelia virus, Mycobacterium avium and
Trypanosoma cruzi.
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FIGURE 8.7 Virus-induced immunosuppression is associated with enhanced
disease. The outcome of canine infection with canine distemper virus (CDV) is
variable and those animals that undergo a fulminant and fatal course usually
show marked depression of their CTL response to CDV compared to dogs that
recover. This figure compares six dogs (mean values) that developed a fatal or
persistent severe infection with CDV to six dogs that recovered from infection
with the same virus (Cornell A75/17 strain) using a CTL assay with autologous
target cells. After Appel MJG, Shek WR, Summers BA. Lymphocyte-mediated
immune toxicity in dogs infected with virulent canine distemper virus.
Infection and Immunity 1982, 37: 592—600, with permission.

The MAIDS virus is a defective variant of MulLV
that was isolated in the course of experimental manipu-
lations of laboratory-passaged retroviruses. The MAIDS
virus genome lacks most of the retrovirus structural pro-
teins and can only replicate in the presence of a non-
oncogenic replication-competent murine retrovirus,
which acts as a ‘helper’ virus by supplying the missing
proteins in trans. Cells that are co-infected with the
MAIDS virus and a helper virus will produce infectious
virions (virus particles) that are formed of proteins
encoded by the helper virus encapsidating the genome
of the MAIDS virus. Such virus particles can infect target
cells but, with the helper virus absent, cannot produce
infectious progeny virus.

B lymphocytes infected with MAIDS virus prolifer-
ate and disseminate widely into both lymphoid and non-
lymphoid tissues. Although not the primary target of the
MAIDS virus, CD4+ T lymphocytes also proliferate
excessively (perhaps due to cytokine dysregulation) and
play an essential role in disease production. The Band T
lymphocytes that undergo excessive proliferation are
not able to respond to neoantigens and may displace
normal lymphoid cell populations, resulting in the loss
of normal immune induction (anergy).

The detailed pathogenesis of MAIDS is not com-
pletely understood and there are gaps in the sequence
of events. MAIDS virus alone can produce disease even
though it cannot replicate. The virus mainly infects B
lymphocytes and expresses a single protein, a variant
form of Pr605% (a 60 kD protein encoded by the gag gene
that produces the internal structural proteins of the virus
particle), which is both necessary and sufficient for the
production of MAIDS. Pr608 acts by binding to the
plasma membrane, but it is not clear how binding leads to
the hyperproliferation of B lymphocytes. B lymphocyte

proliferation initiates immune activation, including pro-
liferation of CD4+ T lymphocytes, but the cytokine
pathways responsible for activation are not thoroughly
delineated. Finally, the mechanisms by which immune
activation interferes with normal immune induction —
producing functional immune suppression — remain to
be dissected.

VIRAL INFECTIONS OF HUMANS
ASSOCIATED WITH
IMMUNOSUPPRESSION

There are a number of human viruses that cause immuno-
suppression of some degree (see Table 8.5). Several of the
most prominent examples are discussed below.

Measles

Measles is the prototype of an acute virus infection that
produces global immunosuppression. Figure 8.1 shows
the tuberculin skin test response before, during and after
measles virus (MV) infection. Suppression develops during
the 10-day incubation period and is most pronounced
during the clinical phase of disease that lasts about one
week. Recovery occurs within 3—4 weeks after the rash
and the tuberculin response is essentially normal by one
month after the acute illness. During the period of measles-
induced immune suppression there is an increased sus-
ceptibility to other infections, a transient potential for
exacerbation of chronic infections such as tuberculosis
and remission of autoimmune diseases such as juvenile
rheumatoid arthritis and the nephrotic syndrome.

The mechanisms of measles-induced suppression
are complex and probably involve at least three different
cell types and pathways:

1. Dendritic cells and monocytes are infected and their
antigen-presenting activity is severely compromised,
with reduced development, proliferation and ability
to traffic. As mentioned above, this is associated with
an aberrant response to type 1 IFN leading to inhibi-
tion via a STAT2-dependent signaling pathway.

2. Circulating T lymphocytes (CD4+ and CD8+) are
decreased by about 50%, due to both apoptosis and
failure to proliferate. Relatively few monocytes and
lymphocytes are infected, which suggests that indi-
rect mechanisms play a role in lymphopenia. When
examined ex vivo, T lymphocytes from acutely
infected patients show a decreased proliferative
response to mitogens, such as phytohemagglutinin
that cause most T cells to divide (Figure 8.8).

3. There are aberrant cytokine responses; Il-4 and I1-10
production is increased (skewing the immune response
from Tyl to T2 and reducing macrophage activa-
tion) and Il-12 and TNFa production is decreased.

Cell cultures of monocytes and lymphocytes can be
infected with MV and the infection alters their physio-
logical responses, although it does not kill the cells. When
CD4+ T lymphocytes are exposed to cells (or MV)
expressing the F (fusion) and H (hemagglutinin) pro-
teins, the T cells lose their ability to respond to mitogens
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FIGURE 8.8 Measles virus infection abrogates the proliferative response

of T lymphocytes to mitogens. Peripheral blood mononuclear cells were
cultured with mitogen (phytohemagglutinin, a lectin that stimulates most T
lymphocytes to divide) and their incorporation of °H thymidine determined in
comparison with replicate cultures absent mitogen. After Hirsch RL, Griffin DE,
Johnson RT et al. Cellular immune responses during complicated and
uncomplicated measles virus infections of man. Clinical Immunology and
Immunopathology 1984, 31: 1-12, with permission.

even at a ratio of infected to uninfected cells of 1:100.
Inhibition is not mediated by soluble factors and requires
contact between infected and uninfected cells. The effect
entails both F and H proteins and cleavage of the F,, to F,
and F, peptides. Binding of the F/H complex to a MV
receptor on the lymphocyte has been reported to reduce
the ability of T lymphocytes to respond to I1-2, associated
with inhibition of the Akt kinase signaling pathway.

In summary, it appears that the function of antigen-
presenting cells (dendritic cells and macrophages), helper
cells (CD4+ T lymphocytes) and effector cells (CD8 T
lymphocytes) are all compromised during measles.

Rubella

Rubella (German measles) is an example of a virus that
only causes immunosuppression in utero or infancy. In
children or adults, rubella is an acute infection, which
produces a brisk immune response that clears the virus
within a few weeks. If primary infection occurs during
pregnancy, the virus can cross the placenta and infect the
fetus. Fetal infections — which often produce the congenital
rubella syndrome, i.e. developmental malformations —
usually persist throughout pregnancy and are not cleared
until about 6-12 months of age. Infants or children
with the congenital rubella syndrome exhibit markedly
diminished cellular immune responses to rubella virus
antigens even when tested many years after in utero
infection (Figure 8.9). However, such infants do raise
brisk antibody responses to rubella. IgM anti-rubella
antibodies are present at birth and wane from 6 to 12
months, concomitant with the clearing of the virus,
while maternal IgG antibodies are predominant from
birth to 6 months and are then replaced by the infant’s
anti-rubella IgG that is long lasting. It appears that ges-
tational infection with rubella virus leads to a suppres-
sion of the cellular but not the humoral immune response
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FIGURE 8.9 Defective cell-mediated immune responses associated with fetal
infection. Children with the congenital rubella syndrome who had been
infected at different gestational ages are compared with children infected
postnatally (immune column) and with uninfected children in a lymphocyte
proliferation assay using rubella virus as antigen. The children with congenital
rubella syndrome exhibit reduced proliferation responses even though they
were tested up to 10 years of age. After Buimovici-Klein E, Lang PB, Ziring PR,
Cooper LZ. Impaired cell-mediated immune response in patients with
congenital rubella: correlation with gestational age at time of infection.
Pediatrics 1979, 64: 620—626.

and that the failure to clear virus is associated with sup-
pression of cellular immunity.

Human immunodeficiency virus (HIV) and AIDS

HIV is the best studied example of a human virus infec-
tion associated with immunosuppression. The pathogen-
esis of AIDS is the subject of Chapter 14 and the following
sketch focuses on the mechanisms of immunosuppression.
The clinical features of AIDS (acquired immunodeficiency
syndrome) are associated with the loss of host immune
defenses and the occurrence of opportunistic infections
(OIs) or neoplasms. Most Ols, such as Pneumocystis carinii
(a fungal lung infection), cytomegalovirus retinitis, or
tuberculosis, pre-exist AIDS and represent activation of
persistent infections that are latent or contained. Some
AIDS-associated neoplasms, such as lymphoma, are seen
in immunologically intact individuals but at a higher
incidence in AIDS, while others, such as Kaposi’s sar-
coma, are rare except in patients with AIDS. Cellular
immune responses to opportunistic infectious agents
are reduced in patients with AIDS compared to normal
subjects while antibody titers are generally maintained
until late in the illness. When patients with Ols receive
highly active antiretroviral treatment (HAART), a remark-
ably rapid clearing of the OlIs is often seen, implying a
return of the effector component of cellular immunity.
The CD4 molecule is the primary receptor for HIV
and the virus mainly infects T lymphocytes and mono-
cytes (and macrophages), the two main cell types that
express CD4. HIV is cytolytic for T lymphocytes, but not
for macrophages, and immunodepression in AIDS is due
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FIGURE 8.10 Some viruses exert their immunosuppressive effect by
destroying specific cells of the immune system. In this example, HIV destroys
CD4+ T lymphocytes in cell culture. AT cell line (MT-4) derived from cord
blood was infected with a high multiplicity of HIV and the culture followed to
determine the number of viable cells and the proportion infected. The infection
spread to 100% of cells in about 3 days, with rapid destruction of the culture
compared to an uninfected sister culture. After Harada S, Koyanagi Y,
Yamamoto N. Infection of HTLV-III/LAV in HTLV-I-carrying cells M-2 and MT-4
and application in a plaque assay. Science 1985, 229: 563-566, with
permission.

in part to the loss of CD4+ T lymphocytes (Figure 8.10),
while monocyte function is not severely compromised.
In HIV-infected persons, the reduction of the CD4+
lymphocyte population is a complex process that usually
occurs gradually over many years. At any time, only a small
proportion of CD4+ cells are infected and cytolysis is lim-
ited to those infected T cells that are actively proliferating,
while the virus is relatively latent in quiescent infected
T cells. In the first months or years after infection, the
destruction of CD4+ lymphocytes increases, but there
is a compensatory increase in the production of new
T cells from the bone marrow, so that total CD4+ lym-
phocyte concentration in peripheral blood does not
decrease. Eventually, destruction exceeds production and
the concentration of circulating CD4+ cells decreases.
When CD4+ cell counts drop below a critical threshold,
patients begin to develop opportunistic infections. In
uninfected normal humans, the concentration of CD4+
lymphocytes in peripheral blood is in the range
1000-1500 per pl and opportunistic infections are asso-
ciated with CD4+ cell levels less than 100400 per pl.

CD4+ T lymphocytes act as ‘helper’ cells for the
induction of both cellular (CD8+ cytolytic T cells) and
humoral (antibody) immune responses (see Chapter 6).
Thus, HIV-infected patients are impaired in their ability
to develop de novo immune responses and are particu-
larly susceptible to new infections against which they have
no prior immunity. In addition, persistent latent infec-
tions, such as tuberculosis, that are contained by cellular
immunity, may reactivate. Mature humoral responses that
pre-date the onset of AIDS tend to remain relatively intact
because long-lived plasma cells continue to produce anti-
body without the need for helper T cells.

These observations appear to represent a paradox.
Clinically, AIDS usually presents as the activation of pre-
existing infections, representing a failure of the effector
limb of the cellular immune response — mediated by
CD8 cells — to contain long-standing latent OIs. But
CD4+ cells — not CD8+ cells — are the direct target of
the virus. Likely, the failure of the effector limb of the
immune response is partly due to the loss of the helper
functions provided by CD4+ cells and partly to dysreg-
ulation of CDS8 cells, a matter that is discussed in more
detail in Chapter 14.

DETERMINANTS OF
IMMUNOSUPPRESSION

The ability of a virus to initiate immunosuppression
depends upon some rather subtle interactions with the
lymphoreticular system. Therefore, it is not surprising that
anumber of variables such as virus strain, virus dose, route
of injection, age of the host and extraneous immunosup-
pression will determine whether a virus induces an
immunogenic or an immunosuppressive response.

Virus strain: lymphocytic choriomeningitis
virus (LCMV)

The difference between strains of LCMV has already been
discussed. In adult mice, the Armstrong strain of LCMV
causes an acute short-term rapidly cleared infection and is
not immunosuppressive, while the clone 13 variant causes
a persistent infection associated with immunosuppression
and these differences are associated with the ability of clone
13 to replicate in and destroy macrophages and dendritic
cells, which act as ‘professional’ antigen-presenting cells.
The immunosuppressive property of clone 13 has been
mapped to two amino acids, one each in the viral envelope
protein and the viral polymerase.

Virus strain: simian immunodeficiency
virus (SIV)

SIV, like HIV, produces immunodepression by depleting
CD4+ T lymphocytes. As described above, there is an
unstable equilibrium between destruction and replace-
ment of CD4+ lymphocytes. SIV strains that are engi-
neered to delete their nef gene, a regulatory protein,
maintain their replicative capacity in cultured CD4+ lym-
phocytes, but are much less immunosuppressive in rhesus
macaques than wildtype SIV. The differences are due to a
function of the nef protein that down modulates the
expression of MHC class T molecules on the surface of
infected lymphocytes (see Chapter 4), so that infected cells
are less susceptible targets for CTL attack. Although this
has no effect in cell culture, it does have a dramatic effect
on virus titers in vivo that, in turn, influence pathogenicity
(Figure 8.11).

Age and immunosuppression

The LCMV model also illustrates that the mechanism of
immunosuppression is different in newborn and adult
mice. LCMYV infection of adult mice, described above,
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FIGURE 8.11 Viral ‘accessory’ genes can enhance infection by suppressing the
antiviral immune response. SIV mac 251 wildtype is compared with a mutant
engineered to delete the nef gene, a regulatory gene that reduces expression of
MHC class | molecules on the plasma membrane, permitting escape of virus-
infected cells from immune attack. The nef-deleted virus is attenuated and does
not replicate as effectively as wildtype SIV. After Connor RI, Montefiori DC, Binley
M et al. Temporal analyses of virus replication, immune responses, and efficacy
in rhesus macaques immunized with a live attenuated simian immunodeficiency
virus vaccine. Journal of Virology 1998, 72: 75017509, with permission.

can result in a ‘global’ immunodepression that affects
responses both to LCMV and to other viruses. On the
other hand, LCMV infection of newborn mice results in
suppression of responses to LCMV but not to other
viruses. This striking difference is illustrated in Table 8.3
and probably reflects different mechanisms of suppres-
sion. It has already been suggested that, in adult mice,
clone 13 infects and destroys macrophages (and dendritic
cells), thereby interfering with processing and presenta-
tion of many antigens. In newborn mice, clone 13 pro-
duces a very widespread infection of many organs and
tissues. The virus is treated as a ‘self’ antigen with the
induction of ‘tolerance’ by clonal deletion of LCMV-
specific T lymphocytes, by the same mechanism that
produces tolerance to self antigens.

Other determinants of immunosuppression

A number of other variables such as the dose of virus, the
route of injection and chemical or physical immunosup-
pressive treatments, can influence whether a virus causes
immunosuppression. In some circumstances, a large virus
dose will produce ‘high dose tolerance’ where a small
inoculum will initiate an immunogenic response (see
Table 8.4). Intravenous virus injection may initiate
immunosuppression while intracerebral infection is
immunogenic. Transient treatment with X-irradiation or
the immunosuppressive drug, cyclophosphamide, can
convert an immunogenic infection into an immunosup-
pressive one (Figure 8.12).

REPRISE

Most viral infections induce immune responses to the viral
antigens but, under some circumstances, a virus can be
immunosuppressive. Virus-induced immunosuppression
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FIGURE 8.12 Transient chemical or physical immunosuppressive treatment

can initiate prolonged immunosuppression with certain viruses. Mice injected
intracerebrally with LCMV (Armstrong strain) raise a brisk CTL response that
causes a lethal choriomeningitis. If the animals are treated with a single dose of
cyclophosphamide (150 mg per kg) on day 3 of infection, most of them survive. In
the survivors, the antiviral CTL responses are minimal and the animals develop
persistent infections. After Gilden DH, Cole GA, Nathanson N. Inmunopathogenesis
of acute central nervous system disease produced by lymphocytic choriomeningitis
virus. |. Cyclophosphamide-mediated induction of the virus-carrier state in adult
mice. Journal of Experimental Medicine 1972, 135: 860—872, with permission.

is often ‘global} affecting the response to many antigens
but, in some instances, suppression is limited to the infect-
ing agent. Immunosuppression can be induced through
several mechanisms, including:

1. destruction of dendritic cells (or other antigen pre-
senting cells) or subsets of T lymphocytes

2. infection of fetal or newborn animals leading to
tolerance

3. perturbation of cytokine homoeostasis

4. viral proteins that may act as virokines (simulating
cytokines) or viroceptors (simulating cellular receptors).

Virus-induced immunosuppression reflects the delicate
balance between host and parasite and is influenced by a
number of variables such as strain of virus, dose and
route of infection and immunocompetent status of the
host at the time of infection.
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Viral Virulence

Neal Nathanson and Francisco Gonzalez-Scarano

Virulence (or pathogenicity) refers to the ability
of a virus to cause disease in an infected host.
Virulence is a variable biological property of
the virus and clones or strains of a single virus
can differ widely in their pathogenicity.
Virulence is central to the study of
pathogenesis, since variants of a single virus
will exhibit different patterns of pathogenesis,
a consideration that, if overlooked, can
confound studies of pathogenesis. Furthermore,
virulence has important practical implications,
since avirulent (also called attenuated) variants
of a virus are often used as live virus vaccines.
Examples of the latter are vaccines for
smallpox, poliomyelitis, measles and yellow
fever.

There are two distinct yet complementary
approaches to the study of virulence. Virulence
can be considered a property of the virus, in
which case it is possible to utilize genetic
methods to define the role of specific viral
genes and proteins in determining pathogenic
phenotypes. This approach can be extended
to the molecular and structural level since, in
some instances, single amino acids can exert a

13
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marked influence on pathogenicity.
For instance, variation in a single
amino acid in the envelope of a viral
protein can determine how readily it
is cleaved by a cellular protease, and
this property in turn influences the
range of tissues that can be infected
and the corresponding disease
pattern.

The other approach is the
comparative pathogenesis of
virulent and avirulent virus strains,
to elucidate the biological
mechanisms underlying their
phenotypes. Variation in
pathogenicity must be regarded as a
multidimensional phenomenon that
is both quantitative and qualitative.
Qualitative variation may be
manifested in various ways. For
instance, viral clones may exhibit
differences in their tropism, so that
one clone replicates well in the brain
while another clone replicates well
in the liver or intestinal tract.
Alternatively, different clones may
spread by different routes, one clone
producing viremia while another
clone spreads by the neural route. In
some instances, viral clones will vary
in the immune responses that they
induce, or in their susceptibility to
antibody or to cellular immune
defenses. For any given expression
of pathogenicity, it is possible to
quantify virulence by comparing,
for different viral strains, the
number of infectious units required

to produce a specified outcome such
as mortality or other diseases
parameter.

In summary, virulence is intimately
intertwined with pathogenesis. On
the one hand, it is important to
understand the characteristics of the
viral strain that will be used to
characterize the pathogenesis of a
given virus and to recognize that the
pathogenesis might vary for another
strain of the same virus. On the
other hand, it is critical to specify
which specific phenotype will be
evaluated in order to compare the
virulence of different viral strains,
since relative pathogenicity depends
upon the parameter that is assessed.
These points are illustrated below.

MEASUREMENT OF VIRULENCE
Relative nature of virulence

Virulence is not an absolute property of a virus, but
depends upon many variables, such as the viral strain,
the route of infection and dose of virus and the species,
age and genetic susceptibility of the host. The relative
nature of virulence is illustrated in Table 9.1; it compares a
virulent wildtype strain of La Crosse virus with an atten-
uated mutant clone (B.5) derived from the wildtype strain.
Suckling mice are highly susceptible to intracerebral injec-
tion with either virus (1 plaque forming unit (PFU) will
cause a fatal infection) and there is no difference between
the two viruses. However, after subcutaneous injection of
suckling mice, the wildtype virus retains its pathogenicity,
while clone B.5 is much less virulent, because of its min-
imal ability to produce a viremia and reach the brain. La
Crosse virus is virulent for adult mice after intracerebral
injection, but clone B.5 is attenuated because of its reduced
ability to replicate in neurons. After subcutaneous injec-
tion of adult mice, neither virus will cause illness at any
dose, so the two viruses appear equally innocuous. To pro-
file the differences between the virulent and attenuated
viruses, it is necessary to choose a combination of host
and route that is between the most susceptible end of the
scale (intracerebral injection of suckling mice) and the
most resistant end of the scale (subcutaneous injection of
adult mice).
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Subcutaneous infection PFU per LD50

La Crosse

virus strain Suckling mice m Suckling mice Adult mice
Virulent ~1 ~1 >107
wildtype

Attenuated ~1 >106 >10° >107
clone B.5

TABLE 9.1 Virulence can be expressed as the number of infectious units (PFU, plaque forming units) required to kill 50% of the animals
(ratio log;o PFU per LD50). The table shows a comparison of two variants of La Crosse virus, wildtype and attenuated clone B.5. This table
also illustrates that virulence is a relative phenomenon and depends upon the method of assessment

After Endres MJ, Valsamakis A, Gonzalez-Scarano F, Nathanson N. Neuroattenuated bunyavirus variant: derivation, characterization, and revertant clones.

Journal of Virology 1990, 64: 1927-1933.

Measures of virulence

There are many measures that can be used to quantify vir-
ulence or attenuation. Most commonly, death or a con-
stellation of symptoms and signs is used, such as paralysis
(poliovirus), jaundice (hepatitis viruses), rash (measles),
change in blood chemistry (hepatitis) and the like. Many
viruses cause a large number of inapparent (asympto-
matic) infections as well a few cases of overt illness. For
such viruses, the case:infection ratio can be used as a meas-
ure of virulence. Table 9.2 compares the ratio for wild-
type poliovirus to the ratio for attenuated poliovirus
vaccine (OPV, oral poliovirus vaccine), showing that the
vaccine virus is about 10 000-fold more attenuated than
wildtype virus.

The severity of illness or the incubation period can
also be used as a measure of virulence. Domestic rabbits
were introduced into Australia in the early 20th century
and escaped captivity to become feral. Due to a lack of
natural predators, the rabbit population expanded astro-
nomically and threatened farming in some regions of the
country. To control these pests, myxoma virus, a naturally
occurring poxvirus of wild rabbits (but not of domestic
rabbits) was introduced and caused a rapid die off of the
population. Over the following years, the virus under-
went natural attenuation and a large group of isolates
were compared for their degree of virulence, based on
case:fatality rate and incubation period as shown in
Table 9.3.

Virulence can also be assessed by the quantitation of
pathological lesions in an organ that is attacked by the
virus under study. Figure 9.1 shows a comparison of the
central nervous system lesions caused by five neurotropic
flaviviruses. Some viruses produced most severe lesions
in the brain, others targeted the spinal cord and some pro-
duced similar lesions throughout the neuraxis, reflecting
the multidimensional nature of virulence. Laboratory
tests can be used as indirect indicators of the disease
severity in a particular organ. Thus, the severity of hepati-
tis can be measured by the serum titer of alanine transam-
inase which reflects the release of intracellular proteins
from dying hepatocytes and the severity of AIDS can be
assessed by the blood concentration of CD4 lymphocytes.

Paralytic rate

per 100 primary

Study period infections Relative rates
Wildtype 1931-1954 0.7 ~10000
OPV 1961-1978 0.000062 1

TABLE 9.2 For viruses that have a low case:infection ratio, virulence can be expressed as the
ratio of cases of disease to total infections. Poliovirus is an example since most human
infections are inapparent, with <1 paralytic case per 100 infections. In this example, two
strains of poliovirus are compared, wildtype and attenuated vaccine virus (OPV, oral poliovirus
vaccine) which is highly attenuated but still causes a small number of cases of paralysis
After Nathanson N, McFadden G. Viral virulence, in Nathanson N (ed.), Viral pathogenesis, Lippincott
Raven Publishers, Philadelphia, 1997.

- Case fatality Percent of
Virulence grade rate (%) time (days) isolates

| <13

[l 95-99 14-16 18
1A 90-95 17-22 39
1B 70-90 23-28 25

1% 50-70 29-50 14

Vv <50 NC 1

TABLE 9.3 Virulence can be measured as the proportion of infections that are fatal
(case:fatality rate) or by the survival time until death. In this example, various strains

of myxoma virus, a poxvirus of rabbits, were compared after subcutaneous inoculation

NC: not calculable. After Marshall ID, Fenner F. Studies in the epidemiology of infectious myxomatosis of
rabbits. VII. The virulence of strains of myxoma virus recovered from Australian wild rabbits between
1951 and 1959. Journal of Hygiene 1960, 58: 485—488.

Quantitation of virulence

Virulence can be quantitated in experimental models by
determining the number of infectious units required to
produce a specific endpoint. For instance, calculation of
the PFU per 50% lethal dose (LD50) makes it possible to
distinguish different degrees of virulence as shown in
Figure 9.2, which separates viruses of high and low viru-
lence. Other semi-quantitative methods are based on the
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FIGURE 9.1 Pathological lesions can be used to measure virulence. In this
example, monkeys were injected intracerebrally with five different neurotropic
viruses and the severity of lesions in different central nervous system regions
were graded using a standard scale (H: hemispheres; B: brainstem; S: spinal
cord). This figure also shows that different viruses cause varying lesion
profiles, so that lesion severity is a qualitative as well as a quantitative
phenomenon. After Nathanson N, Gittelsohn AM, Thind IS, Price WH.
Histological studies of the monkey neurovirulence of group B arboviruses.

II. Relative virulence of selected viruses. American Journal of Epidemiology
1967, 85: 503-517.
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FIGURE 9.2 Virulence can be expressed in a quantitative manner by
determining the number of infectious units to produce a given disease
phenotype. In this example, different virus clones were titrated for infectivity in
tissue culture and for neurovirulence by intracerebral injection of adult mice
and the ratio PFU per LD50 was calculated. Bunyaviruses are tri-segmented
and the three letters refer to the large, middle and small gene segments:

A, attenuated; V, virulent. An attenuated clone was crossed with a
neurovirulent clone and viruses of all eight possible genotypes were tested in a
quantitative assay by intracerebral titration in adult mice. The neurovirulent
phenotype segregated with the L RNA segment that encodes the viral
polymerase. After Endres MJ, Griot C, Gonzalez-Scarano F, Nathanson N.
Neuroattenuation of an avirulent bunyavirus variant maps to the L RNA
segment. Journal of Virology 1991, 65: 5465-5470.

severity of pathological lesions (Figure 9.1), the case:infec-
tion ratio (Table 9.2) and the case:fatality rate (Table 9.3).
Various empirical systems have been developed to com-
pare the virulence of strains of a specific virus, based on
the pathogenesis of individual virus diseases. For instance,
strains of Marek’s disease virus, an oncogenic a-herpes-
virus of chickens, are tested for their ability to cause

lymphoproliferative lesions in a specific inbred strain of
chickens that has been vaccinated against MDV.

EXPERIMENTAL MANIPULATION OF
VIRULENCE

To study virulence, it is necessary to possess viral variants
that differ in their pathogenicity. For some viruses, nat-
urally occurring isolates exhibit marked differences in
virulence. For instance, type 1 and type 3 reoviruses dif-
fer sharply in tropism and yet are genetically so similar
that reassortants (containing a mix of gene segments
from types 1 and 3 viruses) can be readily obtained. For
many viruses, however, it is necessary to use laboratory
manipulation to obtain virus clones that are attenuated
relative to the wildtype viruses isolated from nature. A
number of procedures have been utilized to obtain atten-
uated viral variants.

Passage in animals

In the pioneering days of virology, viruses were often
maintained by serial passage in animal hosts. It was found
that pathogenicity would change during the course of pas-
sage and this adventitious finding was exploited to obtain
viruses of different pathogenicity. In general, during
repeated animal-to-animal transmission a virus will adapt
to replicate optimally and become virulent under the
conditions of passage. Yellow fever, a flavivirus, produces
fatal hepatitis in monkeys; if passaged intracerebrally in
mice it will become highly neurovirulent for mice but will
lose its ability to cause hepatitis in monkeys. However, in
nature, where viruses have adapted to specific hosts, vir-
ulence may vary from high (rabies in raccoons or foxes,
smallpox in humans) to low (Ebola virus or severe acute
respiratory syndrome (SARS) coronavirus in bats).

Passage in cell culture

With the advent of cell culture, viruses were usually
maintained by cell culture passage and it was soon
observed that serial transmission would alter the biolog-
ical phenotype, often reducing virulence for animals or
humans. This observation was exploited in the deliber-
ate search for attenuated variants that could be used as
prophylactic vaccines. A typical example of the effect of
passage upon virulence is shown in Table 9.4. An uncloned
series of La Crosse virus strains were each passaged
25 times in BHK-21 cells and the resulting uncloned
viruses were tested for neurovirulence in mice. Of the
10 passage lines, one (RFC/B) appeared to be the most
attenuated and 10 clones from this virus stock were tested
in mice. Of these 10 clones, one (RFC/B.5) appeared
to be the most attenuated and was selected for further
study. This experiment illustrates several underlying
principles:

+ Apparently identical passage lines can yield virus stocks
differing in their virulence.

+ An RNA virus stock represents a ‘swarm’ of virus clones
of different phenotypes.



Mortality
Passage line (dead/tested)

Each virus passed 25 times, then tested in mice

La Crosse/original, pass A 5/5
La Crosse/original, pass B 3/5
La Crosse p10, pass A 3/5
La Crosse p10, pass B 4/5
La Crosse/pp31, pass A 5/5
La Crosse/pp31, pass B 4/5
Tahyna/181-57, pass A 5/5
Tahyna/181/57, pass B 5/5
La Crosse/RFC, pass A 1/5
La Crosse/RFC, pass B 0/5

RFC/B clones tested in mice

1 5/5

4/5

5/5

3/5

0/5

4/5

2/5

1/5

O |l [N |lo|lalrdr|lw| N

5/5

—
o

1/5

TABLE 9.4 The effect of passage in cell culture upon the virulence of La Crosse
bunyavirus. A number of different strains of La Crosse virus were passed 25 times
in BHK-21 cells and were then tested for virulence by intracerebral injection of
100 PFU into adult mice. One of these passaged lines (RFC/B) appeared relatively
attenuated and 10 plaques were further tested by intracerebral injection of
10000 in adult mice. Plaque B.5 was selected as a highly attenuated clone
After Endres MJ, Valsamakis A, Gonzalez-Scarano F, Nathanson N. Neuroattenuated
bunyavirus variant: derivation, characterization, and revertant clones. Journal of Virology
1990, 64: 1927-1933.

+ Passage probably selects for virus clones already in the
population which grow preferentially and thus alter
the phenotype of the virus swarm.

Passage and viral phenotype

Historically, the failure to recognize the influence of
passage upon the biological phenotype has led to some
important errors in virological research. Thus, intracere-
bral passage of poliovirus in monkeys leads to selection
of variants that are highly neurotropic but have lost much
of their infectivity and pathogenicity when administered
by the oral (natural) route. Studies with neuroadapted
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poliovirus resulted in the mistaken conclusion that
poliovirus was not an enterovirus but was naturally
transmitted by the intranasal route and this misappre-
hension led to trials of nasal astringent sprays as a method
to protect children against paralysis.

More recently, passage of HIV in T cell lines selected
for laboratory variants that differed from wildtype virus
in the exclusive use of the CXCR4 coreceptor, inability to
infect macrophages and ability to plaque in MT-2 cells (a
T cell line). When used for serological assays, the adapted
viruses are readily neutralized by sera from patients natu-
rally infected with HIV. These findings resulted in the
mistaken conclusion that HIV could be readily neutral-
ized and the prediction that it would be relatively easy
to develop a prophylactic vaccine. Once it was recognized
that viral isolates only maintained their natural pheno-
type if passaged in primary blood mononuclear cells
(PBMC), it became clear that wildtype HIV isolates were
very resistant to neutralization, presenting a daunting
challenge for vaccine development.

Selection of attenuated variant viruses

There are a number of methods that have been used to
enhance the selection of attenuated virus variants from
an uncloned virus stock.

Temperature sensitive mutants

Wildtype viruses will replicate well at the standard tem-
perature of 37°C and at temperatures up to 40°C (most
cell cultures do not thrive above 40°C). Temperature
sensitive (ts) variants, on the other hand, replicate well at
37°C but poorly if at all at 40°C. It is relatively easy to
select for ts variants and they will often exhibit an atten-
uated phenotype when tested in animals. The attenuated
phenotype is not due to the body temperature of the test
animal (which is usually around 37°C, a permissive
temperature for ts mutants). Instead, ts mutants usually
have a restricted range in host tissues relative to wildtype
virus. Figure 9.3 illustrates these points for the attenu-
ated RBC/B.5 clone whose derivation is described in
Table 9.4. Clone B.5 replicates quite well in BHK-21 cells at
37°C but hardly at all at 40°C, whereas wildtype La Crosse
virus replicates equally well at both temperatures. Fur-
thermore, clone B.5 replicates very poorly in mouse neu-
roblastoma cell cultures (NA cells) even at 37°C, which
is further evidence of its host restriction. Finally, clone
B.5 replicates very poorly after intracerebral injection by
comparison with neurovirulent wildtype La Crosse virus.

Cold adapted variant viruses

Another method for the selection of attenuated mutants
is passage at a low temperature, such as 25°C, about the
lowest temperature at which mammalian cell cultures can
be maintained. Table 9.5 shows an example of a cold
adapted influenza virus, compared with its wildtype parent
virus stock. The cold adapted variant is temperature sen-
sitive and exhibits restricted pneumotropism in ferrets, an
animal that develops severe pneumonia after intranasal
infection with wildtype human influenza viruses.
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FIGURE 9.3 Phenotype of an attenuated variant virus showing its temperature
sensitivity, restricted host range and reduced virulence in animals. La Crosse
virus, clone RFC/B.5 is temperature sensitive (upper panel), restricted in its
ability to replicate in neuroblastoma cells (middle panel) and had reduced
neurovirulence after intracerebral injection of 700 PFU in adult mice (lower
panel). After Endres MJ, Valsamakis A, Gonzalez-Scarano F, Nathanson N.
Neuroattenuated bunyavirus variant: derivation, characterization and revertant
clones. Journal of Virology 1990, 64: 1927-1933.

Monoclonal antibody resistant (MAR) viruses

Monoclonal antibodies with neutralizing activity can
readily be obtained for most viruses. When an uncloned
RNA virus stock is treated with a neutralizing monoclonal
antibody, there is a residual fraction — 10™* to 10~ — that
resists neutralization. The resistant fraction yields clones
that are resistant to the selecting monoclonal antibody
and probably represent naturally occurring point mutants
(mutants with a single nucleotide change) which, for a
single nucleotide, tend to occur at the rate of about 107°
in most RNA virus populations. When tested in animals,
some MAR mutants are attenuated and these have been

m Not adapted Cold adapted

Replication (PFU per ml) at

37°C 1073 1073
30°C 1g~e OS
25°C 1gpe 1@e~e
Temperature No Yes

sensitive at 40°C

Virulence for ferrets Yes No
(intranasal infection)

TABLE 9.5 Selection of attenuated virus by cold adaptation. An influenza
virus was passaged 6 times in cell culture at 25°C and its properties
compared with the non-adapted parent virus from which it was derived
After Maassab HF, De Border DC. Development and characterization of cold-adapted
viruses for use as live virus vaccines. Vaccine 1985, 3: 355-369.

used to study the molecular basis of attenuation since
their phenotype can be mapped to a specific viral pro-
tein (the virus attachment protein) and often to a single
amino acid in that protein.

Mutagenized viruses

To increase the likelihood of an altered phenotype, it is
possible to use irradiation or chemical agents to muta-
genize a virus stock, following which it can then be tested
for altered phenotype. Although mutagenesis is an effec-
tive way to increase the frequency of viruses with an
altered phenotype, it usually introduces multiple muta-
tions, making it difficult to determine the viral gene or
protein responsible for the altered phenotype. In con-
trast, clones with altered phenotypes obtained from non-
mutagenized viral stocks are more likely to possess a
limited number of genetic changes.

With the introduction of modern molecular genetics
into virology, for many virus families it has become rela-
tively easy to alter the viral genome in a controlled man-
ner. Genetic changes that can be deliberately introduced
include point mutations that alter function of individual
proteins, or inactivation of non-essential viral genes by
introduction of stop codons or deletions of substantial
gene segments. Viruses with ‘designer’ mutations can then
be compared with the parent clones from which they
were derived.

Choice of attenuated viruses for study

Before investing effort in characterization of attenuated
mutants, it is worthwhile considering several points:

« First, it is important to select viruses that are as geneti-
cally as pure as possible. This is usually accomplished
by repeated plaque purification of a viral clone prior to
study.

+ In addition to biological cloning, genetic cloning is now
available for many viruses and provides an enhanced
level of consistency. Genetic clones are particularly
important if the virus is a candidate for use as an atten-
uated vaccine where maximal genetic stability is critical.



+ Second, if a clone is to be used for determination of
the genetic basis of viral phenotypes, it is preferable to
use variant viruses that are likely to have a minimal
number of mutations relative to the parent virus that
will be used for comparison.

+ Finally, the most informative variants are host range
mutants, i.e. viruses that can replicate well in reference
permissive cell cultures but are restricted in animals or
in specialized cell cultures (see Figure 9.3). Attenuated
viruses that are ‘wimpy) i.e. are unable to replicate well
in any cellular substrate do not provide much informa-
tion about the properties of the virus that determine its
in vivo virulence or attenuation.

COMPARATIVE PATHOGENESIS OF
VIRULENT AND ATTENUATED VIRUSES

The sequential steps in viral pathogenesis are described in
Chapter 2. In theory, two virus clones could differ at any
of these steps, thereby affecting virulence or attenuation.
There are examples of viruses that differ in their infectiv-
ity at the portal of entry, in their ability to disseminate,
or in their replicative capacity in target organs or tissues.
Also, pathogenicity may be qualitative rather than quanti-
tative since viral clones may differ in their relative tropism
for different tissues or organs. Finally, in some instances,
pathogenicity is determined by the ability to induce or
evade host defenses such as the immune response.

Portal of entry

Many respiratory viruses are naturally somewhat ‘cold
adapted’ since they can replicate in the nasal mucosa and
upper respiratory tract where the temperature is a few
degrees lower than core body temperature. Those respi-
ratory viruses, like influenza, that cause severe disease
usually can also replicate well in the lower respiratory tract
where the temperature is closer to 37°C. When influenza
virus is cold adapted (see Table 9.5), it can no longer
replicate well in the lower respiratory tract; such attenu-
ated variants are being used as vaccines.

Viremia

As described in Chapter 2, most systemic viruses spread
via the blood. If viral strains differ in their viremogenicity
(the duration and titer of viremia), this may alter their
ability to reach critical target organs and thereby influence
virulence. Poliovirus is an enterovirus that is basically
innocuous unless it invades the central nervous system
where it destroys anterior horn cells (neurons in the spinal
cord that innervate striated muscle) thereby producing a
lower motor neuron flaccid paralysis. Poliovirus strains
vary in the degree of viremia that they produce and this
correlates with their paralytogenicity after extraneural
infection (Figure 9.4).

The extent of viremia is usually an indication of the
ability of the virus to replicate in cells that shed virus
into the circulation. In those instances where the cellular
source of viremia is known, it may be possible to correlate
viremogenicity with replication in a specific organ or
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FIGURE 9.4 Viremia potential can be a determinant of pathogenicity. In

this example, different wildtype strains of human poliovirus were injected
intravenously in cynomolgus monkeys. The different isolates varied in the level
of viremia produced and the Mahoney strain, the most viremogenic, also
caused the greatest frequency of paralysis. After Bodian D. Viremia in
experimental poliomyelitis. I. General aspects of infection after intravascular
inoculation with strains of high and low invasiveness. American Journal of
Hygiene 1954, 60: 339-357.

tissue. An example is shown in Figure 9.5 that compares
two bunyaviruses. After subcutaneous injection in suck-
ling mice, La Crosse virus can replicate well in striated
muscle, produces a considerable viremia, invades the
brain and is lethal. Tahyna virus strain 181/57 replicates
poorly in striated muscle, fails to produce viremia and
does not kill suckling mice after subcutaneous injection.

Neural spread

Some viruses spread along neural pathways rather than
by viremia (see Chapter 2) and neurally spreading viruses
can also be attenuated. Rabies virus is a good example of
an ‘obligatory’ neurotrope for which attenuated strains
have been derived for use as live vaccines. Vaccine strains
of rabies virus, obtained by passage of wildtype virus
in non-neural cultured cells, show a marked reduction in
their virulence when tested by intracerebral injection in
mice. The attenuated phenotype is maintained on pas-
sage in non-neural BHK-21 cells but reverts to greater
virulence on passage in cultured neural cells or in the
brains of suckling mice (Table 9.6). This suggests that
attenuated strains probably include some virulent virus
clones that are rapidly expanded in cultures where they
have a growth advantage.

The basis for the attenuation of rabiesviruses has
been investigated using MAR (monoclonal antibody
resistant) variants selected by growing wildtype virus
in the presence of monoclonal antibodies. Some of the
MAR variants have markedly reduced virulence in mice
and these have been studied to elucidate the mechanisms
of attenuation. In one set of investigations, MAR variants
with a mutation at amino acid 333 of the envelope
glycoprotein were found to be attenuated; the virulent
phenotype was associated with arginine or lysine (both
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FIGURE 9.5 Virulence after parenteral virus infection can be determined by the ability of a virus to replicate in a peripheral tissue that serves a source for viremia.
This example compares two bunyaviruses, La Crosse virus, which is fatal for suckling mice after subcutaneous infection and Tahyna virus strain 181/57, which
produces an inapparent infection after subcutaneous infection. Left panel: La Crosse virus produces a viremia, reaches the target organ (central nervous system)
and replicates to high titer in the brain. Tahyna virus fails to produce viremia and does not invade the brain. Right panel: on intracerebral injection of 700 PFU,
Tahyna virus replicates to a higher titer than La Crosse virus, indicating that its peripheral attenuation was not due to a reduction in its ability to replicate in the
target organ but rather to its inability to produce a viremia after subcutaneous injection. After Janssen R, Gonzalez-Scarano F, Nathanson N. Mechanisms of
bunyavirus virulence: comparative pathogenesis of a virulent strain of La Crosse and an attenuated strain of Tahyna virus. Laboratory Investigation 1984, 50:

447-455.

Neurovirulence
(relative to HEP

Passage history

HEP Flury stock PFU per LD50 Flury virus)
None >500 000 1
BHK-21 cells >3 000000 ~6
non-neural

(5 passages)

NA cells neural 500 >1000
(3 passages)

Suckling mouse 2000 >250
intracerebral

(4 passages)

TABLE 9.6 The virulence phenotype of viruses that spread by the neural route can
be altered by conditions of passage. In this study, the HEP (high egg passage)
Flury strain, a neuroattenuated strain of rabies virus used as a vaccine, was
passed in neural cells (NA cells, a line derived from a neuroblastoma), non-neural
cells (BHK, baby hamster kidney cell line) or in suckling mouse brain. The
resulting stocks were titrated intracerebrally in 4-week-old mice and in BHK cells
to determine PFU per LD50 (50% lethal dose)

After Clark HF. Rabies viruses increase in virulence when propagated in neuroblastoma
cell culture. Science 1978, 199: 1072-1075.

positively charged amino acids), while the attenuated
phenotype was associated with glycine, glutamine or
methionine (uncharged).

Comparative pathogenesis studies showed that after
intramuscular injection, two of these attenuated variants,
RV194-2 and Av01, spread into the central nervous sys-
tem at about the same rate as the virulent parent virus,
but once disseminated did not spread to contiguous
neurons as rapidly as the virulent virus. Primary dissem-
ination involved trans-synaptic transmission to only two
or three sequential neurons, following which the attenu-
ated viruses failed to spread further. Furthermore, when
the same viruses were compared after intraocular injec-
tion, the virulent virus utilized several different neural

Spread of infection in 24 hours
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FIGURE 9.6 Attenuation of virus that spreads by the neural route correlates
with the spread in cultured NA (neuroblastoma) cells. This graph compares
virulent rabies virus strain CVS (challenge virus standard) with the attenuated
MAR mutant RV194-2. The attenuated virus shows marked reduction in its
ability to spread in neuroblastoma cells relative to the virulent virus, but

both viruses spread equally fast in BHK-21 cells (data not shown). After
Dietzschold B, Wiktor T, Trojanowski JQ ef al. Differences in cell-to-cell spread
of pathogenic and apathogenic rabies virus in vivo and in vitro. Journal of
Virology 1985, 56: 12—18.

pathways (sensory and motor) while the avirulent virus
was restricted to a single pathway, indicating that atten-
uation involved qualitative as well as quantitative differ-
ences. Tissue culture studies showed that both virulent
rabiesvirus and attenuated RV194-2 spread with equal
speed through non-neural BHK-21 cells, but that they
differed when used to infect NA neuroblastoma cells.
The avirulent virus spread more slowly than the virulent
rabiesvirus, possibly due to quantitative differences in
entry into neurons (Figure 9.6).

Target organ

Variants of a virus may differ in their virulence for a
target organ, such as the lung, liver or central nervous
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FIGURE 9.7 Relative pathogenicity for the central nervous system of four
California serogroup bunyaviruses. Adult mice were injected intracerebrally
with 700 PFU of different viruses each of which replicated at a different rate,
consistent with the quantitative differences in their virulence expressed as
PFU per LD50. Neurovirulence is distinct from neuroinvasiveness; for instance,
Tahyna virus, the most neurovirulent strain, failed to kill suckling mice after
subcutaneous injection, while the less neurovirulent La Crosse virus was also
neuroinvasive (see Figure 9.5). After Endres MJ, Valsamakis A, Gonzalez-
Scarano F, Nathanson N. Neuroattenuated bunyavirus variant: derivation,
characterization and revertant clones. Journal of Virology 1990, 64:
1927-1933.

system and this property is distinct from the ability of dif-
ferent variants to invade the target organ from the portal
of entry. Figure 9.7 compares four bunyaviruses for their
respective pathogenicity for the central nervous system
after intracerebral injection.

Attenuated polioviruses offer another illustration of
differences in virulence for the target organ that is dis-
tinct from peripheral infectivity. In the search for attenu-
ated poliovirus strains for potential use as vaccines, Sabin
tested many wildtype and laboratory passaged viruses
and found that viruses that replicated well in cell culture
(primary monkey kidney fibroblasts) varied widely in
their ability to replicate in the CNS of monkeys and
chimpanzees. Furthermore, neurovirulence was distinct
from enterogenicity, i.e. infectivity after virus feeding
(Table 9.7).

Virulence for a target organ may have an indirect
explanation. The SARS (severe acute respiratory syn-
drome) virus is a coronavirus which causes a zoonotic
infection of humans, probably after transmission from a
bat reservoir through intermediate hosts such as the
palm civet. This coronavirus caused an outbreak of human
disease in 2002 and 2003, which started in China and
then spread to several distant continents (see Chapter 15).
Compared to respiratory infections caused by many coro-
naviruses, SARS had a relatively high mortality (~10%).
A possible factor in the virulence of the SARS virus is
its use of the ACE2 (angiotensin-converting enzyme 2)
molecule as a receptor. ACE2 inactivates angiotensin II,
one of the proteins involved in activating the renin-
angiotensin system, which can cause several pulmonary
edema; ACE2 thus acts a negative regulator of the renin-
angiotensin system. It is postulated that the SARS
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Enterotropism Neurotropism
Type 1 TCD50 per po TCD50 per ic
poliovirus strain ID50 PD50
Virulent 106 1082 10%¢
Mahoney (CNS (monkeys)
suspension)
Attenuated 0Zs ~104 >1076
LSc (Tissue (humans)

culture fluid)

TABLE 9.7 Relative virulence for a target organ can vary widely among virus variants that
replicate well in cell culture. A virulent and attenuated type 1 poliovirus are compared, to

show that they both replicate well in cell culture (primary monkey kidney cells) and are

enterotropic (infectious after oral (po) administration) but differ markedly in their
neurovirulence after intracerebral (ic) injection in cynomolgus monkeys

PD50: 50% paralytic dose; ID50: 50% infectious dose. After Sabin AB, Hennessen WA, Winsser J. Studies

on variants of poliomyelitis virus. Journal of Experimental Medicine 1954, 99: 551-576; Sabin AB.

Properties and behavior of orally administered attenuated poliovirus vaccine. Journal of the American

Medical Association 1957, 164: 1216-1223.

virus binds ACE2, thus releasing a brake on this pro-
inflammatory cascade and exacerbating lung edema asso-
ciated with pulmonary infection by the SARS virus.

Relative pathogenicity for different tissues

Variants of a single virus can differ in their relative path-
ogenicity for different tissues or organs, which confers a
multidimensional character upon virulence. A variant
virus may show decreased pathogenicity for one tissue
or cell type but enhanced pathogenicity for another cell
type. For instance, after intracerebral injection in adult
mice, reovirus type 1 Lang strain infects the ependymal
lining of the brain and causes hydrocephalus, while
reovirus type 3 Dearing strain infects neurons and causes
fatal encephalitis. Nevertheless, these two viruses are
genetically compatible so that reassortants can be made
that include any possible combination of gene segments
from type 1 and type 3 viruses. Wildtype mouse hepati-
tis viruses (MHYV, a coronavirus) infect neurons and
cause lethal encephalitis upon intracerebral injection of
adult mice. Attenuated MHYV variants are less infectious
for neurons and fail to kill mice acutely, but infect oligo-
dendroglia (cells that produce myelin in the central ner-
vous system) and cause persistent infection and chronic
demyelination.

HIV-1 presents another example of differences in
tropism. All HIV-1 strains replicate well in primary
cultures of peripheral blood mononuclear cells (consist-
ing mainly of T lymphocytes). Some wildtype strains
will replicate in primary cultures of monocyte-derived
macrophages but not in transformed lines of T lympho-
cytes. Other HIV-1 strains (including laboratory adapted
strains that have been repeatedly passed in T lymphocyte
cell lines) will not replicate in macrophages but grow
well in T lymphocyte cell lines (Table 9.8). These patterns
are explained by the expression of two alternate corecep-
tors for HIV-1 on different cells and by the restricted
ability of most HIV-1 strains to use only one of these two
coreceptors, in conjunction with their primary receptor,
CD4 (described in Chapter 3). Thus, HIV strains isolated
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Growth in each cell type (coreceptor expression)

Viral biotype Monocyte-derived T cell line
(Coreceptor HIV-1 PBMC macrophages Sup-T1
usage) isolate (CXCR4/CCR5) (CCR5) (CXCR4)
T-tropic I11B AR + ++++
(CXCR4) DV ++++ ++ ++++
M-tropic SF162 Apardear ++++ -
(CCRb) YU 2 ++++ 44+ _

TABLE 9.8 Isolates of the same virus can vary in their cellular tropism. All HIV-1 strains replicate well in PBMCs, primary blood
mononuclear cells. Laboratory-adapted isolates of HIV-1 are T cell-tropic and do not replicate well in primary macrophage
cultures, while wildtype isolates replicate well in macrophages but not in T cell lines. These patterns can be explained by the
requirement of HIV-1 strains for different coreceptors that mediate cell entry in conjunction with CD4. Replication was assessed

by peak level of p24 antigen production

++++ >100ng/ml, +++ 10-100ng/ml, ++ 1-10ng/ml, + <1ng/ml, — <0.01 ng/ml. (Macrophages express CXCR4 but at low levels
that fail to support the entry of X4 viruses.) Partly after Collman R, Hassan NH, Walker R et a/. Infection of monocyte-derived macrophages with
human immunodeficiency virus type 1 (HIV-1): monocyte- and lymphocyte-tropic strains of HIV-1 show distinctive patterns of replication in a panel

of cell types. Journal of Experimental Medicine 1989, 170: 1149-1163.

Neuroinvasiveness Neurovirulence
Lineage (PFU per ip LD50) (PFU per ic LD50)
1 0.5 0.1

USA99b

EGY50 50 0.7

AUS91 >10000 3.2
2 SA58 3.2 0.3

CYP68 >10000 0.5

TABLE 9.9 Comparative neuroinvasiveness in mice of different strains of West Nile virus (WNV). Virus strains were
titrated in 4-week-old NIH Swiss mice by intraperitoneal (ip) or intracerebral (ic) routes of inoculation
After Beasley DWC, Li L, Suderman MT, Barrett ADT. Mouse neuroinvasive phenotype of West Nile virus strains varies depending upon

virus genotype. Virology 2002, 296: 17-23, with permission.

from the central nervous system are usually macrophage-
tropic since the brain has a population of indigenous
macrophages (microglia) but normally lacks CD4+
lymphocytes.

West Nile virus (WNV) presents a different example
of virulence variation. WNV isolates are grouped into
two major lineages, based upon genetic sequence. When
tested in mice, there are major variations in neuroinva-
siveness within both lineages, although all isolates have
high neurovirulence (Table 9.9). West Nile virus was
introduced into the USA in 1999 (see Chapter 15) and
has spread from New York state across the country to the
West coast, with high mortality in wild birds (particularly
crows and other corvids) and outbreaks of encephalitis
and poliomyelitis in humans. US isolates are among
the most neuroinvasive of all known strains of WNYV,
consistent with the severity of this emerging viral dis-
ease. A possible mechanism associated with toll-like
receptors is described in Chapter 2.

A different example of qualitative differences between
virus variants is the ability of herpes simplex virus (HSV)
to be activated from latency. Following natural infection

of humans or experimental infection of mice, HSV
often establishes latency in sensory ganglia (described in
Chapter 10). During latent infection, a single small HSV
sequence is actively transcribed, the latency-associated
transcript or LAT. HSV variants lacking the LAT sequences
can replicate and infect with high efficiency, but have a
‘low reactivation’ phenotype compared to LAT-positive
HSV strains. LAT-positive viruses have the ability to pro-
tect infected cells from apoptosis mediated by caspase-8
and this may play a role in activation efficiency.

Host intrinsic response

Animal hosts have evolved a large set of non-immune
defenses against viral invaders, many of which have been
discovered only recently (see Chapters 4 and 5). In turn,
viruses have evolved counter measures to overcome these
host defenses and these counter measures are one deter-
minant of virulence. One example is the ability of viral
proteins to suppress RNA interference (RNAi) presum-
ably as a counterdefense against this cellular response to
many viral infections. It has recently been shown that the



Transfection with protective viral
segment (NSs) at 24 hours

Transfection with viral-specific
siRNA at 0 hours
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Expression of LACV
G1 protein at 24 hours
relative to M segment only

Co-transfection with LACV
M segment at O hours

No No Yes 100%
No Yes Yes 9%
Yes Yes Yes 46%

TABLE 9.10 A viral protein can counter the effect of cellular antiviral RNAi. In this example, synthetic small interfering RNAs (siRNAs) were designed to correspond
to specific sequences in the genome of La Crosse bunyavirus (LACV). Some of these siRNAs markedly reduced the expression of LACV as measured by the synthesis

of LACV G1 glycoprotein in cells transfected with the M segment of LACV. When such
effect of the siRNA was markedly reversed

cells were pre-treated by transfection with the NSs segment of LACV, the

After Soldan SS, Plassmeyer ML, Matukonis MK, Gonzalez-Scarano F. La Crosse virus nonstructural protein NSs counteracts the effects of short interfering RNA. Journal of Virology 2005,

79: 234-244.

NSs protein of La Crosse bunyavirus, the NS1 protein of
influenza virus and the E3L protein of vaccinia virus,
have the ability to suppress RNAi (Table 9.10).

Host immune response

Altered pathogenicity of variant viruses may be mediated
through the host immune response (see Chapter 7). For
instance, clone 13 of lymphocytic choriomeningitis virus
(LCMV) differed from the Armstrong strain of LCMV
from which it was derived by virtue of its ability to repli-
cate more rapidly in dendritic cells and macrophages and
less rapidly in the central nervous system. The rapid
destruction of dendritic cells interferes with antigen
presentation, thereby suppressing the immune response
which, in turn, permits the virus to escape clearance. As
a result, clone 13 initiates a persistent infection without
acute illness, in contrast to Armstrong which produces a
benign immunizing infection with rapid virus clearance.

Simian immunodeficiency virus (SIV) produces a
high titer viremia and rapidly progressive AIDS, while
the Anef variant produces a modest viremia and a rela-
tively benign infection with occasional AIDS after many
years (see Chapter 7). The nef gene downregulates the
expression of MHC class I molecules on the surface of
infected CD4 lymphocytes, protecting them against elim-
ination by antiviral CD8 CTLs and thereby enhancing
virus replication. In the absence of the nef gene, virus-
infected T lymphocytes are more rapidly cleared, enhanc-
ing the ability of the host to contain the infection and
attenuating the pathogenicity of the virus. In this example,
virulence is enhanced by a viral gene that interferes with
host immune defenses.

GENETIC DETERMINANTS OF VIRULENCE

Viral virulence, like other viral phenotypes, is encoded
in the viral genome and is expressed through the struc-
tural and non-structural viral proteins, as well as the
non-coding part of the genome. Over the last few decades,
a large body of information has been assembled regard-
ing the genetic determinants of virulence. Some of the
generalizations that have emerged are summarized in
Sidebar 9.1.

SIDEBAR 9.1

Genetic determinants of viral virulence and attenuation

+ The use of mutant clones has made it possible to identify the
role of specific viral genes and proteins as determinants of
virulence.

There is no ‘master’ gene or protein that determines virulence
and attenuation may be associated with changes in any of the
viral proteins as well as the untranslated part of the genome.
Virulence phenotypes can be altered by very small changes in
the genome, if they occur at critical sites. At such critical sites, a
change in a single nucleic acid that leads to an alteration in a
single amino acid can alter virulence dramatically.

Variants with mutations in several critical sites may be more
attenuated than those with a single point mutation. The
frequency of reversion to virulence is inversely proportional to
the number of discrete attenuating mutations.

Reversion to virulence of an attenuated variant can involve back
mutation at the genetic site of attenuation, but can also be
produced by compensatory mutations at a different site in the
same protein or even in another viral protein.

Attenuating mutations are often host range alterations that
affect replication in some cells or tissues but not others.
Although many attenuated viral variants have been identified,
in relatively few instances has the mechanism been identified at
a biochemical or structural level.

Reovirus

Reoviruses have a genome consisting of 10 double-
stranded RNA segments. Reoviruses fall into three
serotypes which possess quite different pathogenic char-
acteristics in mice and yet they reassort readily. Reas-
sortants are prepared by dually infecting a permissive
cell culture with reoviruses of two different serotypes
and preparing biological clones by plaque purification.
Although the gene segments from different reovirus types
are interchangeable, the segments from different serotypes
can be distinguished by their slightly different sizes that
lead to variation in migration rate on polyacrylamide gel
electrophoresis, which is used to genotype individual reas-
sortant clones. An example of the use of reassortant viruses
is shown in Table 9.11. A number of different pathogenic
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Origin of gene segment

e [ w [ ow

Pattern

I N O T 2 N
L L L L L L L

Parent TIL L L L \
T3D D D D D D D D D D D N

Reassortant R1 D L L L L L L L D D v
R2 L L L D D D D D L D \%

R3 L L D L L L L L L L \%

R4 D L D D D D D D D D \%

R5 D L L D D D L D D D \%

R6 D L D D D D D D L D \%

Reassortant R7 D D D D D D D D D L N
R8 L D L L D L L L L L N

R9 L D L L L L L L L L N

R10 L D L D L L L L L L N

TABLE 9.11 The use of reassortant viruses to determine the gene segment (and corresponding viral protein) that encodes a specific pathogenic phenotype.

In this example, reovirus Type 1 Lang (T1L) was crossed with reovirus Type 3 Dearing (T3D) to determine the mode of spread to the central nervous system after
footpad (subcutaneous) injection of neonatal mice. T3D spread exclusively by the neural route while T1L spread by the hematogenous route (viremia) and the
different phenotypes could be determined by sciatic nerve section which prevented T3D from reaching the spinal cord but did not block the spread of T1L.
Comparison of a number of reassortant clones shows that the route of spread co-segregates with a single gene segment, the S1 segment that encodes the o1

outer capsid protein
Pattern of spread: V, viremia; N, neural spread. Origin of gene segment: NS, non-structural proteins; L, TIL; D, T3D. After Tyler KL, McPhee DA, Fields BN. Distinct pathways of viral spread
in the host determined by reovirus S1 gene segment. Science 1986, 233: 770-774.

phenotypes have been described for reovirus infection
of mice and many of these have been mapped to specific
viral gene segments (Table 9.12). This table also indicates
Phenotype Gene segment that some of the phenotypes are under multigenic con-

Neonatal mice

] ] ] trol, an important principle to keep in mind when inves-
uiel emlie i enee (edielli) e tigating the viral determinants of virulence.
Virulence (apoptosis) S1 (ols) .
Pop Bunyavirus
S d to CNS fi Sl . . . .
s ah ° rom Bunyaviruses are negative or ambisense RNA viruses
periphery - i
with a trisegmented genome. The large (L) RNA segment
Central nervous Neurocellular tropism S1 encodes the polymerase (L) protein, the middle-sized (M)
system encodes two glycoproteins (Gc and Gn; or G1 and G2) and
Heart Myosarditis severity S1, M1, L1, L2 a non-structural protein (NSm) and the §ma11 (S) seg-
ment encodes the nucleocapsid (N) protein and a non-
Intestine Viral titer S1 structural (NS;) protein. The California serogroup of the
e il L2 Bunyavirus genus of the family Bunyaviridae includes
nimal-to-anima about 12 members that are genetically compatible. Reas-
spread . . .
sortants between these viruses have been used to identify

genetic determinants of virulence and attenuation.
TABLE 9.12 An example of viral genes associated with different pathogenic phenotypes. The

table shows various reovirus virulence phenotypes that have been mapped to specific gene Middle (M) RNA segment
segments. In some instances, several different genes play a role in the phenotype . . . .
After Virgin HV IV, Tyler KL, Dermody TS. Reovirus, chapter 28 in Nathanson N et al. (eds), Viral Comparison of a wildtype clone of La Crosse virus with

pathogenesis, Lippincott Raven Publishers, Philadelphia, 1997. an attenuated strain of Tahyna virus (clone 181/57)
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Relative Virus
More virulent | P3/L 2.71
SV1/L 2.68 A
SP2/L 2.51 A
S3'/L 2.40 A A A
SLR2 2.39 A A A A A A
Intermediate L472V3/S 2.07 A A A A A A A A
SCC/L 1.93 A A A A
SV3/L 1.74 A
L472/S 1.58 A A A A A A A A A
LV3/S 1.32 A A A A A A A A A
ST/L 1.14 A A A
Less virulent P3/S 0.41 A A A A A A A A A A
SLR1 0.28 A A A A

TABLE 9.13 Analysis of genetic determinants of virulence at the nucleotide level. This example compares wildtype virulent type 3 poliovirus (P3/Leon) with the
attenuated type 3 OPV (P3/Sabin) derived therefrom. There are 10 nucleotide differences between the two viruses (in the whole genome of >7000 nucleotides) and
a set of recombinant viruses were constructed to determine which divergent nucleotides influenced virulence. In this instance, it appeared that nucleotides 220
and 472 in the 5" non-translated region and nucleotides 871 (VP4) and 2034 (amino acid 91 in VP3) were the most significant critical sites. Red boxes indicate
that the 5 most virulent recombinant viruses had the ‘virulent’ nucleotide at all 4 of these sites while the two most attenuated recombinant viruses had the

‘attenuated’ nucleotide at these 4 sites

Virus clone: P3/L, virulent parental P3 Leon strain; P3/S, attenuated P3 Sabin strain; Score: neurovirulence score based on severity of spinal cord lesions after intracerebral injection of
macaques; A, nucleotides found in the attenuated but not the virulent virus. After Minor PD. The molecular biology of poliovaccines. Journal of General Virology 1992, 73: 3065-3077.

documented that the attenuated virus was highly neu-
rovirulent in mice but was not neuroinvasive after sub-
cutaneous injection of suckling mice (see Figure 9.5).
Studies of reassortants between the two viruses showed
that neuroinvasiveness co-segregated with the M RNA
segment.

Large (L) RNA segment

Comparison of a neuroattenuated clone (B.5) derived
from a reassortant of La Crosse and Tahyna virus showed
that the attenuated variant had reduced ability to replicate
in neuroblastoma cell cultures and reduced ability to
replicate after intracerebral injection in adult mice (see
Figure 9.3). Reassortants between the attenuated virus and
a neurovirulent virus showed that neurovirulence co-
segregated with the L RNA segment (see Figure 9.2).

Poliovirus

Polioviruses are single-stranded RNA viruses of positive
polarity (their genome can act as mRNA and be translated
directly into proteins) and cDNA clones constructed
from the viral RNA can be used for manipulation of the
genome. The altered cDNA clones are infectious, i.e. they
can be transfected into permissive cells with the produc-
tion of infectious virus. These features have facilitated the
mapping of poliovirus virulence.

Oral poliovirus vaccine (OPV) is comprised of atten-
uated clones of each of the three poliovirus serotypes
which, compared to virulent wildtype polioviruses, have
markedly reduced neurovirulence on direct intrathala-
mic or intraspinal injection in macaques (see Table 9.7).
There are a number of differences between the OPV
strains and their wildtype parents, acquired during many
successive passages in cell culture and only a subset of
these are relevant to the neurovirulent phenotype. More
specific information can be obtained from OPV viruses
that have reverted to virulence after feeding to humans,
which is a common consequence of replication in the
human GI tract. Such virulent revertants have a smaller
number of nucleotide differences from the attenuated vac-
cine strains than do the parent wildtype viruses. Finally,
engineered recombinant viruses have been used deliber-
ately to test the influence of individual critical nucleotides
(Table 9.13).

For all three of the attenuated OPV strains, there are
two sets of neurovirulence determinants. For each strain,
there is a critical nucleotide in the 5’ non-translated
region of the genome, at positions, 480, 481 or 472, for
types 1, 2 and 3, respectively. Based on computer model-
ling of their secondary structure, the 5’ RNA is predicted
to form stem loops at positions 470 to 540. This region is
thought to be involved with initiation of translation at
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Genetic composition of parent and reassortant

Viral gene viruses

HA 1918 Tx/91 1918 Tx/91
NA 1918 1918 1918 Tx/91
M 1918 1918 1918 Tx/91
NP 1918 1918 1918 Tx/91
NS 1918 1918 1918 Tx/91
P1 1918 1918 Tx/91 Tx/91
P2 1918 1918 Tx/91 Tx/91
P3 1918 1918 Tx/91 Tx/91
Titer in lung 7.5 5.2 6.0 3.0
(LOglO EID50

per ml)

Mortality in mice 100% 0% 100% 0%
(10° PFU

intranasal)

Survival (days) 3 6.2

TABLE 9.14 Multigenic determination of virulence. The 1918 influenza virus (HINI antigenic
type) was reconstructed and used to make reassortants with a contemporary human HIN1
isolate (Tx/91). Parent and reassortant viruses were tested for virulence after intranasal
inoculation of adult mice. Reassortants encoding many of the genes of the virulent 1918
virus showed considerable virulence but were less lethal than the parent 1918 virus,
indicating that virulence was associated with the full spectrum of viral genes acting in

concert

After Tumpey TM, Basler CF, Aguilar PV et al. Characterization of the reconstructed 1918 Spanish
influenza pandemic virus. Science 2005, 310: 77-80.

an internal ribosomal entry site (IRES) and mutations at
the critical site are predicted to perturb the secondary
structure and alter the initiation of translation. However,
a recent study failed to support the role of the IRES in
determining the attenuation of type 3 OPV or in explain-
ing the tissue tropism of poliovirus.

The second groups of critical sites involves the struc-
tural (VP1 to VP4) and non-structural viral proteins, but
is disparate for the three attenuated strains of OPV. For
type 1, point mutations associated with virulence are
located in several capsid proteins and the non-structural
polymerase; for type 2 OPV, mutations are in VP1; and
for type 3 OPV, mutations in VP3 or VP4 are involved. It
is not clear how mutations in the structural proteins alter
virulence, but it has been hypothesized that these are
implicated in viral uncoating or in viral assembly.

OPV strains are temperature sensitive and represent
host range mutants, since they replicate well in primate
fibroblasts but poorly in neuroblastoma cells, compared
to their virulent counterparts. Thus, it must be presumed
that viral determinants of uncoating, translation or assem-
bly are cell specific and must ultimately be explained in
terms of the subtle variations in the activity of poliovirus
proteins in various cell types.

Influenza virus

Influenza is an eight-segmented negative strand RNA
virus that causes acute infection of the lower respiratory
tract in mammals. Different strains vary in virulence,
depending on at least two aspects of pathogenesis, sever-
ity of pulmonary disease and ability to spread systemi-
cally. The virulence of avian influenza viruses for birds
has usually been associated with its ability to spread sys-
temically which, in turn, is determined by the suscepti-
bility of the viral hemagglutinin to be cleaved by cellular
proteases. The hemagglutinin is translated as a precursor
molecule that must be cleaved to two peptides (HA1 and
HA2) in order for the mature virus to complete entry
into susceptible cells. Virulent avian strains can be cleaved
in the endoplasmic reticulum by furin, while avirulent
strains depend on cleavage by extracellular proteases (see
Chapters 4 and 15). Intracellular cleavage confers the abil-
ity to spread systemically, which is associated with high
virulence in avian hosts.

The 1918 influenza outbreak was a notable global
pandemic that is estimated to have caused up to 50 mil-
lion deaths. Since this outbreak occurred prior to the
introduction of methods for the isolation of influenza
viruses (1933), there are no contemporaneous isolates
available and the virulence of this virus has been a mat-
ter for speculation. An extraordinary effort in viral archae-
ology, using RT-PCR to recover viral fragments from
pathological and frozen specimens, has gradually revealed
the sequence of the 1918 virus. In 2005, the sequence
was completed and reverse genetics was used to recon-
struct the whole virus. The reconstructed virus is highly
virulent in mice and reveals several interesting features.
The 1918 virus is an HIN1 virus and all eight segments
appear to have been derived from avian (rather than
human) influenza viruses. Virulence in this instance
is associated with very severe lung infection and not
with systemic spread. In contrast with avian influenza
viruses, virulence is highly multigenic and is not specifi-
cally associated with cleavability of the hemagglutinin
(Table 9.14).

In the mid-1990s, a virulent H5N1 variant of avian
influenza virus appeared in southeast Asia, where it has
caused many severe outbreaks in domestic poultry, requir-
ing large scale culling programs for containment. In 2006,
this virus caused outbreaks in wild waterfowl and spread
from Asia to Europe. Cumulatively, through Spring, 2006,
the avian H5N1 virus has infected about 200 humans who
had contact with poultry. The mortality rate in humans
has been ~50%, raising serious concerns of a human
pandemic similar to the 1918 epidemic. However, there
has been no evidence of human-to-human spread of this
virus. Recent genetic analyses have suggested that there
are at least three virulence determinants in this H5N1
virus: basic amino acids adjacent to the cleavage site in
the viral hemagglutinin; amino acid 627 in PB2, one of the
viral polymerase molecules; and a short sequence in the
NS1 protein that may influence interferon or other host
response.
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In the last decade, a new class of virus-encoded proteins
has been recognized that contribute to virulence of viruses
by mimicking cellular proteins. It is hypothesized that
viruses have derived the genes that encode these proteins
from the cells in which they replicate, by recombination
and subsequent modification. Most of these cell-derived
genes have been identified in DNA viruses with large
genomes, such as the herpes and poxviruses, which have
a greater capacity to accommodate accessory genetic infor-
mation than do viruses with small genomes. From an
evolutionary viewpoint, the cell-derived genes resemble
oncogenes but, rather than endowing the virus with
transforming properties, they act to subvert the antiviral
defenses of the infected host.

Cell-derived viral genes, which include ‘virokines’ and
‘viroceptors, enhance virulence through many different
mechanisms. Virokines secreted from infected cells can
mimic the action of cytokines, causing host cells to prolif-
erate, thereby increasing virus production. Viroceptors
resemble receptors for cytokines and can act as decoys,
binding and sequestering cellular cytokines. Some virus-
encoded proteins bind antibodies or complement compo-
nents, reducing the lysis of virus-infected cells, while
others perturb antigen presentation or immune induc-
tion. A few selected examples are described below.

Poxviruses
Vaccinia complement control protein (VCP)

The complement cascade, described in Chapter 5, con-
sists of a group of proteins that produce a membrane
attack complex that can destroy microbial pathogens or
virus-infected cells. Poxvirus infections induce antiviral
antibodies that can trigger the complement cascade and
such antibodies destroy virus-infected cells, thereby
acting as a host defense. Vaccinia, a poxvirus, encodes
VCP (vaccinia complement control protein), a protein
that abrogates the complement-mediated attack on virus-
infected cells. VCP resembles a human plasma protein,
C4-BP, that monitors the complement cascade and pre-
vent its unwanted activation, by binding to C4b, one of
the intermediaries in the cascade. VCP also binds C4b,
thereby blocking the complement cascade and vitiating
complement-mediated host defenses. VCP-minus mutants
are less pathogenic in vivo than wildtype vaccinia virus,
illustrating the in vivo effect of VCP (see Chapter 8).

Tumor necrosis factor (TNF) viroceptors

TNF is a family of pro-inflammatory cytokines that are
produced by activated macrophages and T lymphocytes.
TNFs act by binding to cognate receptors that are
expressed on myeloid and lymphoid cells, producing
multiple effects on immune networks and host responses
to infection. A number of poxviruses encode a viroceptor
that is a soluble homolog of the cellular p75TNF recep-
tor. It is presumed that the soluble receptor binds and
sequesters TNFE, thus modulating TNF-mediated cellular
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responses to infection. Poxviruses encode a large number
of soluble proteins, some of which have been shown to
act as receptors for other cytokines such as interferon ,
interferon o/p and interleukin 1.

Interleukin 4 (IL-4)

During immune induction, IL-4 is produced mainly by
the Ty2 subset of CD4+ helper cells and downregulates
Tyl activation, deviating the immune response towards
B lymphocytes and away from the induction of CD8+
CTLs. When mousepox virus is engineered to express
IL-4, the virus becomes much more virulent, associated
with a reduced induction of virus-specific CTLs and also
a reduced induction of IFN~. Although an experimental
artefact, this demonstrates the potential consequence of
incorporation of a cellular gene into a viral genome.

Toll-like receptors (TLRs)

The A46R protein of vaccinia virus blocks the host innate
immune response. TLRs initiate an intracellular cascade
that leads to the downstream activation of NFxB (see
Chapter 5). A46R binds to myeloid differentiation factor
88 (MyD88) and several other proteins that participate
in intracellular signaling, thereby reducing the innate
immune response. A vaccinia virus mutant lacking A46R
was less virulent, compared to wildtype virus, in an
intranasal infection model in mice.

Herpesviruses
Herpes simplex virus (HSV) Fc receptors (FcR)

Two of the glycoproteins of HSV, gE and gI, act together
as a receptor for the Fc domain of immunoglobulins.
HSV infection induces the host to produce antiviral
antibodies that can initiate the lysis of HSV-infected
cells by cell-mediated cytotoxicity (ADCC). HSV coun-
ters this host defense by the action of gE and gl. When
antiviral antibodies bind via their Fab domains to virus-
infected cells, their Fc domain is bound to gE/gl and
cannot trigger ADCC (see Chapter 8). This protects
virus-infected cells from lytic attack, thereby prolonging
their production of virus. Cells infected with a gE-deleted
mutant HSV are much more sensitive to ADCC than are
cells infected with wildtype HSV.

Marek’s disease virus (MDV), an a-herpesvirus that
causes an acutely fatal lymphoproliferative disease in
poultry, has a gene (VIL-8), which encodes a protein that
resembles IL-8, a cytokine that attracts and mobilizes
neutrophils and T lymphocytes. An MDV variant in
which vIL-8 has been deleted, is much attenuated and
re-introduction of the gene restores virulence (Table 9.15).
Presumably vIL-8 acts as a decoy and subverts the func-
tion of cellular IL-8, thereby impairing a host defense
mechanism.

REPRISE

Virulence denotes the relative ability of viral variants to
cause disease and can be measured in a variety of ways,
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Transient Gross visceral Total
Strain of MDV paralysis lesions mortality
rMd5 12/17 10/17 15/17
rMd5-AvlL-8 0/17 2/17 1/17
rMd5-AvlL-8-RV 11/17 11/17 17/17

TABLE 9.15 An accessory gene of herpesvirus that is a cellular homolog enhances viral
virulence. Disease manifestations in chickens inoculated with a virulent strain of Marek’s
disease virus (MDV), a variant in which the vIL-8 gene has been deleted and a revertant that
expresses vIL-8

After Cui X, Lee LF, Hunt HD, Reed WM, Lupiani B, Reddy SM. A Marek’s disease virus vIL-8 deletion
mutant has attenuated virulence and confers protection against challenge with a very virulent plus
strain. Avian Diseases 2005, 49: 199-206, with permission.

based on illness, death or pathological lesions, each of
which can be quantified. Relative virulence is a complex
phenotype, since it depends upon variables such as the
species and age of host, the route of infection and the
dose of virus. The virulence phenotype also may be qual-
itative, involving differences in the tropism of different
viral variants. Wildtype isolates of a virus may vary in
virulence and virulence variants can also be selected by
experimental manipulation. Attenuated variants often
exhibit host range or temperature sensitive phenotypes
and may provide candidates for live virus vaccines.
Virulence phenotype can be manifest at any step during
the course of infection, from invasion, to spread, involve-
ment of target organs or shedding. Virulence or attenua-
tion can be mapped to specific viral genes and individual
nucleotides and may be associated with any viral genes,
including non-coding sequences. In some instances, vir-
ulence is associated with individual viral genes and, in
other cases, is polygenic. For viruses with large genomes,
virulence may be conferred by accessory genes that act as
virokines or viroceptors, some of which appear to have
originated from eukaryotic genes.
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Viral Persistence

Neal Nathanson and Francisco Gonzalez-Scarano

INTRODUCTION

The prototypical viral infections are acute and induce host defensive
responses that clear the foreign agent and leave the host with long-lasting
virus-specific immunity. However, a significant number of viruses are
capable of persisting, often for the lifetime of the host. In order to persist,
a delicate balance must be achieved so that, on the one hand, the host is
not killed by the destructive effects of the virus while, on the other hand,
the virus is able to evade the multitude of immune defenses that act to
eliminate it. How this happens is the theme of this chapter.

The mechanisms of persistence range along a spectrum (Sidebar 10.1).
At one extreme are viruses that continue to replicate at high titers over
long periods of time, while at the other extreme are viruses that become
latent, emerging at rare intervals to replicate for short periods of time.

SIDEBAR 10.1

Rules of persistence in vivo

+ RNA and DNA viruses from many different families can persist in vivo.

« Strategies for persistence vary widely, from full blown ‘high titer’
replication to ‘latency’, with intermediate examples of ‘smoldering’
infection.

+ For each viral strategy, there is a corresponding strategy for evasion of

host immune surveillance.

High titer replication requires that virus either be non-cytocidal or that

there is rapid replacement by cellular proliferation of target cells.

Immune surveillance is unable to eliminate the virus, due to tolerance,

immune complex formation, viral mutation, or other mechanisms.

Latency usually requires that the viral genome can persist in a non-

replicating mode, either integrated into the genome of the host cell or

as an episome, although intermittent active replication may occur.

Immune surveillance may be competent to eliminate the virus, which

can only recur for brief intervals, or recurrence may be associated with

intermittent reduction of immune defenses.

+ Smoldering infections involve continuous productive infection and
cell-to-cell transmission at a low level. Potentially effective immune
surveillance is circumvented by mechanisms such as antigenic
variation, infectious immune complexes, or intercellular bridges.




Cell Culture Models of Viral Persistence

Virus family Site of Cytocidal in -
Example Host(s) persistence permissive cells Immune response
High titer replication

Arenaviridae LCMV Mouse Macrophage No Restricted
Hepadnaviridae HBV Human Hepatocyte No Restricted
Latent infection

Herpesviridae HSV Human Sensory neuron Yes Brisk
Polyomaviridae Papilloma Human Epidermal cells Yes Brisk
Smoldering infection

Picornaviridae TMEV Mouse CNS Glial cells Yes Normal
Paramyxoviridae Measles Human Neurons Yes Super normal
Lentiviridae HIV Human CD4 lymphocyte Yes Variable

TABLE 10.1 A selected list of human and animal virus that employ different styles of persistence

Between both ends of the spectrum are examples of
smoldering infections that share characteristics of both
replication and latency. Viruses employ a variety of
strategies to escape immune surveillance and these tend
to be specific for different styles of persistence. Thus,
immune tolerance often characterizes high titer persistent
infections, while active immune responses are seen in
many latent infections. A few selected examples of each
style of persistence are listed in Table 10.1. The viruses
selected for discussion represent some of the best studied
examples, but the mechanisms of persistence are less well
analyzed or more complex in many uncited instances.

For some viruses, persistence may be partially deter-
mined by the conditions of infection. For instance, lym-
phocytic choriomeningitis virus (LCMV) causes a
persistent infection in newborn mice but not in adult
mice, as is true of several viruses of humans such as hep-
atitis B virus (see Chapter 7). On the other hand, numer-
ous herpes viruses cause persistent infections regardless
of age at infection.

CELL CULTURE MODELS OF VIRAL
PERSISTENCE

Many viruses can establish persistent infections in cul-
tured mammalian cells. Although artificial, these models
illustrate certain principles of virus—cell interaction in
the absence of the complexities associated with infection
of animals. Persistently infected cell cultures (sometimes
called ‘carrier cultures’) fall into two categories, those
involving non-cytocidal viruses and those involving lytic
viruses (Table 10.2).

Non-lytic viruses

There are several hallmarks of carrier cultures produced
by non-lytic viruses. All cells in the culture are infected
and all daughter cultures established by the cloning of
single cells are also infected. Conversely, it is usually

Characteristics of persistently
infected cell culture Non-lytic virus

What fraction of the cells ~100% <100%

are infected?

Are single cell clones Yes No
always infected?

Must antiviral factors be No
present in the culture
medium to protect the cells?

Yes (1)

Can the culture be ‘cured’ No Yes (1)
by adding antiviral

antibody or interferon?

Does the culture resist
superinfection with the
same virus?

Yes (1) No (2)

TABLE 10.2 Characteristics of Iytic and non-lytic persistent viral infection of
cell cultures. These generalities apply to many but not all instances

(1) Usual finding but there are exceptions. (2) Depends on experimental conditions and
method of assay. After Walker DL. The viral carrier state in animal cell cultures. Progress in
Medical Virology 1964, 6: 111-148, with permission.

impossible to ‘cure’ the cultures by antiviral treatments,
such as interferon or virus-specific antibodies. During
extended passaging, free infectious virus may wane or
even disappear, due to evolution from a replication com-
petent virus to defective genomes that may or may not
produce budding viral particles. The continued presence
of viral genomes can be detected by the presence of
intracellular viral antigens or viral genetic sequences, or
by the resistance of carrier cultures to superinfection
with the same virus.

Lytic viruses

Surprisingly, lytic viruses can often establish carrier
cultures, although not as readily as non-lytic viruses.
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Characteristically, such carrier cultures are composed
of a mix of infected and uninfected cells. Persistence
depends on an equilibrium between the loss of infected
cells and the increase of uninfected cells by cell division.
Often, this equilibrium requires the presence of antiviral
agents, such as interferon, which act as governors on
virus replication. If this antiviral activity is removed by
frequent changes of the culture medium, the culture
may be destroyed. Conversely, such cultures can be
‘cured’ by the addition of antiviral agents such as specific
antibody. If single cell clones are derived from such
carrier cultures, some of them will usually give rise to
uninfected cultures.

Variation in virus and cells

Continuous passage of carrier cultures may result in evo-
lution of either virus or cells. As mentioned above, the
infecting virus may be replaced by defective virus or by
replication competent virus with reduced cytopathogenic-
ity. Carrier cultures established by lytic viruses may lead
to the selection of cells that are relatively resistant to
destruction by the virus. Likely, the artificial conditions
of persistent infection select for pre-existing viral or cel-
lular variants that have a survival advantage in carrier
cultures. Virus variants may exhibit reduced pathogenicity
due to reduced efficiency at any of the steps in the repli-
cation cycle or due to diminished triggering of apoptosis.
Cellular variants may be resistant because of differences
in any of the multiple cellular molecules that are involved
in the steps from virus entry to release.

Using genetic reassortants, it is possible to map the
variant viral genes and proteins selected during continu-
ous passage. Reovirus is usually lytic in L929 cells (a con-
tinuous murine cell line) but carrier cultures can be
established under controlled conditions. Virus isolated
from these cultures is less lytic than wildtype virus and
changes in the S4 and S1 genes, that encode the 03 and
ol proteins, are responsible for establishing and main-
taining the persistent phenotype (Table 10.3). The o3
protein is the major outer capsid protein and the o1 pro-
tein is the virus attachment protein. It appears that the
variant capsid proteins associated with persistent viral
variants reduce the efficiency of viral entry and the like-
lihood of overwhelming lytic infection, thus promoting
the establishment of persistence.

Certain aspects of cell culture models are relevant to
persistence in animals. Studies with non-lytic viruses
demonstrate that long-term infections can readily be
established, that they spread widely through the popula-
tion of susceptible cells and that variant viruses, often
with reduced rates of replication, may be selected during
long-term persistence. Observations on lytic viruses indi-
cate that, surprisingly, they can often persist in a popula-
tion of susceptible cells, but that this usually requires an
extraneous antiviral modulator that prevents total
destruction of the cell population. Furthermore, during
persistence there is a tendency for evolution of a less lytic
virus—cell relationship, both through selection of variant
viruses that are less destructive and the selection of cells
that are less permissive for virus replication. These

Predominant gene segments
(Type 2wt or Type 3ts)

Gene segments

L1 2 2
L2 2/3 2
L3 2 2
M1 2 2
M2 2 2
M3 2 2
S1 3/2 3
S2 2 2
S8 2 2
S4 3/2 3

TABLE 10.3 Genetic determinants of viral persistence in cell culture. Reovirus
is a lytic virus but can be induced to cause persistent infections in cell culture
by co-infecting cultures with a lytic wildtype virus (Type 2 wt) and a
temperature sensitive variant (Type 3 ts). The virus isolated late after
persistent infection is a reassortant carrying the genes of the T2 wt virus
except for the S4 and S1 genes of the T3 ts variant virus and it appears that
these two gene segments are responsible for the persistent phenotype

After Ahmed R, Fields BN. Role of the S4 gene in the establishment of persistent reovirus
infections in L cells. Cell 1982, 28: 605—612, with permission.

observations foretell some of the characteristic features
of viral persistence in animal hosts.

IMMUNE CLEARANCE OF ACUTE VIRAL
INFECTION

As a prelude to consideration of persistence, it is useful
to recapitulate briefly the mechanisms by which the
immune response controls and eliminates an acute virus
infection (see Chapter 6). Effector T lymphocytes can
destroy virus-infected cells, produce antiviral cytokines
and recruit mononuclear cells to sites of viral replication
and destruction, while antibody neutralizes and opsonizes
free infectious virions. In some instances, both antibody
and virus-specific effector lymphocytes can purge virus-
infected cells without destroying them. It is these mech-
anisms that a virus must evade in order to persist.

An example where viral clearance appears to be medi-
ated by antibody is shown in Figure 2.5, which illustrates
the disappearance of poliovirus from the plasma con-
comitant with the appearance of serum neutralizing
antibody. Evidence for the role of the immune response
in the elimination of virus from solid tissues is based on
the effect of experimental immunosuppression. Figure 10.1
summarizes an experiment in which an immunosup-
pressive drug abrogates the clearance of a neurotropic
virus from the brain, indicating the ability of intact host
immune defenses to terminate a viral infection and elim-
inate the causal agent.
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FIGURE 10.1 Enhancement of an acute infection by chemical
immunosuppression to implicate the role of the immune response in
termination of an acute viral infection. Adult rats were injected intracerebrally
with 1083 suckling mouse LD50 of West Nile virus (WNV), a togavirus and one
group was immunosuppressed by three doses of cyclophosphamide on days 1,
8 and 14 after infection. In normal rats, WNV causes a minimal non-lethal
infection of brain and the virus is completely cleared by 20 days after
infection. Inmunosuppression potentiates the infection, which is not cleared
but spreads slowly to kill all animals by 20 days. The curves indicate that
suppression does not alter the replication of the virus for the first week of
infection but interferes with the clearance process thereafter. After Cole GA,
Nathanson N. Potentiation of experimental arbovirus encephalitis by
immunosuppressive doses of cyclophosphamide. Nature 1968, 220: 399401,
with permission.

MECHANISMS OF PERSISTENCE AND
ESCAPE FROM IMMUNE SURVEILLANCE

Three patterns of persistence are diagrammed in
Figure 10.2 and are contrasted with an acute infection. If
the length of an acute virus infection is defined as the
period from acquisition of infection to total elimination,
then the duration of an acute infection varies from about
one week (for rhinoviruses) to ~6 months (for hepatitis
B virus). Beyond those limits infections may be considered
persistent. Some persistent infections undergo sponta-
neous termination, so that the duration of persistence in
individual hosts varies from months to lifelong. This vari-
ability reflects the delicate balance between parasite and
host. (Rabies virus, a virus that produces acute infections
with incubation periods ranging up to months or years,
is a special exception.)

High titer persistent infections and
immune tolerance

For a persistent virus to replicate at high titer, it must
avoid catastrophic pathogenic effects, either because it is
not acutely cytocidal or because it attacks target cells
that can be replenished by a very high rate of prolifera-
tion. Many viruses can replicate productively without
causing cell death (see Chapter 4) and a number of them
can cause persistent infections. In such instances, the
initial dynamics resemble those of an acute infection,
following which the virus titer decreases somewhat but
then reaches a setpoint that may be maintained indefinitely
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FIGURE 10.2 Patterns of virus persistence. For reference, an acute infection
is shown as a dashed line in all panels. Upper panel: high titer infection. An
acute phase is often apparent, following which the titer drops but persists at
a high level for a long time, during which virus titers may remain stable or
gradually wane. Middle panel: latent infection. An acute infection is followed
by disappearance of replicating virus which persists only as a latent genome.
Periodic recrudescence occurs that may be accompanied by signs of disease.
Intervals between recrudescences may last from weeks to many years and
some infected individuals may never experience a recrudescence. Bottom
panel: smoldering infection. An acute infection of varying extent is followed by
marked reduction in overt virus replication but infectious virus may be
frequently recovered indicating that true latency has not occurred. Modified
after Johnson R. Neurotropic virus diseases, Raven Press, 1985, with
permission.

or gradually decline. Examples of this pattern are hepatitis
B virus (HBV) (Chapter 7), lymphocytic choriomeningitis
virus (LCMV) (Chapter 8) and human immunodeficiency
virus (HIV) (Chapter 14).

Non-lytic viruses

High titer persistence is often characterized by ‘tolerance’,
an apparent absence of virus-specific immunity. The
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mechanisms by which the tolerance can be induced
include deletion of ‘forbidden’ clones of naive T lympho-
cytes in the thymus, or exhaustion of peripheral virus-
specific T lymphocytes in the presence of excess antigen
(discussed in Chapter 8). Tolerance may be limited to
specific components of the effector limb of the immune
response. For instance, hepatitis B persistence is charac-
terized by absence of antiviral antibody against HbsAg,
while anti-HBcAg antibody may be induced. LCMV per-
sistence is characterized by absence of cellular immune
responses while virus-specific antibody is produced.
Defects in the immunobiological potency of memory
T cells can also induce the tolerance phenotype. Recent
studies with LCMV have shown a marked difference in the
properties of CD8+ virus-specific memory T cells that are
generated during acute versus persistent infections.
Different clones of LCMV were used to produce acute or
persistent infections. The acute infection is fully cleared
within two weeks while the persistent infection is con-
trolled after two months with lifelong residual virus in
some tissues. When a comparison is made of mice at three
months after infection, viral epitope-specific memory
CD8+ T cells were present that were maintained for at
least one year after infection. However, acute infections
induced memory cells that exhibited the cardinal proper-
ties of self-renewal in the absence of antigen and high lev-
els of receptors for IL-7 and IL-15, while the memory cells
isolated from animals with persistent infections expressed
low levels of these two interleukin receptors and gradually
disappeared in the absence of antigen (Figure 10.3). In this
model, the memory cells associated with persistent infec-
tion may be less capable of differentiating into effector
CD8+ T cells capable of eradicating persistent infection.

Lymphocytic choriomeningitis virus (LCMV)

Evidence for the role of immune tolerance in maintaining
viral persistence is provided by the experimental termina-
tion of persistence by intravenous injection of virus-
specific CD8 cells. Figure 10.4, summarizing an experi-
ment with LCMV, exemplifies this phenomenon. Similar
results have been obtained with HBV, where CTLs spe-
cific for HBs epitopes cleared virus from hepatocytes
(see Chapter 6).

It was noted that the expression of the viral genome
may evolve in carrier cultures and the same phenome-
non has been observed in vivo. For instance, following
the infection of newborn mice with LCMYV, the nucleo-
protein and envelope glycoproteins are both expressed
in infected neurons for the first week, but over the sub-
sequent 10 weeks the expression of glycoproteins gradu-
ally wanes while there is no diminution in nucleoprotein
levels. This phenomenon may play a role in persistence,
since the absence of glycoproteins (the only viral protein
expressed on the cell surface) would make neurons poor
targets for antibody recognition.

Friend virus

A different mechanism of ‘tolerance’ appears to be oper-
ative in persistent infection with Friend virus, a complex
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FIGURE 10.3 Virus specific memory CD8+ T cells induced by persistent
infections do not persist in the absence of antigen. Top: two strains of LCMV
were used to produce acute or persistent infections of mice, using syngeneic
mice that were either Thyl.1 or Thy 1.2 positive (Thyl X is an allelic marker on
T cells that does not cause histoincompatibility). In acute infections the virus
was completely cleared within 1-2 weeks, while in persistent infections, the
virus was reduced to low levels by 2-3 months, but was never completely
eliminated. Spleen cells obtained at 3 months from both groups of mice were
tested for survival of virus-specific memory CD8+ T cells by transfer into
uninfected syngeneic recipients. Bottom: cells from both groups of mice
(separated by the Thy marker) were tested for their ELISPOT responses when
stimulated by an immunodominant LCMV peptide, as a measure of the ability
of memory T cells to generate antigen-responding effector T cells. After Wherry
EJ, Barber DL, Kaech SM, Blattman JN, Ahmed R. Antigen-independent memory
CD8 T cells do not develop during chronic viral infection. Proceedings of the
National Academy of Sciences 2004, 101: 16004—-16009.

of several retroviruses that causes persistent infection
and lethal leukemia in most strains of inbred mice.
Control of this virus during acute infection is mediated
mainly by CD8+ T cells, but adoptive transfer of CD8+
cells from persistently infected mice indicates that they
lack the ability to clear infection. CD8+ cells from
acutely infected mice produced robust levels of three
effector molecules, perforin, granzyme A and granzyme
B, but CD8+ cells from persistently infected mice were
deficient in cytolyic activity. Further investigation revealed
that this reduced efficacy was due to a modulatory effect
of CD4+ T cells; when the transferred cells were treated
with a monoclonal antibody (anti-GITR) known to reduce
the potency of regulatory CD4+ T cells, CD8+ cells
regained their efficacy. In this instance, persistence
is associated with the activity of regulatory CD4+
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FIGURE 10.4 Immune T lymphocytes can clear a persistent virus infection,
implying that (in some instances) persistence involves escape from the
cellular arm of the immune response. In this example, LCMV causes persistent
life-long infection of mice. When such mice are treated by adoptive
immunization of CTLs from an immune donor (1072 spleen cells from adult
mice immunized by infection 60 days prior to transfer), the virus is cleared.
The specificity of the process is shown by the requirement for syngeneic donor
lymphocytes and by the ability of clones of CD8 T lymphocytes specific for an
individual viral epitope to clear infection. The rate of clearance differs for
different organs and tissues, implying some differences in the action of
effector cells and in the mechanisms of immune evasion. After Ahmed R,
Jamieson B, Porter DD. Immune therapy of a persistent and disseminated viral
infection. Journal of Virology 1987, 61: 39203929, with permission.

T cells that inhibit the effector function of virus-specific
CD8+ CTLs.

Lytic viruses

It is unusual for high titer persistence to be produced by
a cytolytic virus, but the primate lentiviruses represent
an important exception. Figure 8.11 shows the persistent
viremia produced by a pathogenic strain of simian
immunodeficiency virus (SIV). The main target cells for
these lentiviruses are CD4 lymphocytes that undergo
lytic infection. It has been calculated that the continuous
destruction of CD4 cells results in a reduction of the
average half-life of these cells from 75 to 25 days. However,
the bone marrow is able to respond to the abnormal rate
of destruction by increasing the production of naive
CD4 cells, at a rate sufficient to maintain a reasonable
concentration of circulating CD4 cells. This permits a
lytic virus to persist at a high titer for an extended period
of time in the relative absence of clinical illness, although
eventually the bone marrow is unable to compensate
and CD4 levels drop, leading to functional immunodefi-
ciency. The pathogenesis of HIV and AIDS is discussed
in Chapter 14.

In contrast to most high titer persistent infections,
lentiviruses induce immune responses rather than toler-
ance. The immune response to lentiviruses is quite effec-
tive, as judged by its ability rapidly to contain the acute
phase of infection, resulting in a reduction from peak
viremia at about 6 weeks to a setpoint about 1000-fold
lower at about 3-6 months. Once this setpoint is
reached, a dynamic equilibrium is established between
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virus production and clearance. The half-life of individ-
ual SIV virions is <30 minutes in the absence of immu-
nity and about 10 minutes in infected animals with an
established immune response. It has been calculated that
to maintain virus titers of 10? to 10* infectious virions
per ml plasma requires the production of 10'° to 10'2
new infectious virions daily. In this instance, high titer
persistence is maintained by an extraordinary rate of
virus production that exceeds the rate at which a potent
cellular immune response can clear virus-infected cells.
Another example of apparent latency and activation
is JC virus, a human polyoma virus that causes progres-
sive multifocal leukoencephalopathy (PML), a slowly
progressive but fatal illness. JC virus infects a high pro-
portion of humans as determined by serosurveys. It is
unclear whether JC virus is latent or causes a low-grade
smoldering infection in humans, since it is hard to iso-
late from seropositive individuals and rarely causes
PML. However, when humans are subject to long-term
immunosuppression, the risk of PML rises dramatically,
presumably as a result of the loss of protective cellular
immunosurveillance. Recently, an increased incidence of
PML has been seen in patients with AIDS and in patients
with multiple sclerosis who are treated with a specific
immunosuppressive monoclonal antibody.

Latency

Latent infections are produced by a considerable num-
ber of herpesviruses, including herpes simplex viruses
(HSV), varicella zoster virus (VZV), Epstein-Barr virus
(EBV) and cytomegalovirus (CMV) of humans. There is
a characteristic sequence of events following primary
infection. Initially, the virus replicates in permissive cells
at the portal of entry. The virus is lytic and destroys per-
missive target cells. Once immune induction has occurred,
the virus is cleared and appears to be eliminated.

However, the viral genome persists in a latent form.
Latency occurs in one or more cell types — such as
neurons — that are distinct from the permissive cell types
that support productive lytic infection. Neurons appear
to be restrictive or permissive, depending upon their
physiological state. Under conditions of restriction, the
virus undergoes the early steps of entry and uncoating,
but further steps in replication are blocked (see discus-
sion of HSV below). In the absence of active replication,
the viral genome is maintained in one of several forms,
depending upon the specific virus and host cell. In some
instances, the double-stranded DNA genome integrates
into the host genome, while in other examples the genome
persists as a non-integrated episome in the nucleus or
cytoplasm.

If latency occurs in cell types such as neurons that
do not divide, then there is no need to replicate the latent
genome. If the latent genome is maintained in dividing
cells with a finite life, then the genome must be replicated
or it will be diluted to extinction. If the viral genome is
integrated into the host genome, as with retroviruses,
then it will be automatically replicated during the cell
cycle. Episomal DNA can also be replicated by the enzymes



136

Chapter 10 e Viral Persistence

involved in copying cellular genomes. However, there are
no parallel mechanisms for RNA, so RNA viruses cannot
assume a latent state unless they undergo reverse tran-
scription to DNA intermediates. Latent viral genomes
can be detected by in situ polymerase chain reaction
(PCR) methods that, at their most sensitive, can detect
as little as one genome per infected cell (Figure 10.5).

Latency maintains the viral genome for the lifetime
of the infected host. Activation of latent infections may
occur at irregular intervals or it may never occur in some
infected individuals. Activation of latent genomes can be
initiated by a number of stimuli, characteristic for each
virus. For instance, herpes simplex virus (HSV) can be
activated by fever, sunburn and trigeminal nerve injury.
Most of these stimuli appear to act upon the primary
sensory neurons in which latent HSV genomes are
maintained. However, on occasion, waning of the
immune response can serve as a trigger for activation of
some herpesviruses.

Following reactivation of HSV, the viral genome
may be transported by axoplasmic spread in both cen-
tripetal and centrifugal directions. Centrifugal spread,
toward the periphery, conducts the virus to the skin where
it may replicate and spread, causing herpes labialis (‘fever
blister’ or ‘cold sore”). After spreading for a few days, host
defenses prevent further spread and the skin lesion heals.
Centripetal spread from the trigeminal ganglion con-
ducts the HSV genome to the central nervous system,
where, in some instances, it can spread to cause a devas-
tating encephalitis.

Typically, viruses that cause latent infections induce
a brisk and potent immune response that clears the
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FIGURE 10.5 Demonstration of latent genomes. Herpes simplex virus (HSV)
is maintained as a latent genome in first order sensory neurons whose cell
bodies are located in sensory ganglia. This photomicrograph shows the large
cell bodies of three sensory neurons and the grains mark the nucleus of one
these cells that contains HSV gene sequences as detected by in situ
hybridization. The probe detects RNA transcripts from the LAT (latency
associated transcript) domain of HSV. After photographs supplied by Nigel
Fraser, University of Pennsylvania.

initial infection. However, latently infected cells do not
express viral proteins, permitting avoidance of immune
surveillance. When the latent infection is activated,
immune surveillance limits its spread. Latent viruses
cannot be spread from host to host, but virus produced
during activation may be spread to another host. For
instance, activation of latent varicella zoster virus (VZV)
produces characteristic skin lesions in older adults;
seronegative children exposed to virus aerosolized from
these lesions can develop chicken pox, the primary form
of VZV infection.

Smoldering infections

‘Smoldering’ infections fall between the extremes of high
titer persistence and latency. Infectious virus is produced,
but at minimal levels that may require special methods for
detection and isolation. Virus continues to spread from
infected to uninfected cells but often at an indolent tempo.
If the virus is pathogenic, it may produce a gradually
progressive chronic disease. There is a detectable immune
response to the virus and, in some instances, the response
may be hyper-normal, due to the continuous presence of
viral antigens. The ability of a virus to spread in the pres-
ence of a potentially effective immune response is a par-
adoxical phenomenon and involves a variety of strategies,
several of which are described below.

Immunologically privileged sites

There are a few organs and tissues that appear to favor
virus persistence, particularly the brain and kidney. The
brain has classically been considered an immunologically
‘privileged’ site because immunological effector mecha-
nisms may spare cells bearing foreign antigens if these
cells are located in the brain (in contrast to foreign cells
in other sites). This concept was originally enunciated by
Medawar and collaborators who observed that grafts of
allogeneic or xenogeneic tissues were more likely to sur-
vive in the brain than on the skin or at other sites. There
are at least two factors that account for virus persistence
in the brain. First, the blood-brain barrier limits the
trafficking of lymphocytes through the brain and, sec-
ond, neurons express little if any MHC class I molecules
rendering them relatively poor targets for virus-specific
cytolytic T lymphocytes (CTLs).

The kidney is the other major tissue that frequently
harbors persistent viruses, such as JC and BK poly-
omaviruses and cytomegalovirus. Consistent with this
observation, LCMV is cleared more slowly from the kid-
ney than from other tissues, even the brain. However, there
is no clear explanation why virus in the kidney should be
able to evade immunological surveillance, although it has
been speculated that lymphocytes may not readily cross
the subendothelial basement membrane to access infected
glomerular epithelial cells (see Figure 7.6 for anatomical
relationships).

Intercellular bridges

In some instances, the process of entry of viruses into cells
can be short circuited, so that a transient intercellular



bridge is formed permitting the viral genome to pass from
cell to cell without having to survive in the extracellular
environment (Figure 10.6), thus providing a means of
avoiding neutralizing antibody. This phenomenon prob-
ably is operative in subacute sclerosing panencephalitis
(SSPE), a progressive fatal disease. In SSPE, a defective
variant of measles or rubella virus spreads gradually from
neuron to neuron in spite of extraordinarily high titers
of neutralizing antibody in the extracellular fluid of the
brain parenchyma.

Suppression of MHC class | expression

A number of viruses, including adenoviruses and
lentiviruses, encode specific proteins that are capable of
downregulating the expression of MHC class I molecules
(see Chapter 4). Virus-infected target cells are rendered rel-
atively less sensitive to virus-specific CTL attack, permitting
them to continue to produce virions for an extended
period of time. Experimental deletion of the virus-
encoded downregulating protein appears to reduce the
ability of the virus to persist in vivo, suggesting that
MHC class I damping may be a significant factor in
persistence (see Figure 8.11).
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FIGURE 10.6 Cell-to-cell transmission of a virus by intercellular bridges, a
hypothetical reconstruction. Top: normal cell-to-cell spread of an enveloped
virus as free extracellular virions. Bottom: cell-to-cell spread of the viral
genome through a transient intercellular bridge. This phenomenon has been
invoked to explain the spread of measles and rubella viruses during persistent
infection of the brain.
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Infectious immune complexes

In some instances where a virus persists in the presence
of an active immune response, infectivity in the blood
circulates in the form of immune complexes that are
composed of infectious virions coated by virus-specific
antibodies. Immune complexes can be demonstrated by
the addition of anti-IgG antisera that will ‘neutralize’ the
infectivity (see Chapter 8). The molecular mechanism
by which an antibody-coated virion can retain its infec-
tivity has never been well elucidated. One possibility is
that the complex is bound to Fc receptors on macrophages
and internalized in vacuoles in which the complex disso-
ciates, followed by infection of the macrophage. Consis-
tent with this hypothesis, several of the persistent viruses
(lymphocytic choriomeningitis virus, lactic dehydrogase
virus and Aleutian disease virus), for which infectious
complexes have been demonstrated, target macrophages
as a major host cell.

Impaired cytolytic T lymphocyte (CTL) function

Recent advances have made it possible to quantify the
function of CTLs according to their intracellular content
of effector molecules such as [FN~, TNFa and perforin
(described in Chapter 6). If CTLs that recognize individ-
ual viral epitopes are sorted using tetramer staining, they
vary in their content of effector molecules. It appears
that HIV-specific CTL may be deficient in perforin con-
tent and this could provide an additional mechanism for
escape from immune surveillance.

Antigenic variation

During the course of persistent infection, there may be a
selection for viral variants that are able to escape neu-
tralization. The ability of antibody to select for ‘escape’
mutants has been repeatedly documented in cell cul-
tures. When a virus is plaqued in the presence of a single
neutralizing monoclonal antibody, the titer is reduced
drastically but characteristically some plaques occur at
the frequency of ~107°. When these plaques are grown
into virus stocks, they are resistant to neutralization
(Figure 10.7) by the selecting monoclonal antibody. Such
resistant virus variants usually represent point muta-
tions, often in the viral attachment protein.
Neutralization escape mutants also play a role in
some persistent infections of animals. This phenomenon
has been observed with several persistent lentiviruses such
as visna/maedi virus of sheep and equine infectious ane-
mia virus. Equine infectious anemia virus (EIAV) is a
lentivirus that produces a lifelong persistent infection of
horses — the virus may be isolated from the blood even
though the animals develop neutralizing antibody. Newly
infected horses undergo discrete episodes of acute ane-
mia, associated with bursts of viral replication. In each
instance, the virus isolated during the episode of illness
resists neutralization by serum obtained at the time of
virus isolation (Table 10.4). However, the same serum
can neutralize virus isolated at earlier times in infection.
In other words, there is sequential replacement of virus
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FIGURE 10.7 A monoclonal neutralizing antibody can select ‘escape’ mutants
that are non-neutralizable. In this example, a virus is titrated in the absence
and presence of a single monoclonal antibody that reduces the viral titer by
105, When the virus that escapes neutralization is grown into a stock, its titer is
not reduced in the presence of the selecting antibody, indicating that it is an
‘escape’ mutant. Shaded area: cellular monolayer; ‘hole’, individual viral
plaques; ‘lysis’, viral destruction of monolayer. After Gonzalez-Scarano F, Shope
RE, Calisher CH, Nathanson N. Monoclonal antibodies against the G1 and
nucleocapsid proteins of La Crosse and Tahyna viruses, in Calisher CH (ed.),
California serogroup viruses, Alan R Liss, New York, 1983, with permission.

with newly emerging variants that can escape neutral-
ization. Ponies that survive repeated episodes of illness
finally develop such a broad neutralization response that
they can suppress all potential variants, thereby modu-
lating but not clearing the smoldering infection. A simi-
lar phenomenon occurs in HIV infections (discussed in
Chapter 14).

The circumstances under which antigenic variants
are selected in vivo have been studied using LCMV
infection of mice. Ordinarily, when adult mice are
infected with LCMYV, the virus is cleared by CD8
cytolytic T lymphocytes (see Figure 10.4). However, CD8
‘knockout’ mice (CD8 /™) also clear the virus, although
less efficiently than intact animals. In these mice, clear-
ance is mediated by neutralizing antibody, illustrating
the synergistic role of the two main arms of the immune
response. However, some weeks after clearance the virus
may reappear (a phenomenon only seen in CD8 /"
mice) and the re-emergence is then due to the out-
growth of escape variants that resist neutralization
(Figure 10.8). When cloned, such variants can be shown
to have a few mutations at sites that alter their neutraliz-
ing epitopes.

Escape mutants can also be selected by the cellular
immune response. Most evidence for this phenomenon
has been derived from somewhat contrived experimental
models, but it is likely that similar mechanisms play a
role in naturally occurring persistent infections. Figure 10.9
shows an example where variants of lymphocytic chori-
omeningitis virus (LCMV) were selected under pressure
from specific antiviral CTL clones. The variants were
sequenced and shown to bear mutations in the epitope
against which the CTL clone was directed. In this example,
there are three immunodominant CTL epitopes and a
variant virus with mutations in two of these epitopes
was compared with the wildtype virus for the ability to

Neutralization index (log;o) of serum collected on the indicated day after infec