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In this ground-breaking book, John Garrick and his contributors make
a most compelling argument for a rational approach to quantifying
the risk associated with those low-probability but high-consequence
occurrences known as catastrophes. Like the case studies in Quantify-
ing and Controlling Catastrophic Risks, the publication of this book
is itself one of those rare events that is of enormous consequence for
science, technology, and society.

—Henry Petroski, PhD, Aleksandar S. Vesic
Professor of Civil Engineering, Duke University;

author of To Engineer Is Human and Success through Failure.

This is a foundational book. It brings the rigor and discipline of sci-
ence to decision making – a sorely needed ability in a world faced
with increasingly complex risks. John Garrick and his colleagues
have armed us with a quantitative framework to address cata-
strophic events that are too often ignored or wishfully dismissed. I
have little doubt that this book will become a standard resource for
all who wrestle with complex, high-impact issues.

—Thomas O. Hunter, PhD,
President and Laboratories Director,

Sandia National Laboratories

This book is a must for practitioners and students alike in the field of
quantitative risk assessment. John has elegantly laid out the method-
ology with a number of examples for evaluation of risks from com-
plex systems and events.

—Vijay K. Dhir, PhD, Dean,
Henry Samueli School of Engineering & Applied Science,

University of California, Los Angeles.

Incredible! Arguably the “father” of quantitative risk assessment for
nuclear power has now come forth with a book that extends this
powerful technique to the inevitable global decisions related to
potential catastrophes of our time. Since nuclear power remains the
only carbon free technology that offers man any real hope of impact-
ing climatic change, this is the perfect companion to his earlier work.

—Roger L. McCarthy, PhD, PE,
Chairman Emeritus, Exponent, Inc.
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Foreword

May 19, 2008
As this Foreword is being written, the front pages of the newspapers
are filled with stories of the tragedies arising from the cyclone that
struck Myanmar and the earthquakes that have ravaged China. Many
tens of thousands of lives have been lost and the impacts on those
who survived have been devastating. In light of the many destroyed
homes, schools, factories and hospitals, the consequences will persist
for years. These events raise the obvious question of whether we can
do a better job in preparing for rare and catastrophic events. This book
demonstrates that we can.

The author, B. John Garrick, is a leading practitioner of quantita-
tive risk assessment (QRA). Dr. Garrick is one of the pathfinders in
the use of probabilistic methods to understand complex systems. As
a former Chairman of the Nuclear Regulatory Commission (NRC), I
am very familiar with his work because the use of his techniques
has greatly strengthened our understanding of nuclear reactors, with
enormous benefit in enhancing nuclear safety. Indeed, the NRC is
now embarked on the application of these techniques to refine the
regulatory system in ways that enhance the focus on safety.

This book explores the application of QRA techniques more
broadly. The key lesson, as demonstrated by the examples that are
developed in the book, is that the systematic, integrated, and transpar-
ent examination of rare events can provide extraordinarily helpful
insights that should inform policy. This is not to deny that there are
inevitable limitations arising from uncertainty. But the book demon-
strates that the systematic assembly of relevant information can help
policy makers to make informed decisions about the allocation of
resources and can help the general public to have realistic understand-
ing of such events.

Perhaps the most striking example of this fact is the chapter
concerning the risk that a major hurricane might strike New Orleans,
overwhelming the dikes that protect the city. This chapter was writ-
ten before the Katrina disaster, and it provides a remarkably accurate
picture of the likelihood and consequences of the event that subse-
quently occurred. This chapter alone establishes that QRA can



provide extraordinarily helpful advance information that can and
should guide policy makers.

I anticipate that the need for such insights is growing. The cli-
mate change models indicate that extreme weather events may
become much more frequent in the future. Moreover, the threat of ter-
rorism presents the likelihood of human-induced events with extreme
consequences. I served as Chairman of the NRC in the years before
and after 9/11 and I know from first-hand experience that our deci-
sion-makers need tools that can provide a firmer foundation for socie-
tal preparation. This book opens the door to far more informed
approaches than we have had in the past.

Richard A. Meserve, President
Carnegie Institution for Science

Washington, DC

xviii Foreword



Foreword

The author of this book dares to do something that very few of us in
the risk assessment business would do. He proposes that major socie-
tal decisions involving catastrophic risks could, in fact, have a good
dose of scientific analysis. I must say that, after I understood what
the book is attempting to achieve, I felt apprehensive. On second
thought, however, apprehension was replaced by admiration.

Whenever society faces threats with potentially catastrophic
consequences, there are calls for prioritizing these threats so that
resources to prevent or mitigate them would be allocated effectively
and efficiently. A recent example is the threat of terrorism acts. Quan-
titative Risk Assessment (QRA) is the natural way to effect such pri-
oritization. Yet, it is rarely utilized. The question is why?

The most commonly encountered arguments against the use of
QRA are that it cannot be done and that the uncertainties are so large
as to make the results useless. The message from this book is not that
one can do a QRA for such major threats using ‘cookbook’ methods to
produce precise numerical values for the risks. The main message is
that there is an intellectual approach to these complex issues that
has proven its worth in the assessment of risks from complex techno-
logical systems such as nuclear power plants and space systems. It is
the scenario-based approach.

The systematic structuring of the set of scenarios (event
sequences) that may start with a given threat and lead to undesirable
consequences is an excellent first step in the understanding of that
threat and the removal of some of the fear that may come with it.
Completeness of the scenario list is always a problem, but this list
provides a good starting point for the generation of additional
scenarios.

The quantification of uncertainty is a second major theme in
this book. The use of probability distributions to ‘tell the truth’ is
what QRA is all about. The lack of (or complete absence of) strong sta-
tistical records should not be a deterrent. A probability distribution
represents what we know now about an uncertain quantity (and what
we know may be very little, in which case the distribution should
reflect this fact). I know that this statement will sound like a truism



to many readers, yet it is far from being common practice to employ
probability curves in risk assessments rather than single (‘point’)
values. For societal decisions, one would like to capture the knowl-
edge of the relevant expert technical communities when these curves
are derived. The structured elicitation of the judgments of experts is
one way of evaluating what the scientific community knows about a
particular subject.

I can imagine many readers shaking their heads and thinking
that there are too many holes in the book’s proposed approach. Com-
pleteness of the scenario list is a dream and the quantification of
uncertainties is fraught with too many problems. My experience leads
me to firmly believe that the proposed approach is intellectually
sound. It provides the framework within which all the stakeholder
concerns can be evaluated. If there are any disagreements, they can
be placed in the right context and their significance can be evaluated.

Another point that is usually misunderstood about QRA is that
its results and insights are intended to be inputs to the risk manage-
ment process. Decisions are not to be QRA-based. The decision
makers are expected to scrutinize the QRA results (especially their
completeness) and to include other considerations, such as values, in
their decisions. The alternative is to rely on ad hoc judgments and
analyses without an overall intellectual framework for their
evaluation.

Writing a book that promotes a way of thinking cannot be an
easy task. The author has wisely chosen to limit the methodological
sections to a minimum and to demonstrate the proposed approach
using several case studies. I believe he has succeeded admirably.

George E. Apostolakis
Massachusetts Institute of Technology

xx Foreword



Preface

This is a book about societal and environmental risks and how to
quantify their likelihood of occurrence. It is about increasing our
understanding of risks that could result in thousands or even millions
of human fatalities and massive environmental damage. It is about
obtaining the necessary knowledge to make good decisions on how
to mitigate or reduce such risks.

In the past several decades there has been a growing awareness
about the environment and the safety and security risks we face as a
society. This awareness is especially relevant to that class of risks that
rarely occur, but if they do, can have catastrophic consequences
regionally and possibly even globally.

The excuse that is most often given for not quantifying the risk
of rare and catastrophic events is that there is a lack of knowledge
or too little data to do so. This book challenges the ‘too little data’
view on the basis of the progress that has been made in contemporary
and ‘evidence-based’ probabilistic thinking. To be sure, there is sel-
dom enough data about future events to be absolutely certain about
when and where they will occur and what the consequences might
be. But ‘certainty’ is seldom necessary to greatly improve the chances
of making good decisions. Furthermore, while it may not be possible
to predict when such location-specific events might actually occur,
it is clearly possible to calculate, with uncertainty, their frequency
of occurrence, thus providing important insights on the ‘when’ ques-
tion. What is necessary is a process for organizing the information,
however limited it may be, in such a way to maximize what can be
inferred from it about specific catastrophic events at specific loca-
tions. The discipline of quantitative risk assessment (QRA), also
known as probabilistic risk assessment, was developed to do just that.

The motivation for QRA was rooted in the inadequacies of past
methods of risk analysis to provide answers on the frequency of rare
events about which we know very little, but events of great concern
to our welfare. For QRA to be successful, greater use had to be made
of (1) analytical concepts capable of maximizing what can be inferred
from very limited knowledge of specific events and (2) logic models of
events about which we do have knowledge to the potentially



catastrophic events of concern. For (1), this meant having a science of
making ‘uncertainty’ an inherent part of the answer. For (2), it meant
the development of logic models that could represent the course of
scenarios involving events for which there is little to no direct experi-
ence. To illustrate these concepts and go beyond the theoretical ele-
ments of QRA, this book includes four case studies of potentially
catastrophic events. Two of the case studies were carried to the point
of the risk of catastrophic human fatalities and two others were lim-
ited to precursor events. The case studies were facilitated by contribu-
tions from distinguished experts in risk assessment, computer
science, and earth science. The contributors to the case studies were
Robert F. Christie, hurricanes and asteroids, John W. Stetkar and
Max Kilger, terrorist attack of the national electrical grid, and George
M. Hornberger, abrupt climate change.

The applications of the ideas constituting the new science of
QRA have been enormously successful. Among the industries, ser-
vices, and disciplines that have greatly benefited from this new way
of thinking are nuclear, space, defense, chemical, health, and transpor-
tation. But the benefits could be much greater to society. It is the pur-
pose of this book to present additional evidence of the need to provide
our leaders with better information on the regional and global risks we
face, and to provide assurance that methods of analysis exist to greatly
enhance the likelihood of making the right decisions about possibly
saving millions of lives and perhaps even the whole of society.

B. John Garrick, PhD, PE
2008
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CHAPTER 1

Societal Risks in Need of
Understanding and Action

1.1 The Target Risks

This book is about some of the health and safety risks that Hollywood
loves to make movies about—global disasters brought about by events
such as nuclear war, disease, climate changes, tsunamis, volcanic
eruptions, asteroids, and terrorist attacks. Specifically, this book is
about how to analyze such rare and catastrophic risks to better prepare
for mitigating, controlling, or managing their consequences.

Why should we be interested in such risks? These are the risks
that often don’t get taken seriously and yet, they are the kind of
risks that could greatly compromise or even terminate life. Many
of these risks are beyond known human experience and generally
tend not to raise much action from nations and their leaders. How
can we get to the truth about risks that are rare and catastrophic
and may be even irreversible unless anticipatory actions are taken?
How can we possibly manage these risks if we don’t really know what
they are? Surely, there must be a better way than to rely on the fickle
reports of the news media on the “threat of the day.”

What is the basis for deciding what the priorities should be? Are
our government leaders, who are primarily driven to deal with issues
that coincide with election cycles, in a position to know how to lead
the nation and the world on issues that have time constants of dec-
ades, centuries, and millennia and are dependent on scientific investi-
gations and knowledge? Is the result of not understanding the risk of
catastrophes a leadership that addresses symptoms, not root causes
of problems? Is a news media that is primarily driven by the latest
sensation a reliable source of information? Where can the public go
to get the truth?



Certainly this book does not have all the answers to these ques-
tions, but it does suggest an important first step. That first step is to
begin to identify, quantify, and prioritize the rare and catastrophic
risks to society. The point of this book is that in order to make good
decisions on the management and control of catastrophic risks, you
first have to quantify those risks. But how can you quantify the risk
of something so rare as a modern day global famine; an astronomical
event leading to complete or partial extinction of life on Earth; a hun-
dred or thousand year severe storm, earthquake, or volcanic eruption;
a terrorist attack that can kill tens or hundreds of thousands of people;
or a climate change that could lead to total extinction of life on Earth?
The goal of this book is to provide a method with which to quantify
such risks to support better decision-making to sustain human life
on planet Earth.

The category of risks addressed in this book is a combination of
“existential” risks and risks believed to be rare but of catastrophic
consequences. An existential risk has been defined by Bostrom1 as “one
where an adverse outcome would either annihilate Earth-originating
intelligent life or permanently and drastically curtail its potential.”
“Catastrophic risks”will be definedhere as those risks thatmay threaten
the existence of the human species globally, but also include risks that
may have catastrophic consequences on just a local or regional basis. In
this book, we assume an event is catastrophic if it results in 10,000
fatalities or greater. Examples of existential risks are global nuclear
war, a runaway genetically engineered biological agent, a large asteroid,
an irreversible atmospheric or climate change, or a runaway incurable
disease. Catastrophic risksmight involve a terrorist attack; an extremely
severe storm; a super earthquake, tsunami, or volcanic eruption; a
plague; or an industrial accident that could threaten the health and
safety of thousands, but not necessarily result in extinction of the
species. These are the types of risks that may occur only once in
many lifetimes or even many millennia, but when they do occur the
consequences can be cataclysmic and perhaps threatening to human
existence on Earth. Risks having catastrophic consequences, either
globally or regionally are further complicated by often having the
property of irreversibility.Waiting for the occurrence of catastrophic con-
sequences throughdirect experiencemaybe too late to take risk-reducing
actions.

Much has been written about risk and how to analyze it to sup-
port good decision-making and risk management. A plethora of text-
books, studies, and assessments of risk exists, several of which are
referenced.2–9 Beginning in the 1970s, the risk sciences started to
come into their own—inspired by such issues as the safety of nuclear
power plants and requirements for environmental impact statements.

2 Quantifying and Controlling Catastrophic Risks



We now have the capability to analyze risks better than at any
other time in human history. A brief account of some of the roots
and evolution of quantitative risk assessment (QRA) is provided in
Appendix A.

One reason why we aren’t doing much risk assessment on rare
events with catastrophic consequences is the lack of quantitative risk
information in the public domain. This sets the stage for another risk,
namely complacency on the part of society about being able to control
such risks. The public does not take rare but catastrophic risks seri-
ously. Why is this? Besides the lack of good quantitative information
on such risks, there is the perception that the risks that really
threaten us are not the rare catastrophic events that may happen only
once over many lifetimes, but risks such as disease, auto accidents,
crime, airplane accidents, accidents around the home, and industrial
accidents—risks that principally determine individual life expectancy,
but not human life sustainability as a whole.

Most people are generally aware of their individual health risks.
These health risks include being undernourished, unsafe sex, high
blood pressure, tobacco use, alcohol consumption, high cholesterol,
obesity, and the use of illicit drugs. Because of the experiential data,
insurance companies for the most part already quantify these risks.
The more subtle, but rare and catastrophic risks are not so much on
people’s minds because the present population has not experienced
them. These risks have been talked about and in some cases even ana-
lyzed, but the results of the talks and analysis have not had meaningful
impact. On the other hand, there is Hollywood’s sensationalizing of
such risks for the purpose of entertainment. The result is more of a
“spoof” on such threats than any constructive dialog about their likeli-
hood or consequence. The thesis of this book is that rare catastrophic
events will most likely be the major threat to a life-sustaining planet
for the centuries to follow and that proper analyses will result in better
management of such events.

There is one sharp distinction between “individual risks” and
“existential and catastrophic risks.” That distinction is that in general
we have excellent information on most personal risks and very poor
information on the rare and catastrophic societal risks. We don’t need
to do more assessment on the risks we know. For example, in the
United States of America (U.S.A.) we know6 that up to about 40 years
old, accidents (primarily auto accidents) are the major cause of death
to humans. Somewhere between 40 and 50 years old, cancer and heart
disease take over as the greatest threat; after 60 or 70 years old, the
dominant individual risk is heart disease. These individual risks are
generally not a threat to the society as a whole. Insurance companies
best handle these types of risks. They mainly affect life expectancy,
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not the death or injury of very large numbers of people through a
single event as might be the case for a terrorist attack, a super
earthquake, a giant tsunami, or a planet-threatening asteroid.

The authors believe that current methods of analysis from the
risk sciences exist with which to quantify rare and catastrophic risks
and offer the possibility of either their mitigation or at least a reduc-
tion of the regional or global consequences. Had humans existed and
the risk sciences been applied to rare events some 65 million years
ago, we might have dinosaurs roaming our planet today. The same
could probably be noted for many other species that do not exist in
the 21st century. Thus, the real reason for focusing more on rare but
catastrophic events is to be in a better position to mitigate them or
at least to reduce their consequences so as to provide greater assurance
of continued existence of the human species. Existential and cata-
strophic risks are where the highest payoff is for the application of
contemporary quantitative risk assessment, and it is believed that
such quantitative applications can result in extraordinary benefits to
the society. “Quantification” in risk assessment is one of the central
messages of this book.

Just what are the rare and catastrophic risks that we should be
worrying about and why should we worry if they are, in fact, rare? Is
it weapons of mass destruction? Is it overpopulation? Is it pollution?
Is it lifestyle? Is it our inability to establish a world order for managing
global risks? Just how much of a threat is environmental risk and how
does it rank with other threats? How much of the risk is technologi-
cal and howmuch is “other”?What canwe do about religious radicalism
and is that our greatest threat? What about emerging threats such as the
risks associated with depleting resources, biological cloning, genetic
alteration, atmospheric quality and opacity, oxygen depletion, and the
buildup of carbon dioxide and other greenhouse gases?

What are the linkages between threats? For example, is energy
production the most common link between such threats as global
warming, alteration of the air we breathe, acid rain, resource deple-
tion, etc., or is it technology in general and our inability to globally
manage it? Or, are global risks really too deeply rooted in political
and cultural factors to find workable and timely solutions? What are
the risks we can do something about and what are the risks outside
of our control? Presently, the most advertised rare and catastrophic
risks are those associated with the environment such as global warm-
ing and the pollution or alteration of our air, water, and food chain.
But as we shall see, environmental risk is just one of many risks that
have the potential for possible catastrophic global consequences.
Technological risk is perceived by many as a serious threat, but as
pointed out by Lewis,6 the benefits of technology have provided exten-
sive compensation in terms of increased life expectancy.

4 Quantifying and Controlling Catastrophic Risks



1.2 The Quantitative Definition of Risk

What we mean by “risk” is what is described in the risk literature as
the “set of triplets” definition of risk.10 This triplet definition of risk
and the theoretical basis of quantitative risk assessment are developed
in detail in Chapter 2. The definition says that when we ask the ques-
tion “What is the risk?” we are really asking three questions.

1. What can go wrong?
2. How likely is that to happen?
3. What are the consequences if it does happen?

We answer the first question in the form of a set of scenarios
called the “risk scenarios.” The “end states” of the scenarios are the
consequences in terms of fatalities, injuries, etc., and the “likelihood”
refers to the likelihood of the scenarios individually and collectively.

The triplet definition of risk is a more general definition than
most found in the literature. For example, another definition often
quoted is probability times consequence. The problem with this def-
inition is that it loses the distinction between high likelihood-low
consequence events and low likelihood-high consequence events.
Also, this definition is often interpreted as an expected value for risk,
which is far too restrictive in terms of the need to make uncertainty
an inherent property of the calculated risk. The probability times
consequence definition is vulnerable to the separation of the probabil-
ity analysis from the consequence analysis and running the risk of
losing the connection between the details of the consequence calcula-
tion and their impact on probability. That is, many of the assump-
tions in a consequence analysis, if not all, can be represented in
probabilistic format to make the risk assessment more realistic and
truly probabilistic. The triplet definition avoids these anomalies by
characterizing the risk as the likelihood of scenarios and their atten-
dant consequences. The issue of consequence assumptions and evi-
dence become a basic part of the scenarios, thus guaranteeing that
the boundary conditions for the end state of the scenario, that is the
consequence, are an inherent property of the scenario likelihood
calculation.

Some risk analysts choose to define risk to include value judg-
ments or preferences in the form of a utility function. The position
taken in this book is to make a distinction between “risk assessment”
and “risk management.” The idea is to focus the risk assessment on
the “what can go wrong” scenarios, their consequences and likeli-
hoods, and leave it to the decision analysts and decision-makers, often
the citizenry, to apply value judgments and preferences to the results
of the quantitative risk assessment.

Societal Risks—Understanding and Action 5



1.3 The Process of Quantitative Risk Assessment

Although the scope, depth, and applications of quantitative risk
assessments vary widely, they all follow the same basic steps:

Step 1. Define the system being analyzed in terms of what consti-
tutes normal operation to serve as a baseline reference point.

Step 2. Identify and characterize the sources of danger, that is,
the hazards (e.g., stored energy, toxic substances, hazardous
materials, acts of nature, sabotage, terrorism, equipment fail-
ure, combinations of each, etc.).

Step 3. Develop “what can go wrong” scenarios to establish
levels of damage and consequences while identifying points
of vulnerability.

Step 4. Quantify the likelihoods of the different scenarios and
their attendant levels of damage based on the totality of rele-
vant evidence available.

Step 5.Assemble the scenarios according to damage levels, and cast
the results into the appropriate risk curves and risk priorities.

Step 6. Interpret the results to guide the riskmanagement process.

These steps provide the answers to the three fundamental ques-
tions of the triplet definition of risk.

Consider the simple example of wanting to know the risk of tak-
ing a hike in the well known primitive area of Idaho. Following the
above six-step process we must first define what we are dealing with
and what constitutes a normal or successful hike. We must under-
stand what has to happen for the hike to be successful, which is
Step 1. We call this the “success scenario” which now provides a ref-
erence for departures from success. Step 2 is to identify the sources of
danger, that is, the hazards that might be encountered during the hike.
Step 3 is to invoke the first question of the triplet, “what can go
wrong.” Asking this question conjures up all kinds of possibilities,
such as being attacked by a wild animal, for example a bear, encoun-
tering an unexpected severe storm, being attacked by bandits, experi-
encing an earthquake or a forest fire, being crushed by a landslide,
having a bad accident, a hiker going berserk, etc. The idea is to
develop as complete a set as reasonable of the most important threat
scenarios. The end point of the scenarios is the consequences we
possibly face.

Step 4 is to quantify the levels of damage (consequence) resulting
from each scenario. In the spirit of the risks targeted in this book, we
are mainly interested in catastrophic events such as serious injuries,
fatalities, or the loss of a hiker or of the entire hiking team. We evalu-
ate the consequences of the scenarios and screen out the ones that do

6 Quantifying and Controlling Catastrophic Risks



not meet our criteria of a catastrophe. During Step 4 we consider what-
ever evidence we can find bearing on the likelihood of each scenario.
Evidence can be in the form of experience with similar hikes, the
degree of difficulty of the hike, the experience and behavior of the
members of the hiking team, and the susceptibility of the region to nat-
ural events, such as floods, storms, earthquakes, and fires. Based on the
evidence, we assign a probability to each scenario. We now have a
structured set of scenarios, their likelihoods, and consequences.

For our simple example, the structured set of scenarios may be
small enough that we need not mathematically assemble the scenarios
in order tomake our decision and can skip Step 5 and proceed directly to
Step 6.Of course, the decision does not have to be a “go” or “no go” deci-
sion. In fact, in many cases the decision is to get more information and
reassess the risk. An example of that is given later. Now if the system is
more complicated involving hundreds or thousands of scenarios as we
shall see in the case studies to follow, it is necessary to implement Step
5 to facilitate the decision making process.

As we shall see in the case studies of Chapters 3 through 6, there
are many intermediate steps in the six-step process when assessing
catastrophic risks. But the principles are fundamental and very much
rooted in the framework of the triplet. The table below identifies
Steps 1 and 2 of the six-step process of quantitative risk assessment
demonstrated in Chapters 3 and 4.

Chapter 3 Chapter 4

Step Hurricanes Asteroids

1—System City of
New
Orleans, LA

Contiguous
48 states of
U.S.

City of New
Orleans, LA

2—Hazard Major
hurricanes

Asteroids
with high
impact
energy

Asteroids
with high
impact
energy

The table below identifies the first two steps of the risk assess-
ment scoping analyses for case studies 3 and 4 (Chapters 5 and 6).

Chapter 5 Chapter 6

Step Terrorism Abrupt climate change

1—System U.S. metropolitan
region

North Atlantic states

Societal Risks—Understanding and Action 7



2—Hazard Terrorist attacks that
cause loss of
metropolitan region
electrical grid for more
than 24 h

Loss of the
thermohaline
circulation in the
North Atlantic due to
global warming

1.4 The Meaning of Quantification

If there were but one concept that we would like to communicate and
clarify in this book, it is what wemean by being quantitative as in quan-
titative risk assessment. Webster’sNewCollegiate Dictionary offers one
definition of quantitative as . . . involving themeasurement of quantity or
amount. The key word ismeasurement.Measurement is a good place to
start as it is in tunewith the basic notion of the scientificmethod—reduc-
ing observations tomeasurements.WilliamThomson, 1st Baron, usually
known as Lord Kelvin, a 19th century British physicist, said it best.11

“I often say that when you can measure what you are speaking
about, and express it in numbers, you know something about it; but
when you cannot measure it, when you cannot express it in numbers,
your knowledge is of a meager and unsatisfactory kind; it may be the
beginning of knowledge, but you have scarcely, in your thoughts,
advanced to the stage of science, whatever the matter may be.”

Clearly, it is a scientific interpretation that the authors wish to
give to the concept of quantification. But what we mean by quantifi-
cation is still a bit of a mystery as it depends on what we mean by
measurement. Generally, what is meant is a figure, or a number that
indicates the amount of something. So, when we speak about the
quantitative risk assessment of something, we are implying a process
that results in a measure or an indication of the amount of risk asso-
ciated with that something. This interpretation provides visions of
real numbers that indicate levels of risk such as the likelihood of
different consequences, that is, different outcomes of postulated
risks. Postulated risks could be whatever we have fears of: flying in
airplanes, automobile accidents, fires, earthquakes, radiation, climate
changes, nuclear war, disease, severe storms, industrial accidents,
terrorist attacks, Democrats, Republicans, or whatever.

One common perception of quantification is that you have to
have statistical quality numbers about the frequency of risk scenarios
in order to be quantitative. That is, you have to have a whole bunch of
experience with the risk before you can quantify it. The authors of
this book take exception to this common perception. We offer a differ-
ent dimension to the meaning of quantification and this is another
key message of this book. This different dimension is to embrace
uncertainty in the risk measure. This frees one of the needs for so-
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called statistical quality data in order to make informed decisions. By
doing this, the option exists to consider the evidence available as far
as it can take you (but no farther); that is, tell the truth about the risk
being considered based on the totality of available evidence.
Of course, the more limited the data the greater the burden on the
analyst to accurately model the risk. That modeling basically involves
mapping from the events about which data does exist to the risk
events of interest. So, quantification in this context is a measurement
in a form that tells the truth about the accuracy of the measurement.
Quantification then, is our full state of knowledge about that
measurement, including the uncertainty.

Quantification represents the truth about a measurement based
on the totality of available evidence. This view of quantification intro-
duces different meanings to such descriptors as precision. The word
precision conjures up such mind images as knowing a number out to
so many decimal places. Precision in the context of quantification of
a measurement involving uncertainty is not necessarily a precise num-
ber to so many decimal places. Precision in this case has to do with
how well we have represented the truth about our knowledge of the
measurement—how well we have quantified the number in terms of
its uncertainty. Casting the number in a manner that expresses our
state of knowledge about the number, that is the evidence supporting
the number, enables us to make decisions based on the totality of avail-
able experience, not upon arbitrary and often opaque assumptions.

It should be noted that presenting riskmeasures in a form that com-
municates the uncertainty about them does not mean that when this is
done it is because the risks being assessed are uncertainwhile other risks
are not uncertain. The truth is that for themost part,we are always facing
risks with uncertainty—it is just that we are generally not informed
about the amount of uncertainty. We tend to be creatures of a binary
world: yes, no; 1, 0; on, off; acceptable, not acceptable; go, no-go; safe,
unsafe; etc., and do not respond well to the more frequent reality of
“maybe” or “it’s a possibility.” That is, we live in aworld of uncertainty;
we just have a tendency to ignore it in many cases. Society is in trouble
when the uncertainties are great and they are still ignored.

We are getting better at representing uncertainty. For example, we
now require publication of the side effects of the medicines we use.
In doing so, we are at least admitting uncertainty even though we have
not advanced to the stage of quantifying it. Weather reports are now
given on the basis of the “chance” of different types of weather. Clearly,
these are steps towards embracing uncertainty, albeit small steps.

Adopting the definition of quantification as including uncer-
tainty allows risks to be quantified where little or no direct experience
exists, but there is evidence that such risks could come about. The
key point is the quantification of what are called states of knowledge.
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The state of knowledge about the risk of an event may be incomplete,
but if properly presented, quantification of our state of knowledge can
be extremely valuable in making decisions on how to mitigate the
event. Just because we don’t know the risk to several decimal places
doesn’t mean we are helpless, especially if we are able to put what we
do know in its proper context. Quantification in this sense takes the
form of measurements that clearly communicate their uncertainties—
measurements that communicate what we do and don’t know—mea-
surements that tell the truth about what we know and how well we
know it. So, when reference is made to quantification, what the authors
mean is that we must present our numbers in a form that expresses
uncertainty in the measurements and how the numbers and their
uncertainties are connected to the supporting evidence.

As we build the case for what is meant by being quantitative,
we have introduced another very important term, namely the term
evidence. We choose the term evidence over such terms as “data” or
“information” because of its broader implication. Too often terms like
data are associated with statistics on failure rates and event frequen-
cies—much too narrow of an interpretation for purposes of doing risk
assessments. To be sure, such data is important and if it exists, it is
very much a part of the supporting evidence for a risk assessment.
The term information has a broader meaning, but doesn’t quite have
the punch of the term “evidence.” Evidence carries with it a much
broader meaning, including observations, intelligence, general experi-
ence, special investigations, and expert judgment. Of course, there is
the need to invoke the scientific method for processing the evidence;
that is, there must be a transparent process of reducing the evidence
to measurements that can be used to make numerical calculations.
The science of uncertainty allows this to be done.

Adopting the authors’ meaning of quantification implies that we
are no longer bound to knowing only those risks on which we have
direct experience such as automobile accidents and flying in airplanes.
We are now able to venture into the assessment of risks where we
have either meager experience or no experience at all such as cata-
strophic terrorist attacks and global disease. We are able to infer from
the evidence we already possess what can be concluded about the
likelihood of events on which we may not have any direct experience.

The issue of quantification centers on calculating or presenting
measurements that communicate what we know and what we don’t
know about the chosen risk measure. The triplet definition of risk
says that what we measure are scenarios, likelihoods, and conse-
quences. In particular, we calculate the likelihood of the different sce-
narios and their consequences. Likelihood becomes the parameter of
the model. Following the thought process noted earlier, likelihood
has to be defined in such a way that it accounts not only for what
we do know about a particular scenario, but what we don’t know
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as well. That is, when we are faced with uncertainty and we want to be
quantitative, our measure of risk must reflect that uncertainty.
Our risk measure, the likelihood function, must have a form that
clearly communicates confidence and uncertainty in the results. Practi-
tioners of quantitative risk assessment usually represent the likelihood
of an event by one of three ways: (1) as a frequency, (2) as a probability,
or (3) as a combination of the two, that is, as a probability of frequency.
The meanings and distinctions of these interpretations of likelihood are
covered in Section 2.3 of Chapter 2. The interpretation adopted here is
the “probability of frequency” concept for capturing and quantifying
the state of knowledge about a hypothesis. It is “evidence based” and
embodies the first two interpretations as well. In particular, we use
“frequency” to represent something that is measured and “probability”
to communicate our uncertainty in that measurement.

If there could be but one word that best describes risk, it is “prob-
ability.” What some call the “subjectivist” view of probability is best
expressed by the physicist E. T. Jaynes:12 “A probability assignment is
‘subjective’ in the sense that it describes a state of knowledge rather
than any property of the ‘real’ world, but is ‘objective’ in the sense
that it is independent of the personality of the user; two beings faced
with the same background of knowledge must assign the same
probabilities.” The central idea of Jaynes is to bypass opinions and
seek out the underlying evidence for the opinions. This distinction
in evidence helps the analysis become more objective.

Jaynes’ statement is correct, but we go a step further. We define
“probability” as synonymous with “credibility.” We can thus speak,
and think, in terms of the “credibility” of a hypothesis based on all
the evidence available. “Credibility” and thus our interpretation of
probability is a positive number ranging from zero to one, and it obeys
Bayes theorem (Chapter 2). As discussed in Chapter 2, Bayes theorem
is the fundamental law governing what can be inferred from new
information about the likelihood of a hypothesis or event. It tells us
how the credibility of a hypothesis changes when new evidence
occurs.

To illustrate Bayes theorem, suppose in our earlier hiking exam-
ple the scenario of greatest concern was the risk of being attacked by a
bear and that the decision to take the hike hinges on a better under-
standing of the risk of such an attack. In particular, the decision is
to get more information on the risk of a bear attack before making
the decision to go on the hike. The information desired is more spe-
cific data on humans encountering bears in the region of the planned
hike. The prior analysis was based on forest ranger information indi-
cating that in general there is a 50% probability of encountering a bear
in the region of the desired hike. In Bayesian language, this is called
the prior probability (prior to obtaining more information). The hikers
know that the frequency of bear encounters depends on details that
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may not be evident at the level of the 50% information. Such details
as the time of the hike, the route chosen, weather conditions, and
the food supply all have an impact on (1) the likelihood of encounter-
ing a bear and (2) the temperament of the bear. The hiking planner
goes to the forest ranger to obtain more detailed information on some
of the above factors. Among the important pieces of new information
is that the bears are still likely to be in hibernation at the time of
the planned hike. The hikers update their estimate based on the new
evidence. This updating is exactly what Bayes theorem does. The
result of the new evidence about hibernation practices in the region
of the hike as well as other factors considered is a reduction of a bear
encounter by a factor of 10. Thus, updating our risk assessment indi-
cates only a 5% chance of encountering a bear and the hikers decide
to proceed with their plans.

1.5 Form of the Results of a Quantitative Risk Assessment

Risk can be thought of as a structured set of scenarios, their likelihoods
and consequences. This structured set is generally depicted as an event
tree or a number of event trees. Event trees as a risk assessment tool are
discussed in Chapter 2 and applied in the case studies of Chapters 3–5.
If the number of scenarios is small as in the case of the hiking example
given earlier, then knowing their consequences and likelihoods may be
all that is necessary to characterize the risk of the events being ana-
lyzed for decision-making. On the other hand, if the number of scenar-
ios is large, it becomes clumsy to interpret the total risk at which point
it is necessary to assemble the scenarios in an orderly fashion to convey
the risk and the attendant uncertainty. How this is done analytically is
covered in Chapter 2 and applied in the case studies.

Two types of presentation are popular for communicating risk—
probability densities and cumulative probability distributions. The first
type is usually used whenwanting to present the risk of a specific conse-
quence from a particular event, such as the risk of 10,000 fatalities from
a hurricane at a particular location. That is, each consequence has its
own “probability of frequency curve.”

The second type of presentation treats consequence as a variable,
thus presenting frequency as a function of consequence and probability
of frequency as a family of curves, each with its own probability. These
curves are known as “frequency of exceedance curves” or complemen-
tary cumulative distribution functions. Such curves can be developed
for different types of consequence such as injuries, fatalities, and prop-
erty damage. The technical basis of these types of presentations is
discussed in Chapter 2.

As an illustration of an event tree and the two types of risk
curves, we fast-forward to Chapters 3–5 and review selected results
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that are developed and discussed on the risk of hurricanes, asteroids,
and terrorism. We start with Figure 1.1 (Figure 4.2 from Chapter 4),
which conceptualizes the logic in the model for analyzing the fatality
risk of asteroids impacting the contiguous 48 states of the U.S.

In the case of a large asteroid impacting the land area of the 48 con-
tiguous states of the U.S., we wish to know the frequency per year of
impact of any asteroid hitting the 48 states, what type of population den-
sity exists at the impact site, what is the land area of the blast, the fatality
fraction of the impacted population, and what are the resultant fatalities
per year. Each fatality probability density function shown at the end of
each sequence in Figure 1.1 may be the result of convoluting hundreds
or thousands of individual probability density functions. The event tree
depicts the logic of the asteroid riskassessment for land impact and allows
for quantification of the fatalities per year,while accounting for theuncer-
tainties involved. InChapter 4, event trees also exist for asteroid impact in
the Atlantic Ocean, the Gulf of Mexico, and the Pacific Ocean.

To illustrate how probability density functions are used to pre-
sent risk information, we go to Figure 1.2 (Figure 5.11 from Chapter 5).

In Figure 1.2, probability density functions are used to display
the risk of different damage states of the electrical grid system as a
result of a terrorist attack. The damage states vary from local network
damage to long-term damage to the regional grid.

Finally, to illustrate the complementary cumulative distribution
function we present Figure 1.3 (Figure 3.2 from Chapter 3).
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FIGURE 1.1. Asteroid scenarios for land impact.
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Figure 1.3 represents the risk of fatalities at NewOrleans, LA, from
hurricanes. These curves not only display the risk of different fatality
consequences, but the uncertainty as a function of the number of fatal-
ities. A quick inspection of the figure indicates that we can expect on
average a 10,000-fatality hurricane event once every 130 years or so.
But the curve tells us more than that about the 10,000-fatality event.
It tells us how sure we are of our answer. In particular, we are 90% con-
fident that the frequency of this event ranges from approximately one
every 60 years to approximately one every 620 years. It is themean value
that is every 130 years.

In the material to follow, Chapters 3 (hurricanes) and 4 (aster-
oids) are case studies of two reasonably completed quantitative risk
assessments involving events having the potential for catastrophic
fatalities. Chapters 5 (terrorist attack) and 6 (abrupt climate change)
are case studies of risk assessments that have not been developed to
the point of quantifying the risk of catastrophic consequences. They
have been developed to the point of quantifying the risk of events that
may be “precursor events” to catastrophic consequences.

A number of factors were considered in choosing these four case
studies. One factor was the state and accessibility of information on
risks that are the target of this book. Another factor was the amount
of risk assessment work that had been performed to accommodate
the timeliness of getting quantitative risk assessment results. The
authors were also interested in being sensitive to risks that might be
of greatest interest to the public such as hurricanes as emphasized
by Katrina, climate change because of global warming, and a terrorist
attack because of 9/11/2001. The asteroid event was chosen for a vari-
ety of reasons including the fact that a considerable amount of risk-
related work had already been performed, the fact that it is one of
the few events that has the potential for the extinction of life, and
the fact that asteroid risk is of growing concern to the public.

Chapter 7 presents numerous examples of risks targeted by this
book as in need of greater understanding and action. Chapter 8 inter-
prets and compares selected results and addresses the question of
what it all means and how it fits in the grand scheme of the vision
of the authors. Appendix A provides a historical perspective of quanti-
tative risk assessment, including a comprehensive example and
Appendices B and C provide the supporting evidence for the quantifi-
cation steps in the case studies of Chapters 3 and 4.

The chapter immediately to follow, Chapter 2, presents the
underlying methodology of quantitative risk assessment. For the
reader who is not interested in the details of how to quantify risks,
but only interested in the types of results that can be obtained by such
methods, there is the choice of going directly to the case studies
beginning with Chapter 3.
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CHAPTER 2

Analytical Foundations
of Quantitative Risk
Assessment

One of the greatest challenges facing anyone attempting to discuss the
analytical basis of quantitative risk assessment is using a language
that is reasonably consistent within the risk science community and
at the same time is understandable.a Consistency is the real problem.
It is too easy to pick up two papers or two books on risk assessment
and find the unsettling situation of both using the same words but
with different meanings, or different words with the same meaning.
This dilemma has been discussed elsewhere1 and is only mentioned
here as a reason for making a special effort to put forth clear defini-
tions for such key terms as “risk,” “scenario,” “frequency,” “like-
lihood,” and “probability.”

The elements of quantitative risk assessment as described in this
Chapter are (1) a definition of risk that can serve as a general frame-
work for what we mean by risk and can be applied to any type of risk,
(2) a scenario approach that clearly links initial (initiating events (IEs)
or initial conditions (ICs)) and final states (consequences) with well
defined intervening events and processes, (3) the representation of
uncertainty by a probability distribution (the probability of frequency
concept), (4) a definition of probability that measures the credibility of
a hypothesis based on the supporting evidence, and (5) the information
processing according to Bayes theorem, the fundamental principle
governing inferential reasoning.

a Appendix A to this book provides a brief account of the historical development
of contemporary quantitative risk assessment.



2.1 Quantitative Definition of Risk

In order to properly support the process of decision-making in the face
of large uncertainties, it is highly desirable, as well as highly illumi-
nating, to quantify the risks associated with each of the decision
options. For this purpose it is essential to define the concept of “risk”
in such a way that it can be rigorously quantified. This purpose has
led us to what is called the “set of triplets” definition of risk, which
has its roots in the Refs. 2 and 3. That definition is,

R ¼ fhSi;Li;Xiigc;
where R denotes the risk attendant to the system or activity of inter-
est. On the right, Si denotes the ith risk scenario (a description of
something that can go wrong), Li denotes the likelihood of that sce-
nario happening, and Xi denotes the consequences of that scenario if
it does happen. The angle brackets h i enclose the risk triplets, the
curly brackets { } are MathSpeak for “the set of,” and the subscript c
denotes “complete,” meaning that all, or at least all of the important
scenarios, must be included in the set. The body of methods used to
identify the scenarios (Si) constitutes what we call the “Theory of Sce-
nario Structuring.”4 Quantifying the Li and the Xi is done, from the
available evidence, using Bayes theorem, as we will illustrate later.

In accordance with this “set of triplets” definition of risk, the actual
quantification of risk consists of answering the following three questions:

1. What can go wrong? (Si)
2. How likely is that to happen? (Li)
3. What are the consequences if it does happen? (Xi)

The first question is answered by describing a structured,
organized, and complete set of possible risk scenarios. As above, we
denote these scenarios by Si. The second question requires us to calcu-
late the “likelihoods,” Li, of each of the scenarios, Si. Each such like-
lihood, Li, is expressed either as a “frequency,” a “probability,” or a
“probability of frequency” curve (more about this later).

The third question is answered by describing the “damage
states” or “end states” (denoted Xi) resulting from these risk scenar-
ios. These damage states are also, in general, uncertain. Therefore
these uncertainties must also be quantified, as part of the QRA pro-
cess. Indeed, it is part of the QRA philosophy to quantify all the
uncertainties in all the parameters of the risk assessment.

Some authors have added other questions to the above definition
such as “What are the uncertainties?” and “What corrective actions
should be taken?” As already discussed and will be detailed later,
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the uncertainty question is embedded in the interpretation of “like-
lihood.” The question about corrective actions is interpreted here as
a matter of decision analysis and risk management, but not risk
assessment per se. Therefore it is not considered a fundamental prop-
erty of the definition of risk. Risk assessment does become involved
to determine the impact of the corrective actions on the “new risk”
of the affected systems.

2.2 The Scenario Approach to Quantitative Risk Assessment

We now describe the scenario approach to QRA. To do this we intro-
duce the term “scenario structuring” to describe the process of identi-
fying, categorizing, and portraying the risk scenarios Si. Convenient
categories, for example, are scenarios that originate as failures within
a system such as equipment failures in an engineered facility, scenar-
ios that originate as a result of natural threats external to a system
such as earthquakes, and “terrorism scenarios” resulting from deliber-
ate terrorist attacks or sabotage.

The first step in the process of structuring scenarios is to develop
an event sequence diagram describing “the success” or “as planned,”
scenario (S0). This scenario, after going through N events, leads to
the successful, or “as planned” end-state, denoted ES0. It describes
the normal operating procedures for the system in the absence of
any undesired initiating events (IEs). In other words, the success
scenario describes the functioning of the system when it is working
“as planned.” It usually, but not necessarily, has a linear structure
of N events as depicted in Figure 2.1.

Given the Figure 2.1 portrayal of the success scenario S0, the
possible failure scenarios can now be depicted as departures from S0.
For example, in Figure 2.2 a failure scenario is shown budding off
the S0 at node i into various end states (ES) or damage states.

A risk assessment asks, “What can go wrong?” with each part of
the S0 diagram, especially those parts considered most vulnerable to
the risk being considered. The answers to this question are termed
“the IEs” because they initiate the risk scenarios (Si).

Given then that an IE has occurred at node i, as shown in
Figure 2.2, a new event tree then emerges as shown. Each path
through this tree represents a risk scenario and ends up at an end state
(ESi), as a result of the initiating event (IEi).

j + 1i21 ES
�

j

FIGURE 2.1. Diagram of a success scenario.
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The “what can go wrong” question has to be specialized to the
nature of the IE. For example, for a sabotage or terrorism IE the ques-
tion has to be given a different spin. Here the question becomes “How
can the terrorist make something go wrong that will achieve his
desired outcome?” The tasks of identifying such “IEs” and assessing
their likelihoods are the major steps in applying QRA techniques
to terrorism risk. The matter of using event trees and other logic
diagrams to aid in the quantification of IEs and scenarios is covered
in Section 2.4.3.

2.3 Interpretation of Probability and Likelihood

To quantify the likelihood of risk scenarios, it is first necessary
to define the concept of likelihood in such a way that it can be
quantified. So far, we have purposely used the term “likelihood” as a
general, intuitive expression in the triplet definition of risk. Now we
describe four explicit and quantitative interpretations of likelihood.
These are “frequency,” “probability,” “credibility,” and “probability
of frequency.” Two of the four, probability and credibility, in our
usage are synonymous.

l Frequency: If the scenario is recurrent, that is, if it happens
repeatedly, then the question “How frequently?” can be asked,
and the answer can be expressed in occurrences per day, per
year, per trial, per demand, etc.

l Probability and credibility: If the scenario is not recurrent
(i.e., if it happens either once or not at all), then its likelihood
can be quantified in terms of “probability.” “Probability,” in
our usage, is synonymous with “credibility.” Credibility is a
scale that we humans have invented to quantitatively measure
“degree of believability” of a hypothesis, in the same way that
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FIGURE 2.2. A “what can go wrong” event tree emerging from the success
scenario.
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we invented scales to measure distance, weight, temperature,
etc. Thus, in our usage, “probability” is the degree of credibil-
ity of the hypothesis in question, based on the totality of rele-
vant evidence available.

l Probability of frequency: If the scenario is recurrent (like a
“hurricane” for example) and therefore has a frequency, but
the numerical value of that frequency is not fully known, and
if there is some evidence relevant to that numerical value,
then Bayes theorem (as the fundamental principle governing
the process of making inference from evidence) can be used
to develop a probability curve over a frequency axis. This
“probability of frequency” interpretation of “likelihood” is
often the most informative, and thus is the preferred way of
capturing/quantifying the state of knowledge about the likeli-
hood of a specific scenario.

Having defined our meaning of “probability,” it is of interest to
note that it emerges also from what some call the “subjectivist” view
of probability as best expressed by the physicist E.T. Jaynes:5

A probability assignment is ‘subjective’ in the sense that it
describes a state of knowledge rather than any property of
the ‘real’ world, but is ‘objective’ in the sense that it is
independent of the personality of the user. Two rational
beings faced with the same total background of knowledge
must assign the same probabilities.

The central idea of Jaynes is to bypass opinions and seek out the
underlying evidence for the opinions, which thereby become more
“objective” and less subjective.

We agree wholeheartedly with Jaynes’ statement and, in our
usage, go yet a step further. We define “probability” as synonymous
with “credibility.” We can thus speak, and think, in terms of the
“credibility” of a hypothesis based on all the evidence available. This
“credibility” interpretation of probability is thus a positive number
ranging from zero to one, and it obeys Bayes theorem. Thus, if we write
p(H|E) to denote the credibility of hypothesisH, given evidence E, then

pðHjEÞ ¼ pðHÞ pðEjHÞ
pðEÞ (2.1)

which is Bayes theorem (derived in the next section), and which tells
us how the credibility of hypothesis H changes when new evidence E,
occurs. It does that without overt reference to a “user” or “sentient
being”—it is completely objective as it is only evidence based, not
opinion or personality based.
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The debate between the so-called subjectivists, or Bayesians, and
the frequentists, or classical statisticians, is legendary and has been
going on for over 200 years. This debate has been the subject of text-
books and scientific articles on probability since the time of LaPlace
and Bayes, a few of which are referenced.6–8

2.4 Quantification of the Scenarios

2.4.1 Bayes Theorem

As we have indicated, a central feature of “quantitative” risk assess-
ment is making uncertainty an inherent part of the analysis. Uncer-
tainty exists, to varying degrees, in all the parameters that are used
to describe or measure risk. Of course there are other sources of un-
certainty than parameter uncertainty such as the uncertainty that a
particular phenomenon is being correctly modeled, that is, modeling
uncertainty. A common approach to assessing modeling uncertainty
is to apply different models to the same calculation in an attempt to
expose modeling variability. Adjustments are made to the model to
increase confidence in the results. The lack of confidence resulting
from such an analysis can be a basis for assigning a modeling uncer-
tainty component to parameter uncertainty for an improved character-
ization of the total uncertainty of the analysis.

In QRA, parameter uncertainties are quantified in the form of
probability curves against the possible values of these parameters.
This leads to the next question: How are these probability curves
obtained? The answer is that they are inferred from all the available
evidence, using the fundamental mathematical principle of logical
inference, known as “Bayes theorem.” This theorem has a long and
bitterly controversial history, but in recent years has become widely
understood and accepted, a view strongly supported by the authors
of this book. For example, it has been characterized by Bernstein,9 as:

“a striking advance in statistics by demonstrating how to
make better informed decisions bymathematically blending
new information into old information.”

Simply put, Bayes theorem is the fundamental logic principle
governing the process of inferential reasoning. Specifically, the theo-
rem answers the question: “How does the probability p(H), of a given
hypothesis H, change when we obtain a new piece of evidence E?”

The answer is very simply derived as follows: Let p(H|E) denote
the new probability of H, given that we now have the evidence
E. Also, let p(H∧E) denote the probability that both H and E are true.
Then,
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pðH^EÞ ¼ pðEÞpðHjEÞ (2.2)

This equation simply says that the probability of both H and E being
true is equal to the probability that E is true times the probability that
H is true, given the evidence E.

In the same way,

pðH^EÞ ¼ pðHÞpðEjHÞ (2.3)

Now note that the left hand sides of Equations (2.2) and (2.3) are the
same. Therefore the two right hand sides must also be equal. Thus

pðEÞpðHjEÞ ¼ pðHÞpðEjHÞ (2.4)

and dividing Equation (2.4) by p(E), we obtain

pðHjEÞ ¼ pðHÞ pðEjHÞ
pðEÞ (2.5)

This equation is Bayes theorem. It tells us how the probability (or, as
we can also call it, the “credibility”) of a hypothesis, H, changes when
we learn a new piece of evidence, E.

An Example of Bayes Theorem in Action

As an example, suppose the hypothesis H stands for “terrorists prepar-
ing a bombing attack on the local high school.” Suppose E stands for
the evidence of terrorists buying explosives. Now, if the terrorists
were preparing such an attack, H, then the likelihood that they would
be acquiring explosives, E, goes up. Thus p(E|H) is larger than p(E) and
from Equation (2.5), p(H|E) would be larger than p(H). Thus we see
Equation (2.5) reflecting the common sense reasoning that if the ter-
rorists are acquiring explosives, it probably means that they are
planning to use them. (However, see footnotes.b,c)

b Of course, any poker player would point out that it might be that the buying of
explosives is a feint, a move to distract our attention while they really get ready to poi-
son the water supply. Thus, we must act to protect ourselves against both the explosives
and the poison. So goes the poker game of life.

c Because of the widespread confusion resulting from the many different defini-
tions in use of the word “probability,” we hereby, in this footnote, inform the reader
that in the present document we use the word “probability” in the sense of “credibil-
ity,” as in “the degree of credibility of a hypothesis based on all the relevant information
available.”
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The Use of Bayes Theorem for Surveillance

In this age of terrorism, Bayes theorem can be programmed into “sur-
veillance computers” in such a way that when items of relevant evi-
dence become noted, the computers will call attention to the fact
that a terrorist action may be under preparation. The concept is illu-
strated in Figure 2.3. Given this forewarning, appropriate defensive
action can be taken.

It should be noted in this connection that the “computers” men-
tioned above are not necessarily electronic machines. It could be a
human being surveying the incoming evidence. Human brains also
operate according to Bayes theorem, but they are not as fast or as reli-
able. It is best to combine the strengths of both. Thus, the computers,
armedwith Bayes theorem, help humans to “connect the dots” between
different sources of information, and then to take corrective actions.

2.4.2 Initial Conditions and Initiating Events

Before the risk scenarios themselves can be quantified, the IEs or the
initial conditions (ICs) of the risk scenarios must be identified and
quantified.d The relationships between the initial states (IEs and
ICs), the system being impacted, and the vulnerability of the system
are illustrated in Figure 2.4.

That is, a QRA basically involves three analytical processes: (1) a
system analysis that defines the system in terms of what constitutes
success, (2) an IE and IC assessment that quantifies the threats to
the system, and (3) a vulnerability assessment that quantifies the
resulting risk scenarios and different damage states.
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d Both IE and IC terminology are used, since for some systems such as the risk of
a nuclear waste repository the issue is not so much an initiating event as it is a set of
initial conditions such as annual rainfall.
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A QRA-based IE or IC assessment involves the following:

1. Identify IE or IC categories that could trigger catastrophic
consequences. This is a case of being able to identify the
events that could disrupt an otherwise successfully operating
system, be it a natural system, an engineered system, or a sys-
tem that could be the target of such an event as a terrorist
attack. The principal information needed for identifying such
events is an understanding of how the system of interest
works and its points of vulnerability to disruptions that could
lead to catastrophic consequences. Criteria are necessary for
screening out those ICs or IEs that would most likely not lead
to catastrophic consequences.

2. Develop the supporting evidence for the selected IEs and ICs.
For the case of technological system risk, the evidence takes
the form of experience with similar systems in terms of system
and equipment failure rates; construction, manufacturing, and
maintenance practices; personnel training; success histories;
and design basis. Location of the facility is also an important
part of the evidence for determining IEs because of such
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external threats as extreme weather conditions, earthquakes,
and external fires. For the case of terrorism risk, the evidence
will be in the form of intelligence information, analysis of past
terrorist attacks, and the accessibility and vulnerability of tar-
gets. For the case of natural system risk, such as a geological
repository for nuclear waste, the evidence could take the form
of changing climate conditions and the vulnerability of the site
to such natural threats as volcanoes, earthquakes, and human
intrusion.

3. Quantify the ICs and IEs using deductive logic in the form of
a master logic diagram. Having identified the IE and IC cate-
gories appropriate to the system being analyzed and having
assembled the necessary relevant evidence, including expert
elicitation if necessary, a basis exists to quantify the IEs or
ICs using such analytical tools as a master logic diagram,
whose properties are well established in the field of fault tree
analysis.

A deductive logic model, that is, a fault tree or master logic dia-
gram, is developed for each IE of the screened set. The structure of the
logic model is to deduce from the “top events” that is, the selected set
of hypothetical IEs or ICs the intervening events down to the point of
“basic events.” A “basic event” can be thought of as the initial input
point for a deductive logic model of the failure paths of a system. For
the case of accident risk, a basic event might be fundamental informa-
tion on the behavior of structures, components, and equipment. For
the case of a natural system such as a nuclear waste disposal site, a
basic event could be a change in the ICs having to do with climate
brought about by greenhouse gases. For the case of terrorism risk,
the basic event relates to the intentions of the terrorist, that is, the
decision to launch an attack. The intervening events of the master
logic diagram for terrorism risk are representations of the planning,
training, logistics, resources, activities, and capabilities of the terror-
ists. The intervening events of the master logic diagram for accident
risk are the processes and activities that lead to the failure of struc-
tures, components, and equipment. The intervening events of the
ICs for a nuclear waste disposal site could be factors that influence cli-
mate conditions.

2.4.3 The Event Tree Structure

The actual quantification of the risk scenarios is done with the aid of
event trees like that in Figure 2.5. An event tree is a diagram that
traces the response of a system to an IE, such as a terrorist attack,
to different possible end points or outcomes (consequences). A single
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path through the event tree is a “scenario” or an “event sequence.”
The terms are sometimes used interchangeably. The event tree dis-
plays the systems, equipment, human actions, procedures, processes,
etc., that can impact the consequences of an IE depending on the
success or failure of intervening actions. In Figure 2.5, boxes with
the letters A, B, C, and D represent these intervening actions. The
general convention is that if the defensive action is successful, the
scenario is mitigated. If the action is unsuccessful, then the effect
of the IE continues as a downward line from the branch point as
shown in Figure 2.5. For accident risk, an example of a mitigating
system might be a source of emergency power. For terrorism risk,
an action that could mitigate the hijacking of a commercial airliner
to use it as a weapon to crash into a football stadium would be
a remote takeover of the airplane by ground control. For a natural
system, a mitigating feature might be an engineered barrier.

Each branch point in the event tree has a probability asso-
ciated with it. It should be noted that the diagram shown in Fig-
ure 2.5 shows only two branches (e.g., success or failure).
However, an event tree can have multiple branches to account for
different degrees of degradation of a system. These branch points
have associated “split fractions” that must be quantified based on
the available evidence. The process involves writing an equation
for each scenario (event sequence) of interest. For example, the path
through the event tree that has been highlighted in Figure 2.5 could
be a scenario that we wish to quantify. The first step is to write a
Boolean equation, an algebraic expression, for the highlighted path.
If we denote the scenario by the letter S, we have the following
equation,

S ¼ IA�BC �D;
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f(B
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FIGURE 2.5. Quantification of a scenario using an event tree.
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where the bars over the letters indicate that the event in the box did
not perform its intended function. The next step is to convert the
Boolean equation into a numerical calculation of the frequency of
the scenario. Letting ’ stand for frequency and adopting the split frac-
tion notation, f(. . .), of Figure 2.5, gives the following equation for cal-
culating the frequency of the highlighted scenario,

’ðSÞ ¼ ’ðIÞfðAjIÞfð�BjIAÞfðCjIA�BÞfð �DjIA�BCÞ
The remaining step is to communicate the uncertainties in
the frequencies with the appropriate probability distributions. This
is done using Bayes theorem to process the elemental parameters
(Figure 2.6). The “probability of frequency” of the individual scenarios
is obtained by convoluting the elemental parameters in accordance
with the above equation.

2.5 Assembling the Results

Once the scenarios have been quantified, the results take the form of
Figure 2.7. Each scenario has a probability-of-frequency curve in the
form of a probability density function quantifying its likelihood of
occurrence. The total area under the curve represents a probability
of 1. The fractional area between two values of F represents the confi-
dence, that is, the probability that F has the values over that interval
(see below).

Figure 2.7 shows the curve for a single scenario or a set of scenar-
ios leading to a single consequence. Showing different levels of damage,
such as the risk of varying injuries or fatalities, requires a different type
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FIGURE 2.6. Bayes theorem used to process parameters.
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of presentation. The most common form is the classical risk curve,
also known as the frequency-of-exceedance curve, or the even more
esoteric label, the complementary-cumulative-distribution-function.
This curve is constructed by ordering the scenarios by increasing levels
of damage and cumulating the probabilities from the bottom up in the
ordered set against the different damage levels. Plotting the results on
log–log paper generates curves as shown in Figure 2.8.

To illustrate how to read Figure 2.8, suppose P3 has the value of
0.95, that is a probability of 0.95, and suppose we want to know the
risk of an X1 consequence at the 95% confidence level. According to
the figure, we are 95% confident that the frequency of an X1 conse-
quence or greater is F2. The family of curves (usually called percen-
tiles) can include as many curves as necessary. The ones most often
selected in practice are the 5th, 50th, and 95th percentiles. A popular
fourth choice is the mean.

An often used method of communicating uncertainty in the risk
of an event is to present the risk in terms of a confidence interval. To
illustrate confidence intervals some notation is added to the above
figures, which now become Figures 2.9 and 2.10. If the area between
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F1 and F2 of Figure 2.9 is 90% of the area under the curve, the way to
read this result is we are 90% confident (the 90% confidence interval)
that the frequency range is between F1 and F2. To illustrate how
to read Figure 2.10 in terms of a confidence interval, let P1 have the
value of 0.05, P3 the value 0.95, F1 the value of 1 in 10,000, F2 1 in
1000, and X1 the value of 10,000 fatalities. Given that P3�P1 is
0.90 the proper language would be that we are 90% confident that
the frequency of a 10,000-fatality consequence or greater varies from
one every 10,000 years to as much as one every 1000 years.
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Although risk measures such as those illustrated in Figures 2.9
and 2.10 answer the questions of what is the risk and how much con-
fidence is there in the results, they are not necessarily the most
important output of the risk assessment. Often the most important
output is the exposure of the contributors to the risk—a critical result
needed for effective risk management. The contributors are buried in
the results assembled to generate the curves in Figures 2.9 and 2.10.
Most risk assessment software packages contain algorithms for rank-
ing the importance of contributors to the chosen risk measures.

Chapters 3 and 4 demonstrate explicitly the application of the
methodology of this chapter to the risk of hurricanes in New Orleans,
Louisiana, and the risk of high energy asteroids impacting the contig-
uous 48 states of the U.S. Chapters 5 and 6, while not as complete in
scope and are referred to as scoping analyses, also demonstrate many
of the above methods of risk assessment.
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CHAPTER 3

Case Study 1: Risk of a
Catastrophic Hurricane
in New Orleans, LA

The Katrina Hurricane

The input to the quantitative riskassessment in this chapterwas com-
pleted in July 2005, prior to the landfall of hurricane Katrina in south-
east Louisiana. In January 2006, the data available from the National
Hurricane Center concerning hurricane Katrina was examined to
consider revising our assessment. As a result of this examination, it
was concluded that the Katrina hurricane would not significantly
change the overall results of the quantitative risk assessment because
of the strength of the evidence represented by the database that was
used (1900–2004). Thus, the quantitative risk assessment was not
changed except for minor edits. That is, the results of the risk assess-
ment based on the history of hurricanes between 1900 and 2004 indi-
cate that the occurrence of a hurricane of the severity of Katrina
should not be a surprise. This in itself is an extremely important testa-
ment to the value of quantitative risk assessment. Certainly, any
future risk assessment for New Orleans should include the Katrina
event and data from all hurricanes after 2004.One important outcome
of such an update might be to reduce the uncertainties in the results.

This chapter is a limited scope quantitative risk assessment of
the fatalities from a major hurricane that directly impacts New
Orleans, LA. To better calibrate how the hurricane risk changed over
the 20th century, two risk assessments were actually performed.
The first is based on hurricane data from 1900 to 2004, and the second
is based on data from 1900 to only 1950. Prior to presenting the case
study, it is appropriate to provide some background material and a
summary of the study results.



Over the 20th century, the reduction in the number of fatalities
following major hurricanes (defined as Category 3, 4, or 5) (see Major
Hurricane section for a definition of hurricane categories) making
landfall on the continental United States of America (U.S.A.) has been
a success story as indicated in Table 3.1 and Figure 3.1.

In the last three decades of the 20th century there were approxi-
mately 600 human fatalities from hurricanes versus approximately
4000 in the first three decades.

The factors that impacted the reduction in actual fatalities
include:

l Substantial improvements in the ability to forecast the track and
intensity of hurricanes using improved equipment and information
from both private and government organizations.

l The efforts of people in all levels of government and private organi-
zations in the U.S. (national, state, and local) involved in mass eva-
cuations before hurricane landfall.

l Substantial improvements in the technology of building structures
to withstand hurricanes, including the work of professional engi-
neering societies to define new building codes and construction
practices.

Because of these factors, the actual number of fatalities from
hurricanes in the U.S. has been reduced by almost a factor of 10
over the course of the 20th century. This has been accomplished in
spite of a substantial increase in the population along the southeast
Atlantic coast and the coast of the Gulf of Mexico.

TABLE 3.1
Atlantic hurricane fatalities in the U.S. during
the 20th century

Year Past 10 Years Past 20 Years Past 30 Years

1901 Start Start Start
1910 761 NA NA
1920 1008 1769 NA
1930 2122 3130 3891
1940 1197 3319 4327
1950 216 1362 3486
1960 926 1110 2307
1970 531 1457 1641
1980 226 757 1683
1990 140 366 897
2000 242 382 608
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In the continental U.S., the last catastrophic hurricane (defined
here as causing approximately 10,000 fatalities or greater) occurred
in the year 1900 when a Category 4 hurricane made landfall at Galves-
ton, Texas, and there were more than 8000 fatalities. In 1928, a Cate-
gory 4 hurricane made landfall in southeast Florida killing 1836
people (the most deadly hurricane in the 20th century), but this event
is not considered catastrophic since the number of fatalities did not
approach our threshold for a catastrophe, namely 10,000 fatalities.

In spite of this reduction in the number of fatalities, there still
exists the potential for a catastrophic hurricane in the U.S. given spe-
cial circumstances. One such circumstance would occur if a major hur-
ricane made landfall directly over a large metropolitan area combined
with limited evacuation of the population.

It should be observed that the risk of fatalities is a much different
issue than the risk of property damage. Unlike people, most personal
property cannot be evacuated. For example, the impact of hurricanes
on personal property increased substantially during the 20th century
due to increased building and development along the southeast coast
of the U.S. In the 21st century, it is expected that most major hurri-
canes making landfall in the continental U.S. will cause damage to
personal property in the billions of dollars. For example, in Septem-
ber 2004, hurricane Ivan (Category 3 at landfall in Florida) resulted
in only about 26 fatalities, but the property damage estimate was
10–15 billion dollars.
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3.1 Summary of the Risk Assessment of a Catastrophic
Hurricane Impacting New Orleans, LA

This case study demonstrates that it is possible to obtain a quantita-
tive risk assessment of the potential for catastrophic fatalities follow-
ing a major hurricane hitting New Orleans and that the following
benefits can be realized: the risk can be tracked over time to deter-
mine if the risk is increasing or decreasing, the uncertainties in the
risk can be determined, and the key elements that impact risk can
be identified and quantified in importance. Prior to demonstrating
the six-step process of quantitative risk assessment discussed in
Chapter 1, we present a summary of selected results for the period
1900–2004.

l The mean frequency of a hurricane impacting New Orleans result-
ing in 10,000 fatalities or greater is 1 in 130 years (see Figure 3.2).

l The mean number of fatalities per year from major hurricanes
impacting New Orleans is approximately 400 (see Table 3.2).

l The most likely hurricane to cause catastrophic fatalities is a Cate-
gory 4 hurricane at landfall because of the combination of its fre-
quency of occurrence and its consequence. The percentage of total
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risk (fatalities) from each hurricane category was calculated from
Table 3.2 and is shown below.

Hurricane Category
at Landfall

Approximate Percent of
Total Risk (Fatalities)

4 67
5 24
3 9

l The frequency of exceeding 10,000 fatalities from a major hurricane
hitting NewOrleans was essentially the same in 1950 as in 2004. This
conclusion includes the fact that the population of the New Orleans
metropolitan area has almost doubled from 1950 to 2004 (from
770,000 to 1.3 million). The number and intensity of hurricanes in
the Gulf of Mexico along with the probability of impacting New
Orleans for the first part of the 20th centurywas higher than for the sec-
ond part of the 20th century. The smaller population in 1950 overcame
the higher values for thenumber and intensity of hurricanes alongwith
a higher probability of impacting New Orleans when the comparison
was made for the two quantitative risk assessments (see Section 3.4).

l The frequency of exceeding 100,000 fatalities from a major hurricane
impacting New Orleans was substantially smaller in 1950 than in
2004. The mean frequency of exceeding 100,000 fatalities in 1950
was approximately one event in 13,000 years. The mean frequency
of exceeding 100,000 fatalities in 2004 was approximately 1 event
in 2200 years. Again, the smaller population in 1950 was the domi-
nant factor (see Section 3.4).

Figure 3.2 represents the bottom line risk assessment results for
this period. For example, these results indicate that approximately
every 130 years a major hurricane will hit New Orleans resulting in
10,000 fatalities or greater. The most likely hurricane to cause cata-
strophic fatalities is a Category 4 hurricane at landfall because of the
combination of its frequency of occurrence and its consequence. In
particular, 67% of the fatality risk derives from Category 4 hurricanes
at landfall, 24% from Category 5, and 9% from Category 3. These
results are based on the calculations shown in Table 3.2.

3.2 Risk Assessment (Based on Data from 1900 to 2004)

Chapter 1 (Section 1.3) identified a six-step process for performing
a quantitative risk assessment using the framework of the triplet
definition of risk. That process is followed in all the case studies.
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The step number is identified in the parentheses following the appro-
priate section in the case study.

3.2.1 Definition of the System During Normal
Conditions (Step 1)

For the case of the vulnerability of New Orleans to a catastrophic hur-
ricane, the “system” is the city itself, its infrastructure, and its popu-
lation. There are a number of unique features of New Orleans that
make it a prime candidate for a catastrophic hurricane:

l A substantial portion of the city is below sea level.
l Major hurricanes striking southeast Louisiana or southwest Missis-
sippi include a high portion of Category 4 or 5 hurricanes.

l New Orleans has a large metropolitan population (1.2–1.4 million
people) with a substantial minority (100,000–250,000 people) of the
population without personal transportation.

l Limited evacuation routes.
l A historical record of flawed evacuation during hurricanes.
l Barrier islands being eroded making the city more vulnerable.

New Orleans is bordered on the south and west by the Mississippi
River (the largest river in the United States) and on the north by Lake
Pontchartrain. Lake Pontchartrain is a large lake approximately 40miles
east towest and approximately 25miles north to south. Thesemajor bod-
ies of water around New Orleans make the effects of a hurricane more
complicated compared to the effects of a hurricane for other large metro-
politan areas on the coast of the Gulf of Mexico. In general, major hurri-
canes making landfall to the west of the center of New Orleans will
drive water up the Mississippi River and then potentially into the city;
major hurricanesmaking landfall to the east of the center ofNewOrleans
will potentially drive water from Lake Pontchartrain into the city.

In past years, levees in New Orleans were constructed following
certain destructive hurricanes. These levees exist today to protect
against flooding from the Mississippi River and Lake Pontchartrain.
These levees prevent all but major hurricanes from causing a cata-
strophic number of fatalities in New Orleans. It should be noted that
the possibility of levee failure during a hurricane with a magnitude
less than a major hurricane was not considered in the analysis.

If a major hurricane impacts New Orleans and water floods into
the city from either the Mississippi River or Lake Pontchartrain due to
either failure of the levee or flood surge over the levee, the water will
be trapped in the city (bowl effect) until it is pumped out. Some of the
New Orleans metropolitan area may remain submerged for many
weeks (10 or more) since the large pumps that normally pump water
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out of the “bowl” during significant rainfall will not work with the
entire “bowl” full of water. The flooding will impact many industrial
facilities. Hazardous chemicals may be a significant factor in the
recovery effort. The flooding will also impact the number of buildings
available for use as long-term shelters.

The policy of downtown hotels in New Orleans regarding rent-
ing rooms to residents who desire to ride out the storm rather than
evacuate is under review.1 In a hurricane symposium for hotel opera-
tors at the Ritz Carlton New Orleans hotel on May 23, 2005, it was
reported that public safety officials urged local hoteliers not to accept
guests during hurricanes because they would not be able to accommo-
date them for some types of severe storms. Public safety officials said
if a sufficiently severe hurricane does hit New Orleans, hotels might
find themselves having to accommodate guests for a few months
rather than a few days, which would require having appropriate
amounts of food, water, and emergency electrical generators with
large amounts of diesel fuel in reserve.

For New Orleans, evacuation is difficult because:

l Interstate 10, a principal evacuation route, is susceptible to flooding
from Lake Pontchartrain.

l When wind exceeds 50 miles per hour (mph), the 24-mile Lake
Pontchartrain Causeway is closed.

l Traffic gridlock on Interstate 10 is almost guaranteed for some por-
tion of the evacuation period.

l It is estimated that approximately 20–25% of the citizens have no per-
sonal transportation. There are not enough buses to move all these
people, and the city relies on the National Guard to help. Tourists are
also a problem since many come in by airplane and the New Orleans
airport is one of the first facilities closed on an approaching hurricane.

The evidence indicates that in the last twomajor NewOrleans eva-
cuations (in 1998 hurricane Georges made landfall near Biloxi, Missis-
sippi, as a Category 2 hurricane and in 2004 hurricane Ivan made
landfall justwest ofGulf Shores,Alabama, as aCategory 3hurricane), traf-
fic problems hindered evacuation. In the case of hurricane Georges in
1998, construction underway on Interstate 10 prior to the hurricane land-
fall impeded effective evacuation. In the case of hurricane Ivan in 2004,
major portions of Interstate 10 became gridlocked for an extended time.

3.2.2 Identification and Characterization of System
Hazards (Step 2)

The circumstances necessary for catastrophic fatalities from a hurri-
cane at New Orleans are
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l A major hurricane directly impacting New Orleans.
l Limited evacuation of a substantial portion of the population.

Major Hurricane

With respect to a major hurricane directly impacting New Orleans, the
hurricanes considered in the analysis include hurricanes thatmake land-
fall as Category 5, Category 4, or selected Category 3 hurricanes on the
Saffir–Simpson Hurricane Scale. These categories are defined as follows:

l Category 5. Winds greater than 155 mph [135 knots (kt) or 249 kilo-
meters per hour (km/h)]. The storm surge is generally greater than
18 ft above normal. Low-lying escape routes are cut by rising water
3–5 h before arrival of the center of the hurricane. Major damage
to lower floors of all structures located less than 15 ft above sea level
and within 500 yards of shoreline. Massive evacuation of residential
areas on low ground within 5–10 miles of the shoreline may be
required.

l Category 4. Winds 131–155 mph (114–135 kt or 210–249 km/h). The
storm surge is generally 13–18 ft above normal. Low-lying escape
routes are cut by rising water 3–5 h before arrival of the center of
the hurricane. Major damage to lower floors of all structures located
near the shoreline. Terrain lower than 10 ft above sea level may be
flooded, requiring massive evacuation of residential areas as far
inland as 6 miles.

l Category 3. Winds 111–130 mph (96–113 kt or 178–209 km/h). The
storm surge is generally 9–12 ft above normal. Low-lying escape
routes are cut by rising water 3–5 h before arrival of the center of
the hurricane. Terrain continuously lower than 5 ft above mean
sea level may be flooded inland 8 miles or more. Evacuation of
low-lying residences within several blocks of the shoreline may be
required.

The criterion for including a Category 3 hurricane in the risk
assessment was the listing of the hurricane in Table 4 of the report
by Jarrell et al.2

Table 3.3 contains 41 major hurricanes included in the quantita-
tive risk assessment ranked in order of minimum pressure at landfall.
These 41 major hurricanes were derived from the list of 65 hurricanes
in Table 4 of the report by Jarrell et al.2 Thirty-nine of the 65 hurri-
canes were extracted from Table 4 of the Jarrell report as having made
landfall in the Gulf of Mexico and having a chance of hitting New
Orleans. Two hurricanes from 2004, hurricanes Charley and Ivan,
were added to make the total 41 hurricanes listed in Table 3.3.
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TABLE 3.3
Rank of most intense U.S. hurricanes (landfall) in Gulf of Mexico by
minimum pressure (based on U.S. hurricane data 1900–2004)

Rank Hurricane Year

Category
at

Landfall

Minimum
Pressure

(Millibars) Fatalities

1 Camille (Mississippi,
Southeast Louisiana)

1969 5 909 256

2 Unnamed (Galveston,
Texas)

1900 4 931 8000þ

2 Unnamed (Grand Isle,
Louisiana)

1909 4 931 350

2 Unnamed (New
Orleans, Louisiana)

1915 4 931 275

2 Carla (North and
Central Texas)

1961 4 931 46

6 Unnamed (Southeast
Florida, Southeast
Louisiana, Mississippi)

1947 4 940 51

7 Unnamed (North Texas) 1932 4 941 40
7 Charley (Southwest

Florida)
2004 4 941 10

9 Opal (Northwest
Florida, Alabama)

1995 3 942 59

10 Ivan (Alabama,
Pensacola)

2004 3 943 26

11 Unnamed (Galveston,
Texas)

1915 4 945 275

11 Audrey (Southwest
Louisiana, North
Texas)

1957 4 945 390

11 Celia (South Texas) 1970 3 945 15
11 Allen (South Texas) 1980 3 945 24
15 Frederic (Alabama,

Mississippi)
1979 3 946 11

16 Unnamed (South Texas) 1916 3 948
16 Unnamed (Mississippi,

Alabama)
1916 3 948

16 Betsy (Southeast Florida,
Southeast Louisiana)

1965 3 948 75

19 Unnamed (South Texas) 1933 3 949
20 Unnamed (Central

Texas)
1942 3 950

20 Hilda (Central
Louisiana)

1964 3 950 38

20 Beulah (South Texas) 1967 3 950 10
23 Bret (South Texas) 1999 3 951 0

(Continued )
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Evacuation

The evacuation of people from New Orleans in advance of a hurricane
has a significant impact on the number of fatalities that may occur.
As indicated above, there are built-in problems for evacuation that are
unique to New Orleans. Once the causeway over Lake Pontchartrain

TABLE 3.3 (Continued)

Rank Hurricane Year

Category
at

Landfall

Minimum
Pressure

(Millibars) Fatalities

24 Unnamed (Tampa Bay
Florida)

1921 3 952

24 Carmen (Central
Louisiana)

1974 3 952

26 Unnamed (Southwest
Florida)

1910 3 955 30

26 Unnamed (Southwest
Louisiana)

1918 3 955 34

26 Unnamed (Central
Louisiana)

1926 3 955

26 Eloise (Northwest
Florida)

1975 3 955

30 Unnamed (Mississippi,
Alabama)

1906 3 958 134

30 Unnamed (North Texas) 1909 3 958 41
30 Unnamed (Northwest

Florida)
1917 3 958

30 Unnamed (North Texas) 1941 3 958
30 Easy (Northwest Florida) 1950 3 958
35 Elena (Mississippi,

Alabama, Northwest
Florida)

1985 3 959 4

36 Unnamed (Central
Louisiana)

1934 3 962

36 Unnamed (Southwest
Florida, Northeast
Florida)

1944 3 962

36 Alicia (North Texas) 1983 3 962
39 Unnamed (Northwest

Florida)
1936 3 964

40 Unnamed (Miami,
Mississippi, Alabama,
Pensacola)

1926 3 ? ?

41 Andrew (Southeast
Florida, Southeast
Louisiana)

1992 3 ? ?
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is closed because of high winds, there is no way to evacuate directly
north from the city. Most people would have to go east using Interstate
10, U.S. 90, or west using Interstate 10 or U.S. 61 before they could turn
north away from the Gulf. During actual hurricane evacuations in
recent years, portions of these limited exit routes from New Orleans
have become gridlocked for extended periods of time.

The Office of Homeland Security and Emergency Preparedness
handles the overall coordination of evacuations in the state of Louisi-
ana. A five-step process is used.

l Everyday activities (training) with no known threat of
hurricane.

l Storm in the Gulf of Mexico.
l Storm might possibly hit Louisiana.
l Storm possible in 2–3 days to hit Louisiana. Declaration of
emergency is issued by the governor.

l Recommendation to evacuate by local authorities.

If possible, for large hurricanes that are expected to hit New
Orleans, evacuation is recommended at least 72 h before hurricane
landfall in order to assure full evacuation. However, many hurricanes
spend less than 72 h in the Gulf of Mexico.

Also, since knowledge about when the large hurricane is
expected to hit landfall is imprecise, it is very difficult to assure 72 h
of evacuation time. The decision to order an evacuation is left to local
authorities. In the case of the city of New Orleans, the mayor makes
the decision. For outlying regions, the head of the parish is generally
the person to make the evacuation decision.

There are three levels of evacuation:

l Precautionary—decision to evacuate is left up to individual citizens.
l Recommended—decision to evacuate is left up to individual
citizens.

l Mandatory—order is mandatory but difficult to enforce.

There are advantages and disadvantages to local officials if they
order an evacuation. If the hurricane actually hits the local area and
an evacuation was ordered prior to landfall, the local authorities
receive credit for saving lives. If the hurricane does not hit the local
area and an evacuation was ordered prior to landfall, there are a lot
of costs with no benefits. Industry shuts down, traffic is a mess, extra
police and emergency personnel are called into service, etc. Society is
disrupted for at least one day to possibly a week at a cost of millions of
dollars a day. Also, the possibility exists that the evacuation would
move people into the path of the actual landfall and thus increases
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the risk of fatalities. If enough evacuations are ordered and no hurri-
cane actually hits the areas evacuated, public confidence in the evac-
uation process is eroded and the probability of successful evacuation
in the future is decreased.

At 2 h prior to expected hurricane landfall, an order to close all
evacuation routes and evacuate traffic enforcement and news media
to “last resort” refuges if necessary is made. Last resort refuges are
set on all highways used for evacuation routes for people who might
be on the highway as the hurricane approaches land. These “last
resort” refuges are not guaranteed to survive a storm but are believed
better than being in a car on the highway.

Information available to local officials as a hurricane approaches
land consists of the strength, speed, projected path, and timing of
landfall. This is provided by the National Hurricane Center approxi-
mately every 6 h. In addition, local authorities may have information
from offshore facilities with respect to the amount of rainfall offshore
and the offshore wind speed at sea level. Such information is vital to
predicting local flooding when the hurricane hits land.

Counterflow operations (all lanes move out of the evacuated
area) are possible and in place for certain Louisiana evacuation routes
including New Orleans.

3.2.3 Structuring of the Risk Scenarios
and Consequences (Step 3)

The key scenario parameters are

l The time the hurricane spends in the Gulf of Mexico before landfall.
l Whether the hurricane directly impacts New Orleans.
l The category of the hurricane at landfall.
l The type of evacuation prior to landfall.

The first parameter (the time the hurricane spends in the Gulf of
Mexico before landfall) became the basis for the initiating events in
the risk assessment. The other three parameters became top events
(branch points) in the event trees used to define the logic of the
sequence, that is, the scenarios leading to different damage states. Con-
sideration of these four key parameters resulted in the definition of
six damage states. The logic for calculating the likelihoodof different sce-
narios and damage states is shown in three event trees: Figure 3.3
for Initiating Event 1, Figure 3.4 for Initiating Event 2, and Figure 3.5 for
Initiating Event 3. The three event trees depict the sequences, that is,
the scenarios that led to fatalities in New Orleans.
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Initiating Events

For the risk assessment, it was decided to separate the 41 hurricanes
in Table 3.3 into three categories of initiating events.

l Initiating Event 1—hurricanes residing 48 h or less in the Gulf of
Mexico before landfall.
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FIGURE 3.3. Hurricane scenarios for Initiating Event 1.
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l Initiating Event 2—hurricanes residing between 48 and 72 h in the
Gulf of Mexico before landfall.

l Initiating Event 3—hurricanes residing greater than 72 h in the Gulf
of Mexico before landfall.

Knowing the residence times in the Gulf of Mexico facilitates the
evaluation of evacuations prior to hurricane landfall. The procedures
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FIGURE 3.4. Hurricane scenarios for Initiating Event 2.
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governing the evacuation of New Orleans recommend the commence-
ment of evacuation at 72 h prior to hurricane landfall. This extended
time allows the capability to evacuate themaximumnumber of people,
including those people without private transportation. For times less
than 72 h, there cannot be as complete an evacuation as the authorities
would like.

Initiating
Event 3
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FIGURE 3.5. Hurricane scenarios for Initiating Event 3.
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More on Katrina

It is interesting to note how hurricane Katrina would have fit into
our risk assessment model. In particular, based on data from the
National Hurricane Center, it would have been input as follows:

1. Initiating Event 3.
2. Category 3 at landfall.
3. Moderate evacuation level.
4. Damage State 5.

Figure 3.5 highlights the hurricane Katrina sequence. Table 3.2
shows the mean value of the frequency of the sequence. For Dam-
age State 5, the mean value of fatalities was taken to be 1300 deaths
with the uncertainty ranging from 1100 to 1500 deaths, which is
close to the actual fatalities resulting from hurricane Katrina.
Table 3.6 indicates the mean frequency of Damage State 5 is once
in 50 years. This is clear evidence that even without the data from
hurricane Katrina such a threat to the city of New Orleans could be
forecasted.

Impact on New Orleans

For the years covered in the data, the last hurricane to directly strike
New Orleans was hurricane Betsy in 1965, a Category 3 hurricane.
The eye of Betsy passed just west of New Orleans. During Betsy, a
storm surge of 10 ft on the Mississippi River caused New Orleans to
suffer its worst flooding since the unnamed hurricane of 1947. The
flooding from Betsy showed inadequacies in the levee protection sys-
tem surrounding the area. The resulting levee improvements made
after Betsy spared New Orleans from flooding in 1969 when hurricane
Camille, a Category 5 hurricane, made landfall in Mississippi, east of
New Orleans. Hurricane Camille was considered a “close call” for
New Orleans.

Category at Landfall

As described earlier, only three categories of hurricanes at landfall are
considered: Category 5, Category 4, and Category 3.

Types of Evacuation

For the risk assessment, three types of evacuation were postulated:
full, medium, and minimal.
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Full evacuation was defined as moving 99% of the population to
safety. Such an evacuation was assumed to require 72 h notification;
good communication from the local authorities to the population; few
if any complications in the roadways leading out of the city; and bus com-
panies, national guard units, and other organizations able to handle the
estimated 100,000–250,000 people without private transportation, etc.

Medium evacuation was defined as moving 80% of the popula-
tion to safety. Some complications in the mass evacuation might arise
but no major complications.

Minimal evacuation was defined as moving 60% of the popula-
tion to safety.

It is expected that there will always be some mass evacuation
from New Orleans before hurricane landfall. The people in New
Orleans are well aware of the dangers of hurricanes, and it is expected
most will evacuate given the possibility of a major hurricane. There-
fore, the risk assessment does not include the possibility of a major
hurricane making landfall at New Orleans with no evacuation prior
to landfall.

For this case study, the total population was taken to be 1.3
million people in 2004.

Evacuation Percent at Risk Population at Risk

Full 1 13,000
Medium 20 260,000
Minimal 40 520,000

Damage States

In this case study it was estimated that a Category 5 hurricane at land-
fall would result in fatalities to 20% of the population at risk. A Cat-
egory 5 hurricane that directly strikes the New Orleans area was
assumed to cause the water in either the Mississippi River or Lake
Pontchartrain to enter the city. The city is a bowl that will then fill
up to an unknown height. A lot of people who were not evacuated will
probably make it to safety in high-rise buildings, but it is not clear
that this will be sufficient for long-term survival.

It was estimated in this case study that a Category 4 hurricane at
landfall would result in fatalities to 10% of the population at risk. A
Category 4 hurricane that directly strikes the New Orleans area was
assumed to cause the water in either the Mississippi River or Lake
Pontchartrain to enter the city. Essentially, the same conditions will
occur as for a Category 5 hurricane.

It was estimated that a Category 3 hurricane at landfall would
result in fatalities to 0.5% of the population at risk. It does not appear
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that a Category 3 hurricane that directly strikes the New Orleans area
will cause the water in either the Mississippi River or Lake Pontchar-
train to enter the city by overflowing the levees. Only certain
Category 3 hurricanes are postulated to overflow the levees. However,
this case study still considered fatalities to be possible from a Cate-
gory 3 hurricane.

Hurricane Category
at Landfall Evacuation

Fatalities
(Mean Value)

Damage
State

5 Minimal 104,000 1
5 Medium 52,000 2
4 Minimal 52,000 2
4 Medium 26,000 3
5 Full 2600 4
3 Minimal 2600 4
4 Full 1300 5
3 Medium 1300 5
3 Full 65 6

3.2.4 Quantification of the Likelihood of the Scenarios (Step 4)

Initiating Events

As noted earlier, there are three initiating events used in the quantita-
tive risk assessment. An evaluation of the 41 hurricanes resulted in
the divisions shown in Table 3.4.

See Appendix B, Figures B.1–B.3, for details of the calculation of
the frequency of initiating events and the accompanying uncertainty.

The mean frequency of the initiating events is shown in the
table below.

Initiating Event Mean Frequency (Years)

1 1 in 5.7
2 1 in 5.8
3 1 in 18

Impact on New Orleans

The impact on New Orleans is discussed in the “Impact on New
Orleans” section under Section 3.2.3. The fraction of each initiating
event impacting New Orleans is described in Appendix B. See
Figures B.4–B.6 for the calculation of the fraction of initiating event
hurricanes that directly impact New Orleans and the accompanying
uncertainty.
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The mean fraction of hurricanes impacting New Orleans is
shown in the table below.

Initiating Event
Fraction of Hurricanes
Impacting New Orleans

1 1 of 10
2 1 of 10
3 1 of 27

Category at Landfall

The Category at landfall is discussed in the “Category at landfall” sec-
tion under Section 3.2.3. The uncertainties about the fraction of each
initiating event hurricane making landfall by category is described in
Appendix B, Figures B.7–B.15.

The mean value for the fraction of initiating event hurricanes
making landfall by category is shown in the table below.

Initiating
Event Category

Fraction of Hurricanes Making Landfall
by Initiating Event and Category

1 5 1 of 28
1 4 1 of 4
1 3 3 of 4
2 5 1 of 22
2 4 1 of 4
2 3 2 of 3
3 5 1 of 24
3 4 1 of 6
3 3 8 of 10

Types of Evacuation

The types of evacuation are discussed in the “Types of evacuation”
section under Section 3.2.3. It is not likely that there will be a “full”
evacuation for New Orleans prior to hurricane landfall. In order to
get a “full” evacuation, the hurricane would have to enter the Gulf
of Mexico from the Atlantic Ocean. If the hurricane originated in
the Gulf of Mexico, it would generally strike land within 72 h preclud-
ing the time necessary for a “full” evacuation.
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The hurricane would have to enter the Gulf of Mexico and then
take more than 72 h to make landfall at New Orleans. In general, the
stronger the hurricane, the faster it moves. If the hurricane were
Category 1 or Category 2 when it entered the Gulf of Mexico and thus
more likely to take more than 72 h to reach New Orleans, it is
unlikely that people would be receptive to evacuating until it was
very clear that New Orleans had a high probability of being directly
impacted by the hurricane and that the hurricane was increasing in
strength as it approached New Orleans.

Another obstacle to having a “full” evacuation is the tendency of
some people in New Orleans to remain in their homes during hurri-
canes. As noted by Howell et al.,3 only about a third of the residents
of Jefferson and Orleans actually left the two-parish area during hurri-
cane Georges. The survey also noted that a majority of those who evac-
uated waited until 24–30 h before the projected arrival of the storm.

It is not necessary for people to leave New Orleans for them to be
safe from the impact of a major hurricane. This case study assumed that
a “minimal” evacuation would be one similar to that during hurricane
Georges in that perhaps 30% would leave the area and another 30%
would move to places of safety in the NewOrleans area. The “medium”
evacuation was assumed to be between the “full” and the “minimal.”

There can be no “full” evacuation for an Initiating Event 1 or
2 hurricane since these hurricanes reside 72 h or less in the Gulf of
Mexico, which is less than the recommended 72 h.

For each initiating event, the uncertainty about the percentage of
these hurricanes that will involve each particular evacuation is shown
in Appendix B, Figures B.16–B.36.

The mean percentage of evacuation type for each initiating event
is shown in the table below.

Category
at
Landfall

Type
Evacuation

Initiating
Event 1

Percentage

Initiating
Event 2

Percentage

Initiating
Event 3

Percentage

5 Full Not applicable Not applicable 11
5 Medium 59 69 69
5 Minimal 39 29 20
4 Full Not applicable Not applicable 20
4 Medium 69 79.5 69
4 Minimal 29 20 11
3 Full Not applicable Not applicable 29
3 Medium 80 89 59
3 Minimal 20 11 11
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Damage States

Hurricane Betsy in 1965 was the last major hurricane that directly
impacted New Orleans.a Hurricane Betsy entered the Gulf of Mexico
through the Florida Keys as a Category 2 hurricane and made landfall
approximately 35 h later as a Category 3 hurricane slightly to the west
of New Orleans. The Mississippi River rose approximately 10 ft at
New Orleans during the height of the storm. There were approxi-
mately 50 fatalities in Louisiana as a result of hurricane Betsy.

Specific data on fatality fractions as a function of hurricane cate-
gory and typical New Orleans scenarios do not exist in the literature.
Evidence from major hurricanes that impact areas along the coast in
third world countries appears to indicate massive fatalities in the
coastal populations due to ineffective evacuation caused by lack of
knowledge of the incoming hurricane. In the case of New Orleans,
there will be plenty of information concerning the hurricane prior to
landfall, but even with such information the evacuation of New
Orleans will not be complete.

The fatality fraction estimates used in this case study as a result
of the hurricane directly impacting New Orleans are not based on any
scientific data but are consistent with the estimates noted in the pop-
ular press by “experts.” The estimated fatality percentages are 20% of
the people at risk following a Category 5 hurricane, 10% following a
Category 4 hurricane, and 0.5% following a Category 3 hurricane.

Damage states are discussed in the “Damage states” section
under Section 3.2.3. The uncertainty about the number of fatalities
for the damage states is described in Appendix B, Figures B.37–B.42.

Quantification Process

Propagating each initiating event through its respective event tree and
compiling the results for all three initiating events quantified the risk
model. For example, Initiating Event 1 was quantified through the event
tree of Figure 3.3; Initiating Event 2was quantified through the event tree
of Figure 3.4; and Initiating Event 3was quantified through the event tree
of Figure 3.5. The top event (branch point) values in each event tree corre-
spond to the fraction of each particular initiating event that impactsNew
Orleans, the hurricane category at landfall, and the type of evacuation
that applies for each hurricane category.

An examination of Figures 3.3–3.5 shows that there are 10 possi-
ble sequences for each initiating event, including the “no damage”
state. Table 3.2 summarizes the quantification results, without the
three “no damage” event sequences. This spreadsheet indicates the

a As previously noted, this risk assessment was performed prior to hurricane
Katrina.
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quantitative values used for the initiating events, the branch points,
and the damage states. The last column “Annualized Fatalities” is
the mean number of fatalities per year for each sequence. It should
be noted that the “Evacuation Type Fraction” is 0.0 for “full” evacua-
tions during Initiating Events 1 and 2. Thus, those potential event
sequences do not contribute numerically to the analysis results.

3.2.5 Assembly of the Scenarios into Measures
of Risk (Step 5)

Appendix B summarizes the uncertainty distributions for all para-
meters in this risk assessment case study. The uncertainties in the
initiating event frequencies, fractions of hurricanes that impact New
Orleans, the hurricane category at landfall, and the type of evacuation
for each hurricane were propagated through the event tree models to
develop composite uncertainties for each damage state. The damage
state uncertainty distributions were then combined with the
corresponding fatality uncertainties and the results were assembled
in the traditional complementary cumulative risk curve format
shown in Figure 3.2.

The computer codes “Crystal Ball” and “EXCEL” were used for
the calculations. These curves plot the cumulative frequency of
exceeding a specific number of fatalities, including an explicit mea-
sure of the composite uncertainty. For example, Figure 3.2 shows that
the mean frequency of exceeding 10,000 fatalities is approximately
one in 130 years. This calculation is based on the historical hurricane
evidence, the current metropolitan population, and the available evacu-
ation estimates. Figure 3.2 also shows the uncertainty about these
results. For example, our 90% confidence interval has a range of approx-
imately 10, from about one in 60 years to about one in 620 years.

3.2.6 Interpretation of the Results (Step 6)

The information in Table 3.2 can be organized in many ways.
Table 3.5 rearranges Table 3.2 by the frequency of each individ-

ual risk scenario sequence in decreasing numerical order (mean
values). The top two sequences are sequences where the hurricane
makes landfall as a Category 3 hurricane with a medium evacuation
prior to landfall. Thus, the most likely sequences to impact New
Orleans (approximately one every 50 years) involve a Category 3 hur-
ricane with medium evacuation and non-catastrophic fatalities.

Table 3.6 rearranges Table 3.2 by damage state.
The mean total damage state frequencies (in terms of a recur-

rence interval) and catastrophic fatalities are listed below.
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Damage State Recurrence Interval (Years) Fatalities

1 2200 104,000
2 340 52,000
3 160 26,000

As demonstrated with this case study, it is possible to perform a
quantitative risk assessment of the risk of fatalities from major hurri-
canes impacting New Orleans using the techniques presented in
Chapter 2. There are a number of analyses in this case study that
would need more development prior to using it as a basis for deci-
sion-making on the risk of hurricanes in New Orleans. But the
value of the process is clear. Examples of where more analysis would
be necessary include more detailed modeling of evacuations and
fatalities.

An important insight from the risk assessment was that Cate-
gory 4 hurricanes at landfall dominate the risk of fatalities as noted
in Table 3.2. While Category 5 hurricanes can cause more fatalities
per event, the occurrence frequency of Category 5 is smaller than
Category 4 and when one invokes the triplet definition of risk, Cate-
gory 5 hurricanes at landfall have a smaller risk than Category 4.
Category 3 hurricanes at landfall have minimal impact on the risk
of fatalities.

The risk of fatalities in New Orleans from major hurricanes is
not trivial. Spreading the consequences over time, the average number
of fatalities turns out to be about 400 per year. On average, the risk of
fatalities from hurricanes is greater than the vehicle accident risk for
the 1.3 million people living in the New Orleans metropolitan area.
However, the risk of fatality from major hurricanes does not come
on a day-by-day basis as with vehicle accidents. The risk of fatalities
from major hurricanes comes from rare events with catastrophic
consequences.

3.3 Commentary on the New Orleans Hurricane Risk

These comments were written prior to the Katrina hurricane, but
because of the overwhelming evidence that a Katrina hurricane is a
credible event even before it actually happened, the comments are
considered appropriate.

The risk of fatalities in New Orleans from major hurricanes is
clearly recognized in a qualitative sense by government officials in
Louisiana. The point of this case study and this book is to recognize
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the importance of saving lives by quantitatively assessing the risks to
facilitate cost effective decision-making.

It is clear that the residents of New Orleans understand that a
catastrophe can occur if a major hurricane hits their city. However,
there almost seems to be a fatalistic attitude toward hurricanes
among a large segment of the population. Government officials are
focusing, rightfully so, on evacuation which is the key to reducing
fatalities.

How can government officials make evacuations more success-
ful? As noted earlier, full evacuation (99%) is not likely to occur in a
population center like New Orleans. The quantitative risk assessment
of this case study estimated that the minimal evacuation would be
60% (mean value) of the population and the medium evacuation
would be 80% (mean value). It does not appear that these estimates
can be significantly improved based on actual experience of hurricane
evacuations. If these estimates are reasonable, then there will always
be a considerable population at risk during a major hurricane in New
Orleans.

It might be proper to take a look at what can be done for people
who do not achieve safety before a Category 4 hurricane makes land-
fall. This is the most likely sequence for catastrophic fatalities. If peo-
ple have not left low-elevation land or have not made it to a high-rise
building, what can they do when the “bowl” is filling with water?
Would a life raft be viable in a Category 4 hurricane? Would it be fea-
sible to have large boats stored at public places capable of riding out
the flooding similar to lifeboats on large ships? It might be argued that
such measures would make people less likely to evacuate, but what is
the alternative? Should one just accept the fact that not everyone can
move to safety and accept the resultant fatalities as being acts of
nature?

It also might be proper to take a look at the recovery efforts if the
“bowl” fills. What actions are planned to get life rafts or boats into the
bowl after the bowl fills? The Mississippi River and Lake Pontchar-
train will recede to normal levels after the hurricane moves inland.
How does one get equipment and boats into the bowl after the flood-
ing? What actions are planned to use portable pumps to pump water
out of the bowl?

3.4 Risk Assessment (Based on Data from 1900 to 1950)

The data presented in Figure 3.1 and Table 3.1 clearly indicates that
Atlantic hurricanes for the first half of the 20th century were more
damaging in terms of human fatalities than for the latter half of the
century. The data further indicates higher frequencies of hurricanes
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impacting the New Orleans area during that period. In order to deter-
mine if the fatality risk was rising or falling over the course of the
entire 20th century, it was decided to extend the case study to quan-
tify the risk of major hurricanes during the first half of the century.
In particular, the risk assessment was conducted as if the analyst
had hurricane data only through December 31, 1950.

3.4.1 Overview

The assessment again followed the six-step process of quantitative
risk assessment and is detailed in Appendix B, Section B.2. Basically,
there was no change from the above assessment in Steps 1, 2, and 3.
The same prior distributions were used in the Bayesian updates
for the frequency and intensity of hurricanes as were used for the
years 1900–2004. The evacuation model remained the same, as
did the event tree logic for structuring the scenarios. The quantifica-
tion was performed exactly the same as for the data from 1900 to
2004.

The changes that were made for the 1900–1950 case included a
change in the population (770,000 as opposed to 1.3 million), the
values for the initiating events, the frequency and category of hurri-
canes impacting New Orleans, the fatality distributions due to the
change in population, the number of major hurricanes, and the dam-
age state distributions to reflect the smaller population.

3.4.2 Summary

The results of this case study are summarized below.

l The mean frequency of a major hurricane hitting New Orleans
resulting in 10,000 fatalities or greater is one in 130 years. The full
range of frequencies and consequences is presented in Figure 3.6.
The 90% confidence interval varies from approximately one in 50
years to about one in 2700 years.

l The differences between the mean values for the period 1900–1950
and the period 1900–2004 are shown in Figure 3.7.

l The mean frequency of exceeding 10,000 fatalities from a major hur-
ricane hitting New Orleans was essentially the same in 1950 as in
2004. The mean frequency of exceeding 100,000 fatalities from a
major hurricane hitting New Orleans was substantially smaller in
1950 than in 2004.

l The mean value of fatalities per year in 1950 from major hurricanes
hitting New Orleans was approximately 295 per year. See Table 3.7.
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FIGURE 3.6. Hurricane fatality risk for New Orleans (based on U.S. hurricane
data 1900–1950).
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FIGURE 3.7. Hurricane fatality risk for New Orleans: Comparison of results
based on different data sets (1900–1950 vs 1900–2004).
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l The most likely hurricane to cause catastrophic fatalities is a Cate-
gory 4 hurricane at landfall. The percentage of total risk (fatalities)
from each hurricane category was calculated from Table 3.7 and is
shown below.

Hurricane Category
at Landfall

Approximate Percent of
Total Fatality Risk

4 71
5 21
3 8

Using the data in Table 3.3, Table 3.8 describes the 23 major hur-
ricanes making landfall in the Gulf of Mexico in the years 1900–1950.
Table 3.8 also shows the separation of the hurricanes into the three
initiating events similar to Table 3.4.

The information in Table 3.7 can be organized in many ways.
Table 3.9 rearranges Table 3.7 by the frequency of each individ-

ual sequence in decreasing numerical order (mean values). The top
two sequences are sequences where the hurricane makes landfall as
a Category 3 hurricane with a medium evacuation prior to landfall.
Thus, the most likely sequences to impact New Orleans (approxi-
mately once every 50 years) involve a Category 3 hurricane with
medium evacuation and non-catastrophic fatalities.

Table 3.10 rearranges Table 3.7 by the damage states.
The total damage state mean frequencies and fatalities are listed

in the table below.

Damage State Frequency Fatalities

1 1 in 2000 years 61,600
2 1 in 270 years 30,800
3 1 in 120 years 15,400
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CHAPTER 4

Case Study 2:
Risk of Asteroids
Impacting the Earth

This chapter is a limited scope quantitative risk assessment of the
fatalities from high energy asteroids impactinga the 48 contiguous
states of the United States (48 States).

Two risk assessments were performed. The first is based on high
energy asteroids impacting the 48 states and is considered the case
study. The second is based on high energy asteroids impacting New
Orleans, LA, and was included to demonstrate the value of being able
to compare location-specific risks.

In the Earth’s solar system, there are thousands of objects called
asteroids (both stone and metal), planetoids (very small particles), and
comets (rock, dust, and ice) revolving around the sun. These objects vary
in composition with almost all of them being very small in size. In this
chapter, all of these objects in the Earth’s solar system will be referred
to collectively as asteroids. Some of these asteroids impact the Earth’s
atmosphere on a daily basis. In all but very rare cases, the asteroid burns
up in the Earth’s atmosphere with no impact on the Earth or its inhabi-
tants. The Earth’s atmosphere acts as a protective shield to prevent dam-
age. In order for the blast effects to reach the ground, the energy released
must be equivalent to a few megatons of TNT (�50–60 m in diameterb

a Impact energies are represented in terms of TNT (trinitrotoluene) equivalences
(TNTE), similar to nuclear explosives. A 10-megaton energy impact implies that the
impact energy is equivalent to 10 million tons of TNT.

b Since there is not a direct relationship between the diameter and energy impact
of an asteroid because of differences in their densities, the authors have chosen impact-
energy as the primary descriptor of an asteroid.



depending on the composition of the asteroid). The 1908 Tunguska
airburst of an asteroid impacting inSiberia is an example of such a thresh-
old event.1 It is estimated that the Tunguska asteroid impact energy
was about 15 megatons of TNTE and was approximately 60m in diame-
ter. The remoteness of the impact area prevented any catastrophic
consequences.

Geological observations on Earth indicate that there have been
asteroids impacting the Earth similar to the Tunguska event capable
of causing fatalities had people been in the impact area. Based on
the geological record of the Earth and its increasing human popula-
tion, there presently exists the potential for a catastrophic event
(defined here as an event involving 10,000 human fatalities or more)
when a high energy asteroid impacts the Earth. In fact, it is estimated
that there are thousands of asteroids in space large enough to cause
fatalities should they impact the Earth.2,3 Even with this evidence it
has been observed by one expert4 that, “in the modern world, no one
has been killed by an impact explosion. Indeed, there are no reliable
historical examples of mass mortality due to impacts.”

So, what’s the problem? There are two issues. The first issue is
that modern society has become very conscious of the fragility of
the planet and is much more on the alert to manmade and natural
events that may alter the course of the habitability of our environ-
ment. That higher level of consciousness has resulted in much more
serious and scientifically based assessments of threats to the health
and safety of the planet’s inhabitants. The result is we are now asses-
sing more diligently our risks over long time periods, while searching
for benchmarks to put the different risks in proper context for taking
protective actions, if possible. The second issue is the short time of
reliable human historical records in comparison to the desire and need
to assure human and species survival for many future millennia.
The risk of catastrophic consequences from asteroids colliding with
Earth clearly exists, and it is incumbent on the Earth’s inhabitants
to manage this risk to a level commensurate with the resources being
allocated to address other similar risks.

What sets the asteroid risk apart from many other risks is
the potential for global impacts. As argued by Chapman5,6 asteroid
“impacts must be exceptionally more lethal globally than any other
proposed terrestrial causes for mass extinctions because of two unique
features: (1) their environmental effects happen essentially instanta-
neously (on timescales of hours to months, during which species have
little time to evolve or migrate to protective locations) and (2) there
are compound environmental consequences (e.g., broiler-like skies
as ejecta re-enter the atmosphere, global firestorm, ozone layer
destroyed, earthquakes and tsunamis, months of ensuing ‘impact
winter,’ centuries of global warming, poisoning of the oceans).” As
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will be discussed later, global impacts are not necessary for there to be
regional and local catastrophes as previously defined—a target of this
book as well.

It is interesting to observe that only relatively recently has the
asteroid risk been taken seriously. The principal reason is that there
have been no catastrophic events involving asteroids that have been
clinically recorded. Many planetary scientists believe that the turning
point in the interest in the asteroid risk was the pioneering work of
Alvarez and his colleagues.7 Alvarez showed that the extinction of
numerous species at the Cretaceous—Tertiary (K–T) geologic bound-
ary was almost certainly caused by the impact of a massive asteroid.
The site of the impact was later identified with the Chiexulub crater
in the Yucatan peninsula and is the event most often associated with
the demise of the dinosaurs some 65 million years ago. Other work
and events that greatly stimulated interest and awareness of the aster-
oid risk was that of Shoemaker8 and a NASA sponsored Snowmass,
Colorado, Workshop on “Collision of Asteroids and Comets with
the Earth: Physical and Human Consequences,” chaired by Shoe-
maker in the early 1980s.

A further distinction of the asteroid risk than just its possible
existential consequences is that unlike many other natural hazards
such as earthquakes, hurricanes, and volcanoes, an asteroid collision
with Earth may be something that can be prevented.9 In particular,
timely detection of the course of a threatening asteroid may allow
for actions to prevent it from colliding with Earth. For example, if it
is possible to have several decades’ advance notice of an impact of a
high energy asteroid (greater than 1 km in diameter) at a specific loca-
tion, the opportunity may exist for a variety of mitigating actions to
deflect the asteroid and completely prevent any collision with Earth.
In this regard, at the request of the U.S. Congress,10 the National
Aeronautics and Space Administration (NASA) has an asteroid survey
program known as Spaceguard for the purpose of identifying asteroids
larger than 1 km in diameter (equivalent). In particular, the Space-
guard goal is to identify 90% of all near Earth orbit (NEO) asteroids
by 2008 with absolute magnitude H< 18 (approximate diameters
greater than 1 km). It is estimated that there are some 1100 asteroids
in this size range and that as of August 2006 over 800 of them or
approximately 80% had already been identified.

NASA’s Spaceguard program is a major step forward in assessing
the threat of a high energy asteroid impacting Earth. In the spirit of
this book, what about the less than global consequences that are still
in the catastrophic category (10,000 or more fatalities)? That is, what
about the risk of all of the asteroids between the limit of atmospheric
penetration (a few megatons and in the 50–60 m diameter range) and
the so-called K–T (mass extinction) scale? How do we cast the asteroid
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risk in a form that allows comparison with other risks such that a
rational basis can exist for the fair allocation of public funds and other
resources for the risk management of all natural events? Clearly, it is
not necessary for an asteroid to have a diameter greater than 1 km for
there to be a catastrophic impact.

For sub-km impacts planetary scientists suggest that the most
property and life threatening phenomena are fires, tsunamis, and air-
bursts over land. Numerous studies have been made on the merits
of a Spaceguard-like program for asteroids in the sub-km range.11–16

The debate continues on the merits of a sub-km search program for
asteroids. Clearly, a survey program of asteroids in the sub-km range
could greatly reduce the risk of a surprise impact that could result in
catastrophic consequences. There is a size below which the cost of
surveying greatly exceeds the benefit. That size is most likely in the
range of the threshold for atmospheric penetration. For example,
Lewis3 points out that the cost of surveying small (10 m) near Earth
asteroids “probably surpasses the expected benefits of finding them
by roughly a factor of 10,000.”

There have been many important scientific developments in
recent decades contributing to an increased understanding of the
threat of asteroids, especially asteroids whose impact could lead to
global consequences. The emphasis has been on large diameter and
very high energy asteroids (1 km and greater). To set the stage for
our case study on high energy asteroids, we have attempted in
Table 4.1 to summarize qualitatively the current state of knowledge
of the asteroid threat. In particular, Table 4.1 highlights various
thresholds for events such as atmospheric penetration and events that
could have regional and global consequences. Two known asteroid
impacts are included to provide benchmarks for two of the event cate-
gories. Ranges of numbers are given in Table 4.1 to partly account for
the uncertainties involved, including the dependencies on asteroid
composition and the uncertainties in the inventory of asteroids in
space that could collide with Earth.

Of course, as will be noted later, the information of Table 4.1 is
insufficient as a basis for decision-making on the allocation of
resources for the purpose of effective risk management of multiple
threats to society. Location-specific quantitative risk assessments
are required to have a scientific basis for decision-making on how to
manage the asteroid risk in context with other risks facing society.
Such an assessment provides a scientific basis for allocating risk man-
agement resources. Lewis3 is among those who tackled the problem of
providing some basis for decision-making on actions to manage the
risk of asteroids.

There is evidence, as will be shown later, that the case is stron-
ger for managing the risk of sub-km size asteroids than is reflected

80 Quantifying and Controlling Catastrophic Risks



in most current programs because of their increased frequency of
occurrence. In recent years more attention is being given to sub-km
asteroids. For example, Stokes13 has studied sub-km asteroids and
observes that from about 50 to 150 m diameter, the impacts are pri-
marily airbursts and the larger asteroids “reach the ground and pro-
duce craters.” Stokes and Morrison indicate that the most life-
threatening hazard from sub-km impacts is associated with airbursts
over land. Stokes observes that at about 300 m diameter (�1000 to a
few thousand megaton airburst), the damage area may be as “large
as a U.S. state or small European country.” According to Stokes, the
greatest hazard for sub-km land impacts is from asteroids 100–200 m
in diameter. The greatest hazard for tsunamis comes from impacts
in the ocean of asteroids having diameters in the 200–500 m range.
The smaller diameter asteroids generally result in airbursts that do
not generate tsunamis. Asteroids greater than 500 m tend to bottom
out even in deep oceans, and no longer make increasingly larger
waves. Chesley and Ward17 in their studies of asteroid-induced
tsunamis estimate that one near Earth asteroid will impact some-
where into the Earth’s oceans every 5880 years. While tsunamis are
a serious collateral effect of an ocean impact, in many cases there will
be adequate warning time for evacuation of threatened coastlines.

Much has been learned about the asteroid collision threat to
planet Earth during the past three decades. The Spaceguard program

TABLE 4.1
Summary of the asteroid threat

Event

Energy Release
(Megatons
TNTE) Diameter (Meters)

Recurrence
Interval (Years)

Atmospheric
Penetration
Threshold

Several 50–100 Hundreds to
Thousands

Tunguska �15 �60 Similar Range

Regional
Catastrophe

100–1000 100–400 Thousand to
Several Thousand

Global
Catastrophe

Thousand to
Millions

Hundreds to
Several Thousand

Several Thousand
to Millions

Species
Extinction

Ten to Fifty
Million

Four to Six
Thousand

Greater than
Ten Million

K-T Mass
Extinction

�100 Million Ten to Twenty
Thousand

Fifty to One
Hundred Million

Case Study 2: Risk of Asteroids Impacting the Earth 81



has contributed to the knowledge base of large asteroids whose impact
could result in global consequences. Other research projects and stud-
ies have provided insights on the general threat of asteroids. But there
is much more risk information needed for nations to be in a position
to make the right decisions on the management of the asteroid risk.
Among the questions whose answers are necessary for such deci-
sion-making are (1) What is the risk over a wide range of consequences
for specific regions? (2) What is a form of the asteroid risk that allows
direct comparison with other risks facing society? and (3) What is the
range of the asteroid risk uncertainty as a function of consequences?
It is the purpose of this case study to demonstrate how to answer
these questions. Of course, location is not necessarily an issue for
impacts that have global consequences, but regional catastrophic con-
sequences occur more frequently and need quantification to support a
rational societal risk management program. For example, as is shown
later in this case study, over 70% of the asteroid fatality risk to people
living in the 48 states comes from impacts involving energy releases
below the global threshold.

This case study demonstrates that it is possible to obtain a quan-
titative risk assessment of the potential for catastrophic fatalities fol-
lowing a high energy impact of an asteroid on the 48 states. The
benefits of such analyses are many, including a quantification of (1)
the magnitude of the risk of catastrophic fatalities, (2) the uncertain-
ties in the risk, and (3) the key risk contributors.

The approach is to follow the six-step process outlined in Chap-
ter 1, as it was for the hurricane case study. Also, to support the point
of the importance of location-specific risk assessments, this case
study selects New Orleans for demonstrating an effective form for
comparing different risks to a specific region.

Prior to presenting the details of the case study, we will fast-for-
ward to a summary of selected results.

4.1 Summary of the Fatality Risk of an Asteroid
Impacting the 48 States

Figure 4.1 is a graphical display of the risk of asteroid events causing
various levels of fatalities in the 48 states.

l Figure 4.1 shows that the mean frequency of an asteroid impacting
the 48 states that could result in 10,000 fatalities or more is one in
6800 years. There is considerable uncertainty in this result. In par-
ticular, the 90% confidence interval for 10,000 fatalities or more
has a frequency range from one in 1900 years to one in 520,000
years. The population at risk is approximately 280 million people
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and the target area includes land impact and offshore impacts that
could generate tsunamis.

Other key results from the case study follow.

l The mean frequency of a very large asteroid with a global impact is
one in 50 million years. Again, there is large uncertainty in this
value. The 90% confidence interval ranges from a frequency of one
in 20 million years to one in a billion years.

l The most likely asteroid to cause catastrophic fatalities in the 48
states is an asteroid with an impact energy between 0.1 and 10
megatons TNTE that strikes land over a high population density
area with a mean frequency of approximately once every 12,000
years. The next most likely asteroid to cause catastrophic fatalities
in the 48 states is an asteroid with impact energy between 10 and
10,000 megatons TNTE that strikes the Atlantic Ocean between
500 km and 2500 km from the Atlantic shoreline. The mean fre-
quency of this event is approximately one every 16,000 years.

l Asteroids causing fewer fatalities than 10,000 (the chosen threshold
for a catastrophic event) of course occur more frequently. The most
likely asteroid to impact the 48 states is an asteroid with an impact
energy between 0.1 and 10 megatons TNTE that strikes land
over a low population density area with a mean frequency of
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FIGURE 4.1. Asteroid fatality risk for the 48 states.
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approximately once every 600 years. The number of fatalities for
this event is calculated to be approximately 500.

l The mean value of fatalities per yearc from asteroids impacting the 48
states is approximately 22 fatalities per year when considering just
the population (280 million) of the 48 states. See Table 4.2. The 90%
confidence interval for the fatalities per year spans a factor of approxi-
mately 50, from about 1.5 fatalities per year to 86 fatalities per year.

l The percentage by initiating event of total fatality risk from high
energy asteroids impacting the 48 states was calculated from
Table 4.2 and is shown below.

Initiating Event Impact
Energy (Megatons of
TNTE)

Approximate Percent of
Total Fatality Risk

10–10,000 54
Global 25
0.1–10 19

l The percentage by phenomenon that causes fatalities from high
energy asteroids impacting the 48 states was calculated from
Table 4.2 and is shown below.

Phenomenon
Approximate Percent of

Total Fatality Risk

Tsunami 47
Land Blast 28
Global 25

4.2 Risk Assessment

The methods of risk assessment employed are those presented in
Chapters 1 and 2. The methods can be applied to any location
and can address different measures of risk if desired including

c This is not to suggest that we expect this many fatalities each year from aster-
oid impacts. Large asteroid impacts are rare events with no fatalities between events.
This is simply a matter of putting the fatalities from a high energy asteroid impact on
a per year basis. This type of metric is often used for making risk comparisons.
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injuries, environmental effects, and property damage. The most com-
mon risk measure is human fatalities and, like the case study on hur-
ricanes, was the choice here. It should be noted that the primary
reference for assumptions on the physics and characteristics of aster-
oid risk is Ref. 18.

Chapter 1 identified a six-step process for performing a quantita-
tive risk assessment, which is the process that follows.

4.2.1 Definition of the System During Normal
Conditions (Step 1)

In terms of scoping and the definition of the system for this case
study, we have chosen to limit the asteroid impact area to the region
and population represented by the 48 states.

Choosing the 48 states as the impact area or the “system” for
assessing the risk of asteroids has distinct advantages. One major
advantage is the availability of excellent data on the population distri-
bution and topography, including shorelines, of the entire region. Hav-
ing good data is critical to an accurate representation of the
probability and consequences of a wide range of asteroids impacting
the Earth. In addition, the 48 states are surrounded by different oceans
with different characteristics, which lead to different consequences
for the same initiating event in different locations.

One global calculation was made to determine the frequency of
very high energy asteroids that could result in the extinction of the
human species. No attempt was made to establish a continuum
between the 48 state regional consequences and global consequences.
Thus, Figure 4.1 representing the regional 48 states was truncated at
one million fatalities and the global calculation was a standalone
assessment discussed later in this chapter.

4.2.2 Identification and Characterization
of System Hazards (Step 2)

The hazard is of course the thousands of asteroids orbiting in space.
The circumstances necessary for catastrophic fatalities from a high
energy asteroid impacting the 48 states are

l Limited advance warning of the asteroid impact which prevents (1)
any deflection of the asteroid away from the Earth while in space
or (2) evacuation of a substantial portion of the population from
the impact area.

l A high energy asteroid striking either the 48 states directly or
striking the bordering oceans causing a major tsunami.
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Deflection or Evacuation

This quantitative risk assessment case study takes no credit for any
deflection of high energy asteroids away from the Earth or evacuation
of people from the asteroid impact area.

High Energy Asteroids

With respect to high energy asteroids impacting the 48 states, they
were divided into six initiating events based on impact energy as
shown in the table below. No consideration was given to asteroids
whose impact energy was less than 0.1 megatons of TNTE. Initiating
Events 1 through 5 are considered to have regional impact.

Definition of Initiating Events

Initiating Event Impact Energy (Megatons of TNTE)

1 0.1–10
2 10–10,000
3 10,000–100,000
4 100,000–1,000,000
5 1,000,000–10,000,000
Globald

4.2.3 Structuring of the Risk Scenarios and
Consequences (Step 3)

The key scenario parameters are

l Impact energy of the asteroid.
l Whether the asteroid strikes water or land.
l If the asteroid strikes water, what is the depth of the water at the
impact site and how far from land is the asteroid impact site?

l If the asteroid strikes water or land, what is the population density
in the damage area?

The first parameter (the energy impact of the asteroid) became
the basis for the initiating events of the risk scenarios. The other para-
meters became “top events” (branch points) in the event trees used to
define the logic of the intervening events in the scenarios leading to
fatalities. The logic for the five regional initiating events is shown

d According to Toon, the potential for global impact starts to be possible for aster-
oids with impact energy greater than 10,000 megatons TNTE and becomes almost
certain for asteroids with impact energy greater than 10 million megatons TNTE.

88 Quantifying and Controlling Catastrophic Risks



in the conceptual event tree diagrams of Figures 4.2–4.5 for the differ-
ent impact areas considered.

The conceptual event trees show how the parameter uncertain-
ties are propagated through the sequences for asteroids impacting
land, the Gulf of Mexico, the Pacific Ocean, and the Atlantic Ocean,

Initiating Event
(events per

year)

Initiating 0.015 0.041

0.162

0.797

0.985

* Probability of frequency uncertainty curves.

No Damage

Event

Impact
Fractions

(48 states vs.
elsewhere)

Impact Area
Fractions by
Population

Density
(high, med, low)

Area Impacted
(km2)

Fatality Fraction
in Impacted

Area

Population of
Impacted Area

(km2)

Fatalities Per
Year *

Φ

Φ

Φ

FIGURE 4.2. Asteroid scenarios for land impact.

Initiating
Event

(events per)
year)

Impact
Fractions
(Gulf of
Mexico

vs. elsewhere)

Impact Area
Fractions by

Distance from
Shoreline

Coastline
Impacted

(km)

Land
Intrusion of

Wave
(km)

Population of
Impacted

Area
(km2)

Fatality
Fractions

in Impacted
Area

Fatalities Per
Year *

Initiating

Event

0.00238 0.526

0.210

0.263

0.99762

* Probability of frequency uncertainty curves.

No Damage

Φ

Φ

Φ

FIGURE 4.3. Asteroid scenarios for the Gulf of Mexico.
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respectively. The parameter uncertainties are accounted for with
probability of frequency curves illustrated conceptually in the figures.

Each of the five regional initiating events starts the logic in the
regional event tree and each initiating event leads to twelve outcomes
except for Initiating Event 1, which has only three outcomes. For
asteroids between 0.1 megatons and 10 megatons (Initiating Event 1),
the asteroid will most likely burn up in the atmosphere causing a

Initiating Event
(events per)

year)

Impact Fractions
(Pacific Ocean
vs. elsewhere)

Impact Area
Fractions by

Distance from
Shoreline

Coastline
Impacted

(km)

Land
Intrusion of

Wave
(km)

Population of
Impacted Area

(km2)

Fatality
Fractions

in Impacted
Area

Fatalities Per
Year *

Initiating

Event

0.0147 0.0289

0.1440

0.8270

* Probability of frequency uncertainty curves.

No Damage

Φ

Φ

Φ

FIGURE 4.4. Asteroid scenarios for the Pacific Ocean.

Impact Area
Fractions by

Distance from
Shoreline

Coastline
Impacted

(km)

Land
Intrusion of

Wave
(km)

Population of
Impacted Area

(km2)

Fatality
Fractions

in Impacted
Area

Fatalities Per
Year *

Initiating

Event

0.0196 0.0337

0.1540

0.8120

0.9804

* Probability of frequency uncertainty curves.

No Damage
Φ

Φ

Φ

Initiating Event
(events per

year)

Impact Fractions
(Atlantic Ocean
vs.elsewhere)

FIGURE 4.5. Asteroid scenarios for the Atlantic Ocean.
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possible air blast on the Earth’s surface. If the asteroid (Initiating
Event 1) impacts over water, no tsunami is created. There is no
accounting for ships in the water impact area. In all, there are 51
regional outcomes. See Table 4.2.

Initiating Events

As described earlier, six initiating events were defined for this case
study. The mean frequency and recurrence interval of each initiating
event are shown in the following table.

Initiating
Event

Impact Energy
(Megatons of TNTE)

Recurrence
Interval (Years)

Frequency
(Per Year)

1 0.1–10 8 1.34 � 10�1

2 10–10,000 260 3.84 � 10�3

3 10,000–100,000 81,000 1.24 � 10�5

4 100,000–1,000,000 470,000 2.15 � 10�6

5 1,000,000–10,000,000 3,800,000 2.66 � 10�7

Global 50,000,000 2.00 � 10�8

The frequencies and energies of the initiating events are based
on NASA and Toon data previously referenced. The details of how the
NASA and Toon data were processed to account for uncertainty for
Initiating Events 1–5 are presented in Appendix C. The logic for the
global initiating event is a single sequence, which covers fatalities of
the total population at risk (280 million people for the 48 states or 6
billion people for the world). By definition, the outcome of this

45
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Initiating Event – Global (frequency/year)

FIGURE 4.6. Uncertainty distribution, global initiating event frequency.
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initiating event is certain; it is the frequency of the event that is
uncertain. Based on an interpretation of Toon’s work, Figure 4.6 was
derived as the frequency distribution of the global initiating event
with a mean frequency of 2.00 � 10�8 as shown in the above table.

To avoid the distraction of too frequently referring to Appendix
C, let it be observed that the details for most of the numerical results
of the balance of this chapter are contained in Appendix C. In a few
instances, reference to Appendix C is repeated where it is desired to
call attention to very specific supporting information.

Impacts—Water or Land

Different regional phenomena occur depending on whether the high
energy asteroid impacts the Earth over water or land. For a global
impact, location is not a factor.

Water Impact
For a water impact, the phenomenon of interest is a tsunami that
could cause shoreline damage. Initiating Event 1 causes an airburst
over water but does not cause a tsunami. Initiating Events 2–5 have
sequences leading to fatalities caused by the tsunami. Table 4.2 shows
the mean value of fatalities per year for each sequence.

The total surface of the Gulf of Mexico included in the risk
assessment, 1.2 million km2, was divided into three water depths:
shallow, medium, and deep as illustrated in Figure 4.7.

The total surface of the Pacific Ocean (7.5 million km2) was
divided into three regions: Region I—less than 100 km from land,

Total

26320,000Deep

21260,000Medium

53640,000Shallow

Percentage
of Area 

Area (km2)Depth

1,220,000Total

Shallow

Medium

Deep

FIGURE 4.7. Tsunami model—Gulf of Mexico.
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Region II—from 100 to 500 km to land, Region III—from 500 to 2500
km to land (Figure 4.8).

The total surface of the Atlantic Ocean (10.1 million km2) was
divided into three areas: Region I—less than 100 km from land,
Region II—from 100 to 500 km to land, Region III—from 500 to 2500
km to land (Figure 4.9).

For awater impact, a key parameter is the amplitude of the tsunami
at the edge of the high energy asteroid impact site. This amplitude will
depend on the impact energy of the asteroid and the depth of the water.
A high energy asteroid impact in shallow water will not result in a large
amplitude tsunami at the edge of the asteroid impact site.

Another key parameter for a water impact is the amplitude of the
tsunami at the coastline. The amplitude of the tsunami at the coast-
line will depend on both the amplitude of the tsunami at the edge of
the high energy asteroid impact site and the distance from the asteroid
impact site to the surrounding coastline.

The damage area from the tsunami will depend on the length of
coastline impacted by the tsunami and the distance that the tsunami
goes inland. The number of people at risk will be the damage area
times the population density. Unless the amplitude of the tsunami
at the coastline is high, it is assumed that not everyone in the damage
area is a fatality. A fatality fraction parameter was developed to
account for different fatality consequences.

Region III Area = 6.2 Million km2 2000 km

Region II Area = 1.1 Million km2 400 km

Region I Area = 217,000 km2

Pacific Coast = 2070 km

100 km

FIGURE 4.8. Tsunami model—Pacific Ocean.

Case Study 2: Risk of Asteroids Impacting the Earth 93



The detailed calculations of (1) the amplitude of the tsunami at
the edge of the high energy asteroid impact site, (2) the amplitude of
the tsunami at the coastline, and (3) the distance the tsunami goes
inland are contained in Appendix C.

Land Impact
If the high energy asteroid impacts the Earth over land, the primary
phenomenon will be the blast effect of the asteroid. There is a second-
ary phenomenon that arises since the asteroid impact will induce a
seismic wave in the ground surrounding the asteroid impact site.
Based on Toon, this secondary phenomenon was not included in
the risk assessment because the blast impact dominates the conse-
quences. A seismic wave in the blast area is not expected to cause
any additional fatalities. When the seismic wave spreads out past
the blast area, the magnitude of the seismic wave is not likely to be
large enough to cause additional fatalities.

The damage area from the land blast is taken from Toon. The
number of people at risk will be the damage area times the population
density. For Initiating Events 1 and 2, a fatality fraction is used to
account for the fact that some people will survive in the damaged
area. Once the asteroid impact energy exceeds 10,000 megatons, the
fatality fraction is assumed to be 1.0.

Region III Area = 8.2 Million km2 2000 km

Region II Area = 1.6 Million km2 400 km

Region I Area = 340,000 km2 100 km

FIGURE 4.9. Tsunami model—Atlantic Ocean.
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The mean values for the blast areas for the five regional initiat-
ing events are shown below.

Initiating Event Blast Area (km2)

1 176
2 1420
3 26,000
4 137,000
5 742,000

Population Density

Coastal
If the high energy asteroid impacts water, the population at risk is the
coastal population for the areas surrounding the asteroid impact site.
In general, the tsunami generated by the asteroid will impact large
areas of coastline. The coastal population densities (Gulf of Mexico,
Pacific, and Atlantic) in this case study are based on spreading the
coastal population (year 2000 U.S. census data) into bands (80 or 100
km wide) along the entire coast.

Coastline Population Density (km2)

Gulf of Mexico 71.4
Pacific Ocean 152
Atlantic Ocean 203

Land
If the high energy asteroid impacts land, the population densities in
the risk assessment are based on using year 2000 U.S. census data
for metropolitan areas to define high population density sites (metro-
politan areas greater than 200 people/km2) and medium density sites
(metropolitan areas less than 200 people/km2). The balance of the pop-
ulation was spread over the remaining area of the 48 states.

Population
Density

Total
Population

Total Land
Area (km2)

Population
Density
(km2)

Land
Area

Fraction

High 116,157,107 310,828 374 0.041
Medium 108,546,506 1,244,337 87.2 0.162
Low 54,879,824 6,109,891 9 0.797
Total 279,583,437 7,665,056 36.5 1.000
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Fatality Fractions

Water
The number of fatalities following a high energy asteroid impact in
the ocean will depend on the tsunami amplitude at the shoreline. In
this case study, the assumption was made that the larger the tsunami
amplitude at the shoreline, the larger the fatality fraction. For the
Atlantic and Pacific oceans, a tsunami amplitude at the shoreline cal-
culated to be 2 m or more was assumed to result in a fatality fraction
of 1.0. For the Gulf of Mexico, an amplitude at the shoreline calcu-
lated to be 6 meters or more was assumed to result in a fatality frac-
tion of 1.0.

Land
For high energy asteroids that land with an impact energy greater than
10,000 megatons TNTE, the assumption is made that everyone in the
blast area is a fatality. The uncertainty distributions for the fatality
fractions for Initiating Events 1 and 2 are shown in Appendix C, Figures
C.36 and C.37.

4.2.4 Quantification of the Likelihoods
of the Scenarios (Step 4)

The risk model was quantified by propagating each initiating event
through its respective event tree, and compiling the results for all
six initiating events.

There are twelve possible sequences for each regional initiating
event except for Initiating Event 1, which has only three outcomes.
There is only one possible sequence of the global initiating event.
As noted earlier, Table 4.2 provides the details of the various
parameters used in the risk assessment including the initiating
events, the branch points, and the final results. The last column
“Fatalities per Year” is the mean number of fatalities per year for each
sequence.

Appendix C provides details for the quantification of the high
energy asteroid event trees and includes the uncertainty distributions
used in this case study. The uncertainties in the initiating event fre-
quencies and the population at risk for each initiating event were
propagated through the event tree models to develop composite uncer-
tainties for each sequence. The frequency uncertainty distributions
were combined with the corresponding fatality uncertainties,
and the results were assembled in the traditional complementary
cumulative distribution function format shown in Figure 4.1. See
Chapter 2 and Kaplan and Garrick19 for details of the methods used
in producing the complementary cumulative distribution function
curves.

96 Quantifying and Controlling Catastrophic Risks



4.2.5 Assembly of the Scenarios Into Measures
of Risk (Step 5)

The overall results from the risk assessment process are represented by
the set of curves shown in Figure 4.1. The computer codes “Crystal
Ball” and “EXCEL” were used for the calculations. Figure 4.1 plots
the cumulative frequency of exceeding a specific number of fatalities,
including an explicit measure of the uncertainty. For example,
Figure 4.1 shows that themean frequency of exceeding 10,000 fatalities
is approximately one in 6800 years. This calculation is based on the his-
torical asteroid evidence, the population densities, and the estimated
damage area. Figure 4.1 also shows the uncertainty about these results.
For example, the 90% confidence interval (from 5% to 95%) for the
probability of exceeding 10,000 fatalities spans a factor of approxi-
mately 300, from about one in 1900 years to about one in 520,000 years.

As noted in Figure 4.1, the uncertainties are considerable, but
this is to be expected for rare events such as large high energy aster-
oids impacting the Earth, for which there is no recorded history. It is
interesting to note that the magnitude of the uncertainty is fairly con-
stant over a wide range of consequences. This may be explained by the
fact that while we have more data on the impact of smaller asteroids,
we have a better understanding of the number and trajectories of the
larger asteroids as they are easier to find and track.

4.2.6 Interpretation of the Results (Step 6)

The information in Table 4.2 can be organized in many different ways.
Table4.3 rearrangesTable4.2 to list the sequences by themean frequency
of each individual sequence in decreasing numerical order. The top
sequence is a sequencewhere an Initiating Event 1 asteroid (asteroidwith
impact energy less than 10megatonsTNTE) impacts land over a lowpop-
ulation density area. Themean frequency of occurrence is approximately
one in 600 years and would result in approximately 500 fatalities.

As demonstrated in this chapter, it is possible to perform a quantita-
tive risk assessment of the risk of fatalities from asteroids impacting the
Earth using the techniques of Chapter 2. The primary purpose of the case
studies is to demonstrate the methodology, not to get results that would
necessarily be a basis for decision-making.Had the case studies beenmore
detailed, there would be an opportunity to improve both the database and
themodels resulting in a reduction in the uncertainties and amore confi-
dent basis for decision-making. Database improvements could result in
less information uncertainty. Possible improvements in the modeling
would be amore accurate representation of the consequences, particularly
with respect to the damage areas and their dependency on impact energy.
Also needed are improvements in the collateral effects (such as environ-
mental impact) of high energy asteroid impacts.
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To the authors, the mean value results of the limited scope risk
assessment in this chapter appear to be higher than what has occurred
in the 48 states. For example, themost likely high energy asteroid impact
has a mean interval of approximately 600 years. Such impacts have
not been recorded. This may only be because of the wide range of uncer-
tainty involved. The 90%confidence interval varies overmany hundreds
of years and the absence of a record that corroborates a central tendency
parameter like the “mean”may not be relevant. Nevertheless, an impor-
tant result of the case study is that the risk of fatalities from asteroids
impacting the 48 states is very small on a per year basis. Themean value
of 22 fatalities per year among a population of 280 million is relatively
insignificant with respect to other phenomena that have the potential
to produce fatalities in the U.S. Even at the high end of the confidence
interval, approximately 86 fatalities per year, the value is low compared
to other phenomena that result in fatalities in the 48 states.

The one characteristic about high energy asteroids that com-
mands attention is that they are a threat that has the potential to lead
to species extinction. The need for quantification of such a global
threat is obvious.

It is also interesting to note the relationship of the energy of
the asteroid (as defined in the initiating events) to its contribution to
fatalities per year. Initiating Event 2 (asteroids from 10 to 10,000
megatons TNTE) is the highest contributor (54%) to fatalities per
year. Only two other initiating events have a significant contribution
to fatalities per year: Initiating Event Global (25%) and Initiating
Event 1 (19%). The most likely asteroids to impact Earth do not have
the highest risk of fatality.

It is clear that asteroids are not among the high risks facing soci-
ety. The asteroid risk is unique because it is one of the few threats
that can have global consequences and possibly even lead to the
extinction of species. The good news is that high energy asteroids that
could threaten human civilization are predictable and avoidable if
actions are taken prior to impact. This fact alone has prompted specu-
lation on methods for altering the trajectory or changing the speed of a
threatening large asteroid to avoid a collision with Earth. There are
programs to monitor threatening large asteroids, but to date there
has not been a national or international commitment of major funding
for intercepting a threatening asteroid.

A point made in this book is the need for more quantitative
information on risks to support rational and scientifically based assess-
ments of threats to society. The case studies provide some insights on
the relative importance of the risks considered. One insight from this
case study is that actions to reduce the regional asteroid risk should be
a lower priority for many locations than protecting those locations
from other threats such as major hurricanes.

Case Study 2: Risk of Asteroids Impacting the Earth 101



4.3 Future Action

The National Aeronautics and Space Administration is a logical orga-
nization to perform assessments of the asteroid risk for the U.S. The
literature indicates that NASA has the capability to perform such risk
assessments but has not yet integrated quantitative risk assessment
into their basic decision making process.

This risk assessment indicates the advisability of concentrating
on asteroids that could impact Earth with impact energy of ten mega-
tons TNTE or more.

It is important that individual nations perform assessments of
the risks of asteroids, as the more likely asteroids are not of the size
to have global impact. The most likely asteroid impact will have a
regional impact that is location specific. In general, nations with little
or no coastline should have smaller fatality risk because they are not
vulnerable to tsunamis caused by asteroid impacts on the oceans.

4.4 The Risk from an Asteroid Impacting New Orleans

To enable a comparison of risks to a specific region, a quantitative risk
assessment of a high energy asteroid impacting New Orleans was com-
pleted.Results of this analysiswereused to compare the quantitative risk
assessment ofmajor hurricanes strikingNewOrleans to the quantitative
risk assessment of high energy asteroids impacting New Orleans.

This case study considered a high energy asteroid impacting
New Orleans as a result of (1) a direct land impact, (2) impacting the
Gulf of Mexico, and (3) an asteroid impact having global conse-
quences. Changes were made to the 48 states model to adapt the
model to impact only one metropolitan area with a high population
density. Care must be taken when making comparisons of the results
of the New Orleans assessment with those results for the 48 states.

A summary of selected results follows.

l The mean frequency is one in 110,000 years of a high energy aster-
oid impacting New Orleans resulting in 10,000 or more fatalities.
See Figure 4.10. There is considerable uncertainty in this result.
The 90% confidence interval of the frequency ranges from one in
29,000 years to one in 3,200,000 years.

l The most likely asteroid to cause catastrophic fatalities has impact
energy between 10 and 10,000 megatons TNTE and lands in the
shallow water of the Gulf of Mexico.

l Spreading the fatalities over a per year basis, the mean number of
fatalities from an asteroid hitting New Orleans was approximately
three per year. SeeTable 4.4. The 90%confidence interval ranges from
0.1 fatalities per year to 12 fatalities per year.
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l Approximately 98% of the New Orleans fatality risk comes from
asteroids having impact energies between 10 and 10,000 megatons
TNTE. Approximately 99% of the New Orleans fatality risk comes
from tsunamis.

The approach is to follow the same steps as above and simply
indicate the differences in the two models, that is, the 48 state model
and New Orleans.

4.4.1 Definition of the System During Normal
Conditions (Step 1)

For the case of the vulnerability of New Orleans to a high energy aster-
oid, the “system” is the city itself, its infrastructure, and its population.

4.4.2 Identification and Characterization
of System Hazards (Step 2)

No change from Section 4.2.2.

4.4.3 Structuring of the Risk Scenarios
and Consequences (Step 3)

Initiating Events

No changes were made to the regional initiating event frequencies.
No changes were made to Figure 4.2 (the land impact event tree) or

105 10610,000100 1000

10−5

10−8

F
re

qu
en

cy
 (

pe
r 

ye
ar

)

Fatalities

10−4

10−6

10−7

10−9

95th Percentile

Mean

5th Percentile

Median

FIGURE 4.10. Asteroid risk for metropolitan New Orleans.
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to Figure 4.3 (the Gulf of Mexico impact event tree). Figure 4.4 (the
Pacific Ocean impact event tree) and Figure 4.5 (the Atlantic Ocean
impact event tree) do not apply to New Orleans. No changes were
made to the global impact frequency but appropriate changes were
made to the population at risk.

Impacts Water or Land

No changes were made to structuring the scenarios with respect to
whether the high energy asteroid impacts water or land except to
delete the sequences resulting from asteroid impact in the Atlantic
and the Pacific oceans.

Population Density

Population data from the year 1990 and year 2000 U.S. census was used
for the values of population and land area. The total population of the
NewOrleansmetropolitanareawas taken tobe1.34million in a land area
of 5980 km2, which resulted in a population density of 224 people/km2.

A large portion of the New Orleans metropolitan area is below
sea level. This unique characteristic of New Orleans affected the
impact of a tsunami. For New Orleans, the asteroid that lands in the
Gulf of Mexico has an impact somewhat analogous to a hurricane that
strikes New Orleans but is different in critical areas. For asteroids,
there is no evacuation assumed. People inside the New Orleans levee
system will be protected from the tsunami as long as the levee system
remains intact. However, it is likely that the levee would be breached
by the tsunami. People outside the levee system would be subjected to
the direct impact of the tsunami.

The New Orleans risk model did not consider the distance the
tsunami would travel inland. Because of the low-lying nature of the
New Orleans area, the tsunami that reached the coast of the Gulf of
Mexico was assumed to impact the entire population of New Orleans
regardless of the amplitude of the tsunami. The tsunami would
impact New Orleans by going up the Mississippi River, by entering
Lake Pontchartrain, and by traversing over the low-lying land (mostly
wetlands) separating New Orleans from the Gulf of Mexico.

As noted above, for land impact NewOrleans was treated as a loca-
tionwith a high population density. All sequenceswithmedium and low
population densitiesweredeleted fromtheNewOrleans risk assessment.

Fatality Fractions

The fatality fraction for New Orleans following a high energy asteroid
impact in the Gulf of Mexico was assumed to be twice the fatality
fraction used in the 48 states model due to the unique characteristics
of New Orleans as elaborated on in Appendix C. No changes were
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made to the fatality fractions for those asteroids that directly
impacted New Orleans.

4.4.4 Quantification of the Likelihood
of the Scenarios (Step 4)

The New Orleans risk model was quantified by propagating each initi-
ating event through its respective event tree.

The 52 possible sequences in the 48 statesmodel were reduced to 18
sequences as shown in Table 4.4. There are 17 regional sequences and 1
global sequence. Of the 17 regional sequences, 5 of the sequences repre-
sent asteroid impact on land and 12 of the sequences represent asteroids
impacting theGulf ofMexico. Table 4.4 provides the details of the various
parametersused in the risk assessment including the initiating events, the
branch points, and the final results. The last column “Fatalities per Year”
is the mean number of fatalities per year for each sequence.

Appendix C provides details for the quantification of the asteroid
event trees for New Orleans. No changes were made to the uncer-
tainty distributions except for the fatality fraction following an aster-
oid impact in the Gulf of Mexico.

4.4.5 Assembly of the Scenarios into Measures
of Risk (Step 5)

The uncertainties in the initiating event frequencies and the people at
risk for each initiating event were propagated through the event tree
models to develop composite uncertainties for each sequence. The fre-
quency uncertainty distributions were then combined with the
corresponding fatality uncertainties, and the results were assembled
in the traditional complementary cumulative distribution function
format shown in Figure 4.10.

The overall results from the quantitative risk assessment for
New Orleans are represented by the set of curves shown in Figure 4.10.
The computer codes “Crystal Ball” and “EXCEL” were used for the
calculations. Figure 4.10 plots the cumulative frequency, with uncer-
tainty, of exceeding a specific number of fatalities. Figure 4.10 shows
that the mean frequency of exceeding 10,000 fatalities is approxi-
mately one in 110,000 years. The 90% confidence interval ranges from
one in 29,000 years to about one in 3,200,000 years.

4.4.6 Interpretation of the Results (Step 6)

The information in Table 4.4 can be organized in many ways to obtain
different perspectives on the results.

Table 4.5 rearranges Table 4.4 to list the sequences by the fre-
quency of each individual sequence in decreasing numerical order
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(mean values). The top sequence is a sequence involving an asteroid
with impact energy between 10 and 10,000 megatons TNTE impact-
ing the Gulf of Mexico over shallow water. The mean frequency of
occurrence is approximately one every 200,000 years and would result
in approximately 133,000 fatalities.

The mean value of approximately three fatalities per year is low
compared to other phenomena that result in fatalities in New
Orleans. Even at the high end of the uncertainty interval, approxi-
mately 12 fatalities per year, the value is low compared to other
phenomena that result in fatalities for New Orleans.
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CHAPTER 5

Case Study 3:
Terrorist Attack on the
National Electrical Grid

This case study is an extension of a study that the same authors
performed for a report prepared by a committee of the National
Academy of Engineering of the United States that was published
not by the Academy but as a special issue of the international jour-
nal, Reliability Engineering & System Safety.1 This case study is
not a full scope quantitative risk assessment, but a scoping analysis
to examine the need and value added of such an assessment. The
goal is to obtain insights on the risk of a terrorist attack of a specific
region of the electrical grid serving several large metropolitan areas.

The infrastructure for the reliable supply of electricity is critical to
the nation’s well being. This case study presents a risk assessment of
a hypothetical terrorist attack on a portion of the national electrical
grid. Vulnerabilities to terrorist attacks have been addressed in other
studies.2,3 The energy sector is currently responding to the threat of pos-
sible attacks through riskmanagement practices.4 Riskmanagement is
an integral part of the electricity sector’s program of “critical infrastruc-
ture protection.” As such, these efforts are defined as “safeguarding the
essential components of the electric infrastructure against physical and
electronic threats in amanner consistentwith appropriate riskmanage-
ment,with both industry and industry–government partnerships, while
sustaining public confidence in the electricity sector.”

This case study involves a risk assessment of a combined cyber5

and physical attack on a hypothetical electric power grid. The threat



assessment part of the case study is more limited than the vulnerability
assessment; this is primarily due to security considerations and a lack
of resources to examine classified threat information (see Chapter 2,
Section 2.4.2, and Figure 2.4 for the distinctions between “threat”
and “vulnerability” assessments). The vulnerability assessment devel-
ops the consequences to the point of inflicting various degrees of dam-
age to the electrical grid, but not to the point of the human fatality risk.
When the assessment is specialized to a specific location, the risk
measure will be in terms of consequences to the population at risk as
was done for the previous case studies on hurricanes and asteroids.

The authors have attempted to provide enough detail to convey the
ideas of the risk assessment methodology without resorting to overly
technical jargon. For some readers (managers, policy makers, etc.), there
may be too much detail. For the technical community, there may not be
enough detail. The authors suggest that policy makers concentrate on
the first few and last few pages of the chapter, which cover the essentials.
More technically inclined readersmaywant tomore closely examine the
detailed analytical steps of the risk assessment process.

This case study shows how vital infrastructure systems can be
analyzed to expose their vulnerabilities and to provide a basis for tak-
ing corrective actions either to avert or to mitigate the consequences
of a terrorist attack. The risk assessment leads to specific recommen-
dations, derived from the supporting evidence that could not have
been easily deduced, or supported, without this formal approach.

In the previous case studies on hurricanes and asteroids, a sum-
mary of results was presented in the introductory material to facilitate
not having to wade through a lot of technical jargon to get to some bot-
tom line information. For scoping analyses such as presented here on a
terrorist attack and in the next case study on abrupt climate change
the results take on a different meaning. That meaning is what can be
learned from risk assessment scoping analyses that is relevant to the real
world. Experience indicates thatmuch can be learned especially if care is
taken to have the scopingmodels reflect typical, if not actual, conditions
to be expected in the real world. Of course, the further compromise in
the scoping analyses is that the measures of risk are precursors to the
desired measure of consequences to the population at risk. In particular,
the scoping analyses truncate the damage states prior to health effects on
the population. Quantifying health effects to humans is a much greater
challenge and is usually not undertaken until the scoping analysis indi-
cates the need to do so. Thus, the summary of results that follows must
be interpreted in the context of how well the hypothetical system being
analyzed represents reality. Past practice has indicated, in fact, that such
scoping analyses most often do provide important insights into the risk
of the actual system, although with much greater uncertainty than
would be the case for a comprehensive risk assessment.
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5.1 Summary of Insights from the Scoping Analysis

Besides serving the purpose of guiding the modeling approach in a
quantitative risk assessment, a scoping analysis provides insights into
the magnitude of the risk of the system being analyzed. Of course,
such results are suspect until they are backed up with a quantitative
assessment of the specific system at its specific location. Meanwhile,
the scoping results usually bound the risk of the intended application
and provide information for making a decision to proceed or not to
proceed with the analysis.

As a general indication of the risk of a terrorist attack of a
regional electrical grid having the properties and conditions chosen
for this scoping analysis, we are 90% confident that the frequency of
a long-term regional power outagea from a terrorist attack is one event
in 5250 to 67 years. The mean frequency is approximately one in 250
years. Whether such an event meets the criteria of a catastrophic
event (10,000 fatalities or greater) is dependent on many things yet
to be considered such as (1) how much longer than 24 h might the out-
age be, (2) exactly how dependent the metropolitan area(s) are on elec-
tric power, (3) what emergency systems exist for such an event, and (4)
the alternatives for evacuation and outside support.

This scoping analysis indicates that the most likely consequence
of a terrorist attack is not a long-term outage, but rather a shorter and
more localized power outage such as the outage of a single vulnerable
network within a regional grid that possibly serves a large metropoli-
tan area. For this case we are 90% confident that the frequency of a
power disruption is one event in 225 to 20 years. The mean frequency
is one event in 53 years. The result would most likely be a short-term
outage or possibly only a power transient.

Other insights provided by the scoping analysis follow.

l The analysis clearly shows that the attackers’ chance of success in
causing a long-term outage is very networkb dependent within a
regional grid. Different networks in a grid have different vulnerabil-
ities that are not obvious until actual attack scenarios are detailed
in a structured manner typical of risk modeling. Networks and sys-
tems considered important for grid stability and normal operation,
and thus most often best protected, may not be the best targets for
creating extended outages.

a A long-term power outage is defined in this study as a complete loss of power
for 24 h or greater.

b A network is an interconnected system of generators, substations, and major
transmission lines.

Case Study 3: Terrorist Attack on the National Electrical Grid 113



l The likelihood of a successful attack is much greater for a physical
attack than for a cyber attack. This is probably because it is easier
to build in software barriers than it is to “harden” diverse and
expansive physical plant systems that are highly interconnected.

l The relative high degree of success of physical attacks is attributed
primarily to the fact that many critical systems such as substations,
extra high-voltage transmission lines, and switching facilities are
often located in remote areas with minimal security or regular
surveillance.

l Coordinated physical attacks on local substations in vulnerable net-
works and a cyber attack on the regional supervisory control and
data acquisition (SCADA) systems is most important to the overall
risk of combined network and regional power outages.

l The analysis indicated that there would be a very low likelihood of
successful intrusion into the regional SCADA systems, although
there is a great deal of uncertainty in the estimates.

Despite a plethora of systems involved in a regional electrical
grid, the scoping analysis suggests that a limited number of systems
stand out as vulnerable targets for terrorists. Examples are strategi-
cally located substations that may not be critical to the network’s
electrical stability, but very critical in triggering a long-term outage
within a network.

5.2 A Scoping Analysis to Support a Quantitative Risk
Assessment of a Specific Terrorist Attack

This scoping analysis follows the pattern of the six-step process to
quantitative risk assessment introduced in Chapter 1 and employed
for Case Studies 1 and 2. In the absence of this being a complete risk
assessment, the steps are still employed to note what scoping analysis
effort relates to what risk assessment step.

5.2.1 Definition of the System During Normal
Conditions (Step 1)

In an increasingly interconnected world, technology-based systems and
networks are becoming more and more interdependent. An attack on
one system can have far-reaching, cascading effects on other systems
and on society as a whole. The system in this example is a hypothetical
portion of a national electric power grid, which is tightly linked to
other vital systems and, therefore, is an attractive target for terrorists.
The consequences of an attack on a national electric power grid that
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leads to long term-outages, say greater than 48 h, could cascade into
major disruptions in transportation, communications, sanitation, food
supplies, water supplies, and other vital systems.

The first step of the analysis process is to understand how the
electricity supply system works, so that departures from normal, suc-
cessful operation can be examined. Once the normal system status is
clearly understood, vulnerabilities that require special analysis can be
identified.

The hypothetical system for this case study includes a portion of
the national electrical grid that supplies power to a region of the coun-
try. Within that region are several interconnected networks that
contain electrical generators, transmission lines, and distribution
facilities that deliver power to major metropolitan areas and individual
consumers.

The Region

Figure 5.1 represents a major region in the national electric power
grid. Each network corresponds to a large metropolitan area, such as
New York City, Philadelphia, Boston, etc. Networks are inter-
connected to form a regional grid (such as the northeast corridor or
the western states). In Figure 5.1, Network 1 is interconnected with
four neighboring networks through ties T12, T13, T14, and T15.
These “interties” form the transmission system and are typically
extra-high voltage (EHV) transmission lines that provide the major
pathways for power flow throughout the region and between cities.
Regional grid operations are typically coordinated through established
protocols that are designed to ensure economical transfers of power
through the interties and to prevent failures from cascading and caus-
ing widespread disruptions in power (such as the August 2003 black-
out in the northeast U.S.).

Figure 5.1 shows that external power can be routed to Network 1
through several parallel interties. In some parts of the country, the
available interconnections are limited. Well known examples include
the north-south ties through the Western Interconnection, ties from
the southern power pools to the Electric Reliability Council of Texas
Interconnection, and limited ties to Florida through the Eastern Inter-
connection. Because these regional-specific features must be carefully
taken into account, realistic risk assessments cannot be performed
generically.

In addition, the U.S. Department of Energy has identified several
transmission “bottlenecks” at various interties throughout the U.S.
electrical grid.6 Bottlenecks occur at points where major tie lines are
frequently loaded to a large fraction of their available capacity and
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thus have limited reserve capacity for additional power flows during
emergency situations. These bottlenecks represent critical choke-
points in the transfer of power between interconnected networks.

The Network

Figure 5.2 shows an expanded view of Network 1. The network con-
tains an interconnected system of generators, substations, and major
transmission lines. Network 1 has five major generating stations
(G1 through G5) that are responsible for generating power, and four
major transmission substations (S1 through S4) that distribute power.
Generation, transmission, and power flows in each network are typi-
cally coordinated through a centralized operations and control facility.
Network control centers have the primary responsibility of schedul-
ing power purchases from generating units, allocating generation and
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FIGURE 5.1. Example regional grid.
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loads to available transmission lines, ensuring network stability and
reliability, and responding to emergencies.

Elements of the Network and Region

This analysis focuses on four elements of the electrical grid: substa-
tions, transmission lines, SCADA systems, and energy management
systems (EMSs). Each represents a potential point of vulnerability
and therefore must be defined.

Substations
Substations are the transfer points for energy flows within the electri-
cal grid. Each substation contains transmission line termination
points, as well as circuit breakers and bus bars that interconnect the
transmission lines with various circuits. Major substations also con-
tain transformers that reduce intertie transmission line voltages to
network transmission levels. Each substation contains metering
equipment, protection relays, and switching circuits that control the
operation of the connected generation, transmission, and distribution
supplies.

T15 S4
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FIGURE 5.2. Generating stations and substations in Network 1.
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In Figure 5.2, substation S1 contains monitoring, control, and
protection circuits for all power output from generating station G1;
part of the power output from generating station G3; network trans-
mission line connections to substations S2, S3, and S4; and regional
transmission line interconnection T12.

Transmission Lines
Transmission lines are the conduits that transfer energy throughout
the grid. Because of their importance to system operation, this assess-
ment focuses primarily on EHV transmission lines that transmit
energy from individual generators to the major substations in each
network.

Substation S1 contains the following six transmission line con-
nections: line G1-S1 connects the output from generating station
G1; line G3-S1 connects the output from generating station G3; lines
S1–S2, S1–S3, and S1–S4 connect to the other substations in the net-
work; and line T12 is the regional intertie to Network 2.

In practice, each transmission line typically contains two or
more parallel circuits, either mounted on overhead towers or routed
underground. Because land space for EHV transmission corridors is
often limited, several transmission lines may be routed through the
same right-of-way. For example, transmission line T12 is the long
distance intertie line to Network 2. However, lines G1 and T12 are
located in a common right-of-way for part of their route to substation
S1. Similarly, lines S1–S2 and S1–S3 leave substation S1 together
before they split.

Supervisory Control and Data Acquisition Systems
Each network SCADA system provides integrated parameter monitor-
ing, data processing, and automatic control of circuit switching, load
smoothing, and regulation of voltage and frequency throughout the
network. The SCADA system also provides status displays for all
major equipment and transmission lines, parametric trends, alarms,
and a manual control interface for the load-control center operators.

The SCADA system “oversees” the network and responds to
changing conditions. For example, if generating station G1 trips off
line, the consequential voltage and frequency fluctuations may
require rapid, active circuit switching to route additional power to
substation S1. The SCADA system automatically controls energy
transfers by switching the appropriate circuit breakers, and it
increases output from the remaining generators to compensate for
the lost generating capacity. If the fluctuations cannot be stabilized,
the SCADA system implements preprogrammed automatic protection
protocols to open the connections to selected substations and restores
stable conditions throughout the remainder of the network.
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Similar supervisory and control functions are also performed by
SCADA systems at the regional level.

Energy Management Systems
An EMS can be loosely thought of as providing input to the SCADA
control system. The EMS determines the most cost-effective configu-
ration of power production, transmission, and distribution throughout
the network, considering the required criteria for system stability,
safety, and reliability. An EMS typically provides the fundamental
information and computation capability to perform real-time network
analyses, to provide strategies for controlling system energy flows, and
to determine the most economical mix of power generation, power
purchases, and sales.

For example, if generating station G4 trips off line, the EMS will
determine if it is more cost-effective to increase output from generat-
ing station G5, to start local peaking units (auxiliary units to supple-
ment high network demands), to increase energy flow through
interconnection T15, or to implement other options. The selected
strategy depends on the system status at the time of the transient
and preprogrammed protocols for rapid recovery of stable load flows
at the lowest available cost for emergency replacement power.

Specific Details of the Example System

The following system characteristics are defined.

l The total available generating capacity in Network 1 is not suffi-
cient to meet load demands during periods of peak energy usage
(e.g., summer weekdays).

l Most of the customers in Network 1 are supplied through connec-
tions to substations S1, S2, and S3.

l Substation S4 serves primarily as an EHV transmission intertie, and
it carries only a small fraction of the total network distribution load.

l Interconnection T12, the primary intertie between Network 1 and
the region, is a potential transmission bottleneck.

5.2.2 Identification and Characterization of System
Hazards (Step 2)

Once a system is defined, the hazards associated with it can be identi-
fied and characterized. In the risk sciences, the word “hazard” is
usually defined as “a potential source of danger or damage,” but does
not necessarily imply the infliction of damage. A risk scenario is a
sequence of events that links the hazard to the final damage state.
For example, a chemical plant with an inventory of toxic chemicals
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can contain a variety of hazards, but only through risk scenarios (i.e.,
accidents or malicious acts) can the hazards be manifested as an
actual damage state.

For this particular case study, the source of danger is defined as a
potential terrorist action. Specific scenarios that will be developed fur-
ther in this case study are (1) physical attacks on critical substations
within Network 1, (2) physical attacks on transmission lines and
switching facilities in the regional grid, and (3) a coordinated simulta-
neous cyber attack on the regional SCADA systems.

5.2.3 Structuring of the Risk Scenarios and
Consequences (Step 3)

Scenario development, the fundamental building block of every risk
assessment, follows a structured format that answers two of the risk
triplet questions.

l What can go wrong?
l What are the consequences?

A variety of logic models and analytical tools are used to develop
risk scenarios. These include event–sequence diagrams (ESDs) that dis-
play important elements of the evolving scenario, failure modes and
effects analyses (FMEAs) that tabulate possible contributing causes,
and event trees or fault trees that display functional and logical relation-
ships among threats, targets, vulnerabilities, and consequences.

Two common methods are used for scenario development. One
involves going forward from an initial disturbance of the system; the
other works backward from the undesirable end state.

1. Given a set of initiating events, the structuring of scenarios is done
so that the end state (the damage state or undesired event) of each
scenario is the condition that terminates the scenario. This
approach is used for full-scope risk assessments that trace an upset
from its initiation to its final impact on the system. Scenarios con-
structed in this way form what is called an event tree.

2. Given an end state (the undesired event), a systematic logical pro-
cess is used to project backwards and to determine the potential
scenarios that could cause the end state. This approach yields what
is called a fault tree.

These methods are often used together to construct an encom-
passing set of risk scenarios. Obviously, a comprehensive examination
of the electrical grid vulnerabilities might identify a great number of
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possible threat scenarios for a particular set of consequences or damage
levels. It is impractical in this example to demonstrate a complete risk
assessment of all possible damage conditions. Therefore, we define a
small number of possible scenarios and link them to defined damage
levels.

Definition of Damage Levels and Consequences

In Section 5.2.2, the source of danger (the terrorist action) was defined,
and potential threats were identified. In this step of the analysis, six
potential end states are defined and are linked to initiating events
through the scenario development process.

l Damage Level 0 (no damage)—no significant network or regional
power outages

l Damage Level 1—transient outage to Network 1
l Damage Level 2—transient outage to the region (and Network 1)
l Damage Level 3—long-term outage to Network 1
l Damage Level 4—long-term outage to Network 1 and transient out-
age to the region

l Damage Level 5—long-term outage to the region (and Network 1)

Damage Level 0 (included for analysis completeness) accounts
for the possibility that the terrorists may fail to cause any significant
damage. Actions that prevent or effectively mitigate an attack sce-
nario result in successful termination of the event, and these scenar-
ios are assigned to Damage Level 0.

For this case study, transient damage means a complete loss
of power for a period of 4–24 h. Long-term damage means a complete
loss of power for more than 24 h. For example, Damage Level 1 means
that Network 1 (and only Network 1) experiences a power outage of up
to 24 h. Damage Level 4 means that Network 1 experiences a power
outage of more than 24 h, and the entire region experiences an
outage of up to 24 h. The damage levels are used primarily to
focus the scenario construction process and to show that a clear defi-
nition of the undesired consequence is critical to a structured risk
assessment.

In this case study, the damage levels do not explicitly account
for public health and safety consequences. However, a sustained
outage of electric power would clearly cause chaos and helplessness,
especially in an urban environment. Depending on the duration of the
outage and the infrastructure interdependencies, the consequences
could be catastrophic. Cascading events could lead to the loss of
communications and transportation systems, clean water, sanitation,
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health care, security, and food supplies. In this general context, the six
damage levels are defined with an expected increasing degree
of severitywith respect to their consequences on the local and regional
populations. Of course, based on the extent and duration of the power
outages considered in this example, it would be possible to assessmore
detailed health and safety consequences for a specific urban setting
using the same analysis techniques.

Derivation of the Attack Scenarios

The risk scenarios show how specific damage levels can result from
physical attacks on the system hardware, cyber attacks on system
controls, and combinations of these attacks. First, a potential physi-
cal attack is discussed to illustrate how an event is generated.
Second, a cyber attack is presented. The cyber attack may either
initiate additional failures or further compound the effects of the
physical damage.

Physical Attack on Network 1
Numerous physical methods could be used to damage equipment at
each substation in Network 1, with varying degrees of damage to the
network and the region. For example, carbon fibers, Mylar strips, or
other contaminants could be sprayed over buses and transformers to
cause severe short circuits. Explosives could be used to destroy key
transformers, circuit breakers, and bus sections. Attackers could also
damage circuit breaker controls at substation operating panels.

To help model these scenarios, it is assumed that a threat assess-
ment revealed a high likelihood that detailed information about the
electrical grid has been made available to terrorists. To illustrate the
analysis method, substation S1 is examined first because it controls
the full output from generating station G1, part of the output from
generating station G3, and, most important, the termination of the
key regional interconnection T12.

To generate the attack scenarios, five sequential questions are
asked.

1. Does the attack succeed? Success means that substation S1 is phys-
ically attacked, and it is completely disabled.

2. Do all of the other generating stations in Network 1 fail? Electrical
grids are typically designed so that one substation can trip off line
without destabilizing the entire network. However, it is conceiv-
able that a fault-initiated clearance of all circuits at substation S1
could cause a sufficient drop in voltage and frequency to initiate
automatic load shedding and circuit isolation at all other
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substations, thereby causing all remaining generators to trip off
line. Therefore, our model must account for this possibility.

3. How long does the Network 1 outage last? This will depend on
how quickly contingency plans can be implemented to restore
power to the network.

4. Does the transient propagate throughout the region? In the event of a
physical attack that destabilizes Network 1, it is very likely that the
regional protection signals would automatically open the remaining
interconnections (T13, T14, and T15) and prevent the transient from
propagating to the adjacent networks. However, the possibility of
failures that cause cascading damage at the regional level must be
considered for a comprehensive analysis of transient and long-term
outages.

5. How long does the regional outage last? This will depend on how
quickly contingency plans can be implemented to enable the sys-
tem to recover. It is assumed that if there is a transient outage of
Network 1, then the maximum time for a regional outage is also
transient (i.e., less than 24 h).

Figure 5.3 shows the systematic thought process that is used to
develop the attack scenarios and to assign their consequences to the
damage levels. Branches may be added to account for other protective
barriers in each system. The primary purpose of this exercise is to
create a comprehensive framework for identifying vulnerabilities
and to ensure a balanced consideration of all possible consequences.
Figure 5.3 also illustrates how the scenario development process can
be used to represent complex combinations of failures and cascading
effects. A full-scale risk assessment would further examine the effects
from attacks on each substation, as well as multiple substations
at once.

Cyber Attack in Conjunction with a Physical Attack
If a physical attack has destabilized Network 1, how might a terrorist
prevent isolation of the network and allow the transient to propagate
into the regional grid? One method would be to coordinate the physi-
cal attack with a cyber attack that keeps the circuit breakers closed at
the network-region interties.

The growing complexity of the electric power grid, coupled with
economic incentives for trading energy across regions, has signifi-
cantly increased reliance on computerized control systems and data
communication networks to control the components of the electrical
grid. This leads to a potential vulnerability that can be exploited by
terrorists. A cyber attack may be attractive to terrorists for many
reasons.
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l A cyber attack on the electric power grid would not require a physi-
cal presence in the United States. The attack could be planned, coor-
dinated, and carried out from almost anywhere in the world where
there is a connection to the Internet, thus eliminating the security
risks and expenses of infiltrating human agents into the U.S. where
they and their plans might be discovered.

l Significant damage could be done with minimal investment. This
same logic has been hypothesized as a motivating factor behind
the September 11 attacks. The attacks were planned to produce
the most damage with the least investment (e.g., a high return on
investment for terrorist monetary and personnel resources).

l The terrorists would use our own resources to attack us. This is also
compatible with one of the hypothesized characteristics of the cur-
rent threat; the major resources for an attack are supplied by the tar-
get nation. The open, unregulated nature of the Internet in the
United States provides a wide-open pathway to targets. This Inter-
net pathway provides not only a way to reach SCADA systems,
but is also an invaluable resource for identifying potential targets
and providing technical information critical to the success of an
attack.
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FIGURE 5.3. Thought process for attack scenarios.
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As Figure 5.3 shows, power outages in Network 1 may propagate
into the regional grid if the regional SCADA emergency protection
and control functions are disabled. Thus, one possible way for terror-
ists to cause a regional outage is to ensure that two successive events
occur: (1) a very large power mismatch in Network 1 must be created
(e.g., by a physical attack) and (2) the initiating transient created in
Network 1 must propagate through and disable the region (e.g., by a
cyber attack).

One possible way to achieve Damage Level 4 or Damage Level 5
is to ensure that the power mismatch created by a physical attack
cannot be quickly corrected by combinations of available generation
and automatic load shedding in Network 1 or by automatic supplies
from the interconnected regional grid. After Network 1 is brought
down, additional attack strategies would be necessary to ensure that
the Network 1 failures cascade throughout the regional grid. Thus,
intruders must override or block the regional SCADA protection
and control systems that contain the frequency stabilization, load
shedding, and isolation protocols. If the major regional interties
remain connected to the faults in Network 1, the entire grid will
quickly collapse. Individual network protection and control systems
will attempt to maintain stable power flows within each of the other
networks. However, if a network depends heavily on bulk power flows
from the regional grid, it is very likely that the internal network con-
trol systems will not stabilize voltage or frequency. Widespread auto-
matic shedding of loads and generation will then cause additional
outages and exacerbate instabilities in other networks along the line.
Of course, causing this level of regional damage would typically
require more resources and coordination than an attack that affects
only Network 1.

Development of the Risk Model

The triplet definition of risk is the fundamental framework for risk
assessment. Risk is measured in terms of scenarios (what may hap-
pen), likelihood (how likely is it to happen), and consequences (what
are the results). Risk is not a number, but a collection of numbers,
or more precisely a collection of curves that display scenarios, likeli-
hoods, and consequences. The so-called “risk parameter” is usually
expressed as the frequency with which an undesired event occurs.
Since this frequency is never known exactly, the state of knowledge
about the numerical value of this frequency is expressed as a probabil-
ity curve against the possible numerical values of the frequency.
This probability curve is used in the Bayesian sense, and it expresses
the state of knowledge about the frequency, based on all the relevant
available evidence. Probability interpreted in this way embodies
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the notion of uncertainty. The undesired event(s) can be a fixed
level of damage, such as the total destruction of a building, or a
varying parameter, such as the number of fatalities or injuries with
probability as a parameter. Dollars are also a widely used parameter
for measuring risk. In many situations, combinations of risk measures
are used.

In this section we will examine how the model for assessing the
risk of power failures at the network and regional levels is con-
structed and, separately, how each type of attack is modeled and
quantified. The quantification of the attack scenarios follows the
process described in Chapter 2. The first step of the process is to
develop a model that provides a framework for systematically evalu-
ating the causes, frequencies, and consequences of each undesired
condition. Experience has shown that the “top down” perspective
employed here is the best way to ensure that the analyses are com-
plete. The scope of the model must be broad enough to account for
all possible causes and all possible consequences. The model must
also be sufficiently detailed to support realistic engineering evalua-
tions of various threats and vulnerabilities and to provide clear infor-
mation about the contributors to each undesired event. The model
must support quantitative analysis of each potential contributor,
including rigorous treatment of uncertainties throughout the analysis
process.

The parameter selected for measuring risk is based on the suc-
cess rate of different levels of damage to the electrical grid. The prob-
ability of frequency concept developed in Chapter 2 is a convenient
method for calculating risk because it not only represents the fre-
quency with which a specific consequence may occur, but it also
communicates the analyst’s uncertainty in that frequency and,
therefore, in the risk. In this case study, the success rate for different
levels of damage (a form of frequency) was chosen as a convenient
parameter. Thus, the probability of the success rate for achieving dif-
ferent consequences, or damage levels, is the basis for measuring
risk.

Top-level Event Tree
Figure 5.4 shows a simplified top-level event tree that may be used to
quantify the levels of damage in this case study. The following items
briefly summarize the scope and definition of each top event listed in
the figure.

Network 1 damage. The Network 1 Damage top event represents
the success rate for attackers damaging sufficient equipment in
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Network 1 to cause a power outage throughout the network. The hor-
izontal path from the Network 1 Damage top event occurs if the
attackers do not disable enough equipment to cause a network power
outage. The failure path from the Network 1 Damage top event (the
vertical path in the event tree) occurs if the attack results in damage
to the network power supplies.

Network 1 duration. The Network 1 Duration top event is ques-
tioned only if the attack causes a power failure in Network 1. It eval-
uates the duration of the network power outage. The horizontal path
from the Network 1 Duration top event occurs if the attack causes
only enough damage to disable power for less than 24 h (i.e., a tran-
sient power outage for this case study). The failure path from the Net-
work 1 Duration top event (the vertical path in the event tree) occurs

Top Events

Network 1
Damage 

Network 1
Duration

Region
Damage 

Region
Duration

Sequence
Damage

Level

No No
1 None (0) 

Yes < 24h 
2 2 

> 24h 
3 5 

Yes < 24h No
4 1 

Yes < 24h 
5 2 

> 24h 
6 5 

> 24h No
7 3 

Yes < 24h 
8 4 

> 24h 
9 5 

Damage Levels:
0 = No damage to Network 1 or the regional grid 
1 = Transient damage to Network 1, no damage to the regional grid 
2 = Transient damage to Network 1, transient damage to the regional grid
3 = Long-term damage to Network 1, no damage to the regional grid 
4 = Long-term damage to Network 1, transient damage to the regional grid 
5 = Long-term damage to Network 1, long-term damage to the regional grid 

FIGURE 5.4. Top-level event tree for grid damage.
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if the attack results in severe damage to the network power supplies
and causes an outage that lasts longer than 24 h.

Region damage. The Region Damage top event represents the suc-
cess rate for attackers damaging regional SCADA system controls or
transmission system hardware that causes power failures throughout
the regional grid. This type of attack may be launched independently
of an attack on Network 1, or the attacks may be coordinated. Thus,
the Region Damage top event is questioned after both success and fail-
ure of the Network 1 Damage top event. The horizontal path from the
Region Damage top event occurs if the intruders do not disable the
regional grid. The failure path from the Region Damage top event
(the vertical path in the event tree) occurs if the intruders cause a
regional power outage.

Region duration. The Region Duration top event is questioned only
if the attack causes a power failure in the regional grid. It evaluates
the duration of the regional power outage. The horizontal path from
the Region Duration top event occurs if the attack causes only enough
damage to disable power for less than 24 h (i.e., a transient power out-
age for this case study). The failure path from the Region Duration top
event (the vertical path in the event tree) occurs if the attack results in
severe damage to the regional grid power supplies and causes an out-
age that lasts longer than 24 h.

Possible Outcomes
Sequence 1 in Figure 5.4 occurs if the attackers do not achieve any of
their objectives. Even if there are some localized power outages in
Network 1 or in portions of the regional grid, the outages are not
severe enough or of long enough duration to satisfy the damage cri-
teria of concern for this analysis. Sequence 1 terminates in a condition
that is considered to be functional success of the regional and network
power supplies, and it is assigned to Damage Level 0.

Sequence 2 may occur if the intruders successfully initiate a
cyber attack on the regional SCADA systems, causing them to send
out anomalous protection and control signals that result in wide-
spread, short-term power outages throughout the grid. These regional
outages also affect Network 1. Sequence 2 may also occur if the
attackers damage the regional grid hardware, but the damage is not
severe enough to prevent restoration of power within 24 h. In these
scenarios, the local attackers are not able to cause sufficient damage
to prolong the outages in Network 1 beyond 24 h. Therefore, Sequence
2 terminates in a condition that is equivalent to Damage Level 2.

Sequence 3 occurs if the attackers cause severe damage through-
out the regional grid, which cannot be repaired or circumvented
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within 24 h. These conditions result in a long-term regional power
outage, including Network 1, and Sequence 3 is assigned to Damage
Level 5.

Sequence 4 occurs if the attackers achieve sufficient damage in
Network 1 to cause transient power outages throughout a large por-
tion of the network, but no disruption in the regional power supplies.
Sequence 4 terminates in a condition that is equivalent to Damage
Level 1.

Sequence 5 is functionally similar to Sequence 2. A coordinated
attack damages enough equipment in Network 1 and the regional grid
to cause short-term power outages. However, the regional attacks are
not severe enough to prolong the outages beyond 24 h. Therefore,
Sequence 5 terminates in a condition that is equivalent to Damage
Level 2.

Sequence 6 occurs if the attackers achieve sufficient local dam-
age in Network 1 to cause only a transient power outage in the net-
work. However, the attackers also disable the regional SCADA
system controls or cause severe damage throughout the regional grid,
which cannot be repaired or circumvented within 24 h. These condi-
tions result in a long-term regional power outage, including Network
1, and Sequence 6 is assigned to Damage Level 5.

Sequence 7 occurs if the attackers cause sufficient damage to
Network 1 to cause widespread, long-term power outages throughout
a large portion of the network, but no disruption in regional power
supplies. Sequence 7 terminates in a condition that is equivalent to
Damage Level 3.

Sequence 8 occurs if the attackers cause sufficient damage to
Network 1 to cause widespread, long-term power outages throughout
a large portion of the network. The intruders also successfully initiate
a cyber attack on the regional SCADA systems causing them to send
out anomalous protection and control signals resulting in widespread,
short-term power outages throughout the grid, but the damage is not
severe enough to prevent power restoration within 24 h. In these sce-
narios, power is restored to the region within 24 h, but Network 1
remains deenergized for an extended period of time. Therefore,
Sequence 8 terminates in a condition that is equivalent to Damage
Level 4.

Sequence 9 occurs if the attackers achieve all of their objectives.
The local attackers cause sufficient damage in Network 1 to cause
widespread, long-term power outages throughout a large portion of
the network. The attackers also disable the regional SCADA system
controls or cause severe damage throughout the regional grid, which
cannot be repaired or circumvented within 24 h. These conditions
result in a long-term regional power outage, including Network 1,
and Sequence 9 is assigned to Damage Level 5.
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Detailed Model of the Network Attack Scenarios

The top-level event tree in Figure 5.4 is logically complete, and it pro-
vides a framework for evaluating the success rate of each potential
level of damage. In practice, however, it is often necessary to increase
the level of detail in the supporting analyses to examine the threats,
vulnerabilities, and causes that may contribute to each undesired con-
dition. The increased detail facilitates a more systematic evaluation of
each potential cause of failure, and it provides a logical framework for
assessing the effectiveness of specific mitigation measures. The
detailed evaluations also often reduce the inherent uncertainties in
approximate high-level estimates, or identify the most important
sources of uncertainty in each estimate.

Event Tree Logic Structure
The event tree in Figure 5.5 develops a more detailed analysis of the
Network 1 Damage and Network 1 Duration top events. The
expanded logic includes more details about attacks on the three criti-
cal substations in Network 1, and the corresponding likelihoods of
short-term and long-term network power outages. The scope and defi-
nition of each top event listed in the figure are summarized below.

SUB S1. The SUB S1 top event evaluates whether the attackers
destroy enough equipment in substation S1 to functionally disable
its power generation and transmission interconnections. The horizon-
tal path from the SUB S1 top event occurs if the attackers do not
achieve their goal. The substation may be partially damaged, or the
impacts may temporarily disrupt power. However, the damage is not
sufficient to incapacitate the major interconnections for more than 4
h. The failure path from the SUB S1 top event (the vertical path in
the event tree) occurs if the attackers cause enough damage to
completely disable substation S1 for at least 4 h.

SUB S2. The SUB S2 top event is similar to the SUB S1 top event. It
evaluates whether the attackers destroy enough equipment in substa-
tion S2 to functionally disable its power generation and transmission
interconnections.

SUB S3. The SUB S3 top event is similar to the SUB S1 top event. It
evaluates whether the attackers destroy enough equipment in substa-
tion S3 to functionally disable its power generation and transmission
interconnections.

NET ST. The NET ST top event evaluates the conditional likeli-
hood that each level of substation damage causes at least a transient
power outage throughout Network 1. The likelihood of a network
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outage depends on the specific combination of substations that are
damaged, their generation and transmission interconnections, and
the network loading conditions at the time of the attack. Thus, the
assigned value for consequential failure of the NET ST top event is
different for each combination of substation damage conditions.

Electrical grids are typically designed so that one substation can
trip off line without destabilizing the entire network. However, it is
conceivable that a fault-initiated clearance of all circuits at one sub-
station could cause severe fluctuations in voltage and frequency
throughout the network, especially during conditions of high loading.

Top Events 

Damage Level 

1  None (0) 

2 None (0) 

3 1

4 3

5 None (0) 

6 1

7 3

8 None (0) 

9 1

10 3

11 None (0) 

12 1

13 3

14 None (0) 

15 1

16 3

17 None (0) 

18 1

19 3

20 None (0) 

21 1

22 3

SUB S1 SUB S2 SUB S3 NET ST NET LT Sequence

FIGURE 5.5. Event tree with increased detail for Network 1 damage and
duration.
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These cascading faults could initiate automatic load shedding and cir-
cuit isolation at all other substations, thereby causing all remaining
generators to trip off line. The model must account for this possibility.
Thus, the status of the NET ST top event is questioned after every
possible combination of substation failures, including damage to only
one substation.

The horizontal path from the NET ST top event occurs if the
substation damage is not severe enough to cause a widespread power
outage throughout Network 1, or if the resulting network outage dura-
tion is less than 4 h. These conditions are considered to be functional
success of the network power supplies. The failure path from the NET
ST top event (the vertical path in the event tree) occurs if the substa-
tion damage is severe enough to cause a network power outage that
lasts at least 4 h (i.e., at least a transient network outage for this
analysis).

NET LT. The NET LT top event evaluates the conditional likeli-
hood that each level of substation damage causes a long-term power
outage throughout Network 1 with duration longer than 24 h. The
assigned value for consequential failure of the NET LT top event
depends on the same combinations of substation damage and network
loading conditions that affect the NET ST top event.

The horizontal path from the NET LT top event occurs if the
substation damage is not severe enough to cause a network outage
with duration longer than 24 h. These conditions are functionally
equivalent to a transient network outage for this analysis. The failure
path from the NET LT top event (the vertical path in the event tree)
occurs if the substation damage is severe enough to cause a network
power outage that lasts longer than 24 h.

Event Sequences and Possible Outcomes
Sequence 1 in Figure 5.5 occurs if the attackers do not cause enough
damage to incapacitate any of the three critical substations. Short-
term, localized power disruptions may occur in some areas, but the
outages are not of sufficient severity or duration to satisfy the damage
criteria of concern for this analysis. The success path from the NET
ST top event also occurs if the attacks do not inflict enough damage
to cause widespread outages throughout the network, or if the outage
duration is less than 4 h. Thus, Sequences 1, 2, 5, 8, 11, 14, 17, and 20
end in a condition that is considered to be functional success of the
network power supplies.

Sequence 3 in the event tree occurs if the damage to substation
S3 is severe enough to cause a transient power outage throughout a
large portion of Network 1. The failure path from the NET ST top
event occurs whenever the achieved level of damage is severe enough
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to cause a network outage that lasts longer than 4 h. The success path
from the NET LT top event occurs if the outage duration is limited to
less than 24 h. This transient outage condition occurs in Sequences 3,
6, 9, 12, 15, 18, and 21, and it is equivalent to Damage Level 1.

Sequence 4 in the event tree occurs if the damage to substation
S3 is severe enough to cause a long-term power outage throughout a
large portion of Network 1. The failure path from the NET LT top
event occurs whenever the achieved level of damage is severe enough
to cause a network outage that lasts longer than 24 h. This outage
condition occurs in Sequences 4, 7, 10, 13, 16, 19, and 22, and it is
equivalent to Damage Level 3.

In practice, for a more detailed evaluation of the possible contri-
butions to network power outages, the Network 1 Damage and
Network 1 Duration top events in Figure 5.4 can be replaced by the
entire event tree in Figure 5.5. Of course, other types of logic models
can be used to accomplish the same goal (e.g., a fault tree that is logi-
cally equivalent to Figure 5.5). More detailed models may be devel-
oped to further subdivide and evaluate the various threats and
vulnerabilities that contribute to each top event. For example, numer-
ous potential attack scenarios with specific requirements for attacker
resources and corresponding likelihoods of success may be examined
for substation S1. Coordination strategies for attacks on multiple tar-
gets may also be examined, which may introduce important depen-
dencies among the analyses for each substation. For the purposes of
this example, the level of detail is developed only as far as shown for
the integration of Figures 5.4 and 5.5.

Complete Model for the Risk Assessment

Figure 5.6 shows the complete event tree that is used to quantify the
various attack scenarios and possible damage levels for this case
study.

Event Tree Logic Structure
The final event tree is logically equivalent to the top-level event tree
that is shown in Figure 5.4. The order of the regional and network top
events is reversed to improve computation efficiency in the finalmodel.
However, the possible attack scenarios, damage contributions, and
consequences remain the same. Figure 5.6 combines the detailed event
tree for Network 1 damage from Figure 5.5 with the following two addi-
tional top events that evaluate possible damage at the regional level.

GRID H. The case study includes the simplifying assumption that
long-term regional power outages require substantial physical damage
to critical EHV intertie transmission lines, transformers, or buswork
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at major regional switching stations. If the transmission system hard-
ware remains intact, it is assumed that regional control personnel can
restore power to major portions of the grid within 24 h. Some individ-
ual networks may remain deenergized for longer than 24 h, but the
key regional interties can be reconnected and grid integrity can be
reestablished. Thus, it is assumed that only widespread physical dam-
age may cause a long-term outage throughout the entire region.

The GRID H top event evaluates whether the attackers physi-
cally destroy enough transmission system hardware to cause a severe
long-term power outage at the regional level. The horizontal path

Sequence Damage
Level 

1 0 
2 0 
3 1 
4 3 
5 0 
6 1 
7 3 
8 0 
9 1 
10 3 
11 0 
12 1 
13 3 
14 0 
15 1 
16 3 
17 0 
18 1 
19 3 
20 0 
21 1 
22 3 
23 2 
24 2 
25 2 
26 4 
27 2 
28 2 
29 4 
30 2 
31 2 
32 4 
33 2 
34 2 
35 4 
36 2 
37 2 
38 4 
39 2 
40 2 
41 4 
42 2 
43 2 
44 4 
45 5 

GRID H SCADA SUB S1 SUB S2 SUB S3 NET ST NET LT 

FIGURE 5.6. Complete event tree for case study.
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from the GRID H top event occurs if the attackers do not achieve their
goal. The grid hardware may be partially damaged, or the impacts may
temporarily disrupt power. However, the damage is not sufficient to
incapacitate the major regional interconnections for more than 4 h.
The failure path from the GRID H top event (the vertical path in the
event tree) occurs if the attackers cause enough damage to completely
disable the regional grid for more than 24 h.

SCADA. A cyber attack on the regional SCADA control systems
may cause them to send out anomalous protection and control signals
causing widespread, short-term power outages throughout the grid. If
the transmission system hardware is intact, it is assumed that
regional control personnel can override or disable the spurious
SCADA signals, restart generating stations, reclose transmission
interties, and manually restore power to large portions of the grid
within 24 h. Thus, the case study includes the assumption that
attacks on the SCADA control systems may cause only a transient
power outage at the regional level.

The SCADA top event evaluates whether the intruders success-
fully launch a cyber attack that functionally disables the regional
SCADA control systems and disrupts power throughout the region.
The horizontal path from the SCADA top event occurs if the attackers
do not achieve their goal. The regional controls may be partially
disabled, or the impacts may only temporarily disrupt power. How-
ever, the damage is not sufficient to incapacitate the major regional
interconnections for more than 4 h. The failure path from the SCADA
top event (the vertical path in the event tree) occurs if the cyber attack
causes enough damage to completely disable the regional grid for lon-
ger than 4 h.

Event Sequences and Possible Outcomes
The event tree in Figure 5.6 contains 45 event sequences that account
for all possible combinations of damage to the regional grid hardware,
the regional SCADA controls, and the three critical substations in
Network 1. Each sequence is assigned to the corresponding damage
level that characterizes the extent and duration of the resulting power
outage. Thus, the event tree in Figure 5.6 provides a comprehensive
logical framework to quantify the frequency and the consequences
from various possible terrorist threat scenarios.

5.2.4 Quantification of the Likelihood
of the Scenarios (Step 4)

The most important function of a risk model is to organize the prob-
lem logically and provide a structured format for the systematic
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examination and evaluation of contributing threats and vulnerabil-
ities. Figure 5.6 provides a logical framework with enough detail to
perform a top-level evaluation of the risk associated with each level
of damage considered in this case study. The scope and logical struc-
ture of the model fulfills two of the fundamental elements of the risk
triplet (i.e., what can go wrong and what are the consequences).

Completion of the third element of the triplet (i.e., how likely is
it) requires careful examination of the available supporting evidence
to derive meaningful numerical estimates for quantification of the
risk. This is often the most difficult part of the risk assessment pro-
cess. Thus, this case study requires the development of realistic,
quantitative estimates for the frequency of each potential terrorist
threat scenario and the corresponding likelihood that a particular
attack may disrupt local or regional power, including consistent eva-
luations of the uncertainties in each estimate.

Evaluation of the Terrorist Threat

Risk is most often measured in terms of the frequency of an undesired
consequence, including a consistent evaluation of the corresponding
uncertainty. In this context, the case study requires quantitative esti-
mates for the frequency of various possible terrorist threats that
involve attacks on elements of the local and regional electrical grids.
The scope of the analyses is simplified by considering seven discrete
types of potential threats.

Scenario 1: Physical attacks on the local substations in Network 1.
Scenario 2: Physical attacks on the regional transmission system hard-

ware (e.g., major EHV transmission lines, transformers, switching
facilities, etc.).

Scenario 3: Coordinated physical attacks on the local substations in
Network 1, and physical attacks on the regional transmission sys-
tem hardware.

Scenario 4: A cyber attack on the regional SCADA systems.
Scenario 5: Coordinated physical attacks on the local substations inNet-

work 1, and a cyber attack on the regional SCADA systems.
Scenario 6: Coordinated physical attacks on the regional transmission

system hardware, and a cyber attack on the regional SCADA
systems.

Scenario 7: Coordinated physical attacks on the local substations in
Network 1, and physical attacks on the regional transmission sys-
tem hardware, and a cyber attack on the regional SCADA systems.

Figure 5.7 is a simple decision tree logic structure that shows
how these attack scenarios are related. In principle, this or similar
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types of decision models may be used to assess qualitative or quanti-
tative estimates for the scenario frequencies, as suggested by some
contemporary researchers.7 This case study does not use Figure 5.7
as a quantification tool per se, but rather as a simple representation
to show how the seven attack scenarios cover the range of possible
threats that are evaluated in the analysis.

Estimation of the attack scenario frequencies (the “initiating
events” for this case study) is the most challenging element of the
analysis process. For the most part, we do not have documented
empirical data to directly support these estimates. Discussions with
security experts have indicated that contemporary databases compile
evidence of terrorist activities in a variety of qualitative and quantita-
tive formats. This evidence is updated continuously through numer-
ous intelligence gathering sources. The data are evaluated through
diverse and complementary methods to identify specific characteris-
tics and trends that signal both intent and potential implementation
of terrorist acts.

Security experts and federal agencies are understandably very
reluctant to share information about the format, contents, or methods
that are used to process these data. The authors of this case study also
have a responsibility to protect the confidence of specific information
that may compromise sensitive intelligence. Therefore, this section of
the analysis summarizes only the first stage of a fundamental Bayes-
ian methodology for systematic evaluation of experiential evidence.
Here, we show how the available evidence may be structured to

Cyber Attack Physical Attacks

Regional
SCADA

Regional
Grid

Network
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Event Attack

Scenario

No Attack 
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FIGURE 5.7. Decision tree for initiating event attack scenarios.
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support a quantitative analysis, and we show how our engineering
experience and insights can be used to develop reasonable “state of
knowledge” estimates for the attack scenario frequencies and their
corresponding uncertainties.

The challenge is to transform limited qualitative information
from intelligence reports and quantitative information (if any) from
historical experience into consistent uncertainty distributions about
the frequency of each potential attack scenario. We must also keep
in mind that this case study applies to terrorist attacks against a par-
ticular target (i.e., a specific metropolitan electric power network
and the surrounding regional grid). In other words, our estimates will
apply to the annual frequencies of attacks on a particular segment of
the electric power supply grid, not the annual frequency of attacks
that may occur anywhere in the entire U.S. national grid.

Attack Scenario 4
We start the analysis with Scenario 4 because we have the most read-
ily available experience and evidence for these types of attacks. Cyber
attacks represent the lowest risk to the intruders. Abundant
resources are also available for cyber attacks. Initial probing incur-
sions may be launched by agents who are only loosely connected
with a coordinating organization. Rather extensive industrial security
experience has shown that intrusions into a variety of commercial,
governmental, and financial computer systems (most often motivated
by monetary gain) can be initiated from remote Internet terminals in
foreign countries using inexpensive hardware and automation soft-
ware, with little risk of identifying the perpetrators. Anecdotal infor-
mation from security experts indicates that these types of challenges
occur very frequently, perhaps on a daily basis for some particularly
attractive targets. They are most often thwarted by automated fire-
wall protection systems without the need for direct human interven-
tion. In this case study, we are specifically interested in the frequency
of cyber attacks that are motivated by an intrusion into the SCADA
system for a particular regional electric power grid. The “initiating
event” for these scenarios is simply a focused challenge to the auto-
mated security functions and human oversight that should protect
against intrusion. The vulnerability assessment then evaluates the
effectiveness of those barriers. It is apparent from the anecdotal evi-
dence that these types of focused attacks for the specific purpose of
gaining SCADA system entry occur less frequently than other com-
mercial computer intrusions with criminal, malicious, financial, or
nuisance intent. However, the evidence also indicates that challenges
to electrical grid computer networks do occur with some regularity,
although the specific motivations may not be known or publicly
divulged.
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The frequency distribution for Scenario 4 is derived from these
insights and experience. It assesses an upper bound of approximately
once in 6 months for this type of attack, and a lower bound of approx-
imately once in 5 years. These upper and lower bounds are assigned as
the 90% confidence interval of a probability distribution for the fre-
quency of attack Scenario 4. In other words, we are 90% confident
that the actual frequency of these attacks on a particular SCADA sys-
tem is somewhere between twice per year and once in 5 years. There
is a 5% probability that the attacks may occur more frequently than
twice per year, and a 5% probability that they may occur less fre-
quently than once in 5 years. For analytical convenience, we use a log-
normal distribution to represent the shape of our probability function.
(Experience from many similar analyses has shown that the lognormal
function generally provides a good physical representation of observed
distributions of equipment and human performance data.) Based on
this assessment, the median estimate for the frequency of Scenario 4
is approximately one attack in 19 months, and the mean frequency
is approximately one attack in 15 months.

Attack Scenario 1
Physical attacks on the local network substations require substan-
tially more coordination and resources than cyber attacks. These
attacks probably require a team of approximately 6–10 intruders, if
the targets are limited to three critical substations. Research is also
required to identify the specific targets and the loading conditions that
will maximize the power disruption. Thus, planning and preparations
for these attacks would also likely involve individuals with some edu-
cation and experience in the design and operation of large electric
power systems. The materials needed to accomplish these attacks
are not sophisticated, and they are readily available without need for
special fabrication or transportation across international borders.
The attackers face moderate risk of discovery, if the substations are
located in an urban environment.

The assessment of the frequency for Scenario 1 makes use of
these general observations and the lack of documented evidence that
these types of coordinated physical attacks have been attempted to
date. In particular, it is estimated that approximately four or five
major metropolitan areas in the United States might satisfy the
attackers’ motives for a well publicized disruption of an urban electric
power supply infrastructure. Anecdotal estimates by security experts
and electric power industry personnel indicate that a terrorist attack
on some target in the U.S. electrical grid may be likely in the time
frame of the next 5–10 years. Many experts also believe that the most
likely attack method will involve small groups of intruders who are
intent on physical destruction of the power supply network. Thus,
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based on these assessments, it seems reasonable to estimate that the
total frequency of attacks on any particular one of the four or five
key metropolitan targets may be in the range of one in 20 years to
one in 50 years. We also note that there have been no reported attacks
of this nature in 4 years since September 11, 2001 (a total of 16–20
years of experience for the four or five key metropolitan areas). Of
course, there is substantial uncertainty about these estimates. There
are also many other technical, physical, financial, and organizational
factors that may affect the attackers’ selection of one particular target
over another.

Our frequency distribution for Scenario 1 assesses an upper
bound of approximately one in 20 years for this type of localized
attack, and a lower bound of approximately one in 500 years. These
upper and lower bounds are assigned as the 90% confidence interval
of a lognormal probability distribution. In other words, we are 90%
confident that the actual frequency of these attacks is somewhere
between one in 500 and one in 20 years. There is a 5% probability that
the attacks may occur more frequently than one in 20 years, and a 5%
probability that they may occur less frequently than one in 500 years.
This uncertainty range may seem quite broad to many security
experts who are trained to assess the “worst case” frequencies and
consequences from potential threats. However, it represents only a
factor of 25 in the range of frequencies between our upper and lower
estimates. Risk assessments of many diverse industries and activities
have often shown that this degree of uncertainty is actually rather
small, when compared with the range of actual experience for “rare
event” hazards.

Based on this assessment, our median estimate for the frequency
of Scenario 1 is approximately one attack in 100 years, and our mean
frequency is approximately one attack in 62 years. It is again noted
that these estimates apply for a particular metropolitan electric power
network, and not the entire U.S. electrical grid.

Attack Scenario 2
Physical attacks on the regional transmission grid require even more
coordination and resources than attacks on the local substations.
These attacks also probably require a team of approximately 6–10
intruders, depending on the grid configuration. However, the targets
are typically more dispersed, and more options are available to re-
route power through undamaged interconnections. Rather extensive
training, research, and system monitoring are required to identify
the specific targets and the loading conditions that will maximize
the power disruption. Again, the materials needed to accomplish
these attacks are not sophisticated, and they are readily available.
The individual attack forces face low risk of discovery at each target.
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However, they must coordinate the attack locations over a relatively
large geographic area, and they must synchronize their timing to
assure that the grid will collapse as desired. These organization and
communications requirements expose the attackers to possible dis-
covery during the planning phases or shortly prior to the final decision
to launch the attack.

The frequency distribution for Scenario 2 is based on the judg-
ment that the more complex planning and coordination, and the
increased chance of discovery for these attacks make them somewhat
less attractive than the localized attacks in Scenario 1. However, the
uncertainty range is also larger to account for the possibility that
some terrorist groups may prefer to accept these risks for the potential
payback of a wider disruption of the electrical grid. The frequency dis-
tribution assesses an upper bound of approximately one in 25 years for
this type of distributed attack, and a lower bound of approximately
one in 2500 years. These upper and lower bounds are assigned as the
90% confidence interval of a lognormal probability distribution. Thus,
we are 90% confident that the actual frequency of these attacks is
somewhere between one in 2500 and one in 25 years.

Based on this assessment, the median estimate for the frequency
of Scenario 2 is approximately one attack in 250 years, or a factor of
2.5 times lower than the median frequency of Scenario 1. The mean
frequency for Scenario 2 is approximately one attack in 94 years, or
approximately 66% of the mean frequency of Scenario 1. The varia-
tions between the median value and mean value estimates are due
to the shape of the lognormal probability distribution and the fact that
the uncertainty for Scenario 2 spans a factor of 100 in the range of fre-
quencies between the upper and lower estimates, while the uncer-
tainty for Scenario 1 spans only a factor of 25. As before, it is noted
that these estimates apply for attacks on the regional grid surrounding
a particular metropolitan area, and not the entire U.S. electrical grid.

Attack Scenario 3
Coordinated physical attacks on the local network substations and
the regional grid probably require a team of at least 10, or as many
as 20, well trained intruders. The individual attackers face their great-
est risk of discovery in the urban environment of the local substa-
tions. However, the relatively large size of the team imposes even
more requirements for planning, coordination, and pre-attack commu-
nications, compared with Scenario 2. It is expected that these consid-
erations may deter many potential intruders, who may favor strategies
that require fewer personnel and less central coordination.

The frequency distribution for Scenario 3 is based on the judg-
ment that the increased team size, complexity, and planning for these
coordinated regional and local attacks make them less likely than the
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attacks in Scenario 2. However, the uncertainty range is also some-
what larger to again account for the possibility that some terrorist
groups may prefer to accept these risks. The frequency distribution
assesses an upper bound of approximately one in 82 years for this type
of coordinated attack, and a lower bound of approximately one in
12,250 years. (These somewhat unusual upper and lower bounds were
derived from the assigned broader uncertainty range and the scaled
median frequency from Scenario 2. Thus, they are not “round” num-
bers, like the corresponding estimates for Scenarios 1 and 2.) Based
on these estimates, we are 90% confident that the actual frequency
of these coordinated attacks is somewhere between one in 12,250
and one in 82 years.

The median estimate for the frequency of Scenario 3 is approxi-
mately one attack in 1000 years, or a factor of 4 times lower than
the median frequency of Scenario 2. The mean frequency for Scenario
3 is approximately one attack in 314 years, or approximately 3 times
lower than the mean frequency of Scenario 2. Again, these variations
between the median value and mean value estimates are due to the
shape of the lognormal probability distribution and the fact that the
uncertainty for Scenario 3 is somewhat broader than the uncertainty
for Scenario 2.

Attack Scenarios 5, 6, and 7
Scenarios 5, 6, and 7 evaluate physical attacks on the electrical grid
that are coordinated with a cyber attack on the regional SCADA sys-
tems. Based on the available evidence and intelligence, it is not clear
whether terrorists would conclude that these types of coordinated
activities are more or less attractive than independent physical
attacks or cyber intrusions. It is apparent that cyber attacks represent
the lowest risk to the intruders, and they may be launched with a rel-
atively small allocation of resources. Thus, from the perspective of a
fully integrated global organization, it would seem that coordination
of cyber and physical attacks would add little cost, with the potential
of greater disruption to the electrical grid. However, it is also clear
that these coordinated activities require substantially more planning
and communications than the focused physical attacks. In practice,
the additional logistics and increased chances of discovery during
the preparation phases may make a coordinated strike less attractive,
compared with physical attacks that may be planned and implemen-
ted by a relatively isolated cell of a few individuals.

Discussions with some security experts indicate that disparities
between the ideological motivations of specific terrorist groups or
the personal motivations of their leaders may also weigh against these
integrated attack scenarios. For example, one group may favor rela-
tively widespread and sophisticated attacks on the U.S. financial,
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political, and public services infrastructure. Another group may favor
more opportunistic and isolated physical destruction and violence. If
these assessments have some validity, then an integrated attack may
require coordination from two or more groups with somewhat differ-
ent objectives. Thus, from this perspective, it would also seem that
this type of combined attack may occur less often than isolated physi-
cal attacks or cyber intrusions.

Based on these assessments, we estimate that the median fre-
quency of a combined cyber and physical attack is somewhat lower
than the median frequency of the corresponding independent physical
attack. Thus, we assign median estimates for the frequencies of
Scenarios 5, 6, and 7 that are each a factor of 4 times lower than the
respective median frequencies of Scenarios 1, 2, and 3.

It is apparent that the uncertainties about these combined
attacks are even larger than the uncertainties about the physical
attacks. Therefore, we also extended the range of each probability
distribution to account for these higher uncertainties. For example,
the frequency distribution for Scenario 5 assesses an upper bound of
approximately one in 27 years for this type of coordinated attack,
and a lower bound of approximately one in 6000 years. We have high-
est uncertainty about a fully integrated physical and cyber attack
(Scenario 7), with an upper bound of approximately one in 200 years,
and a lower bound of approximately one in 80,000 years.

Summary of Attack Scenario Frequencies
Table 5.1 summarizes our uncertainty distributions for the frequency
of each terrorist attack scenario.

At the completion of this type of assessment, it is often useful to
perform some simple checks to ensure that our numerical estimates

TABLE 5.1
Probability distributions for the frequency of terrorist attacks

Attack
Scenario

Annual Frequency of Attack (Events Per Year)

5th
Percentile Median

95th
Percentile Mean

Error
Factor

1 2.00E–03* 1.00E–02 5.00E–02 1.61E–02 5
2 4.00E–04 4.00E–03 4.00E–02 1.07E–02 10
3 8.16E–05 1.00E–03 1.22E–02 3.19E–03 12.2
4 2.00E–01 6.32E–01 2.00 8.08E–01 3.2
5 1.67E–04 2.50E–03 3.75E–02 9.69E–03 15
6 6.67E–05 1.00E–03 1.50E–02 3.88E–03 15
7 1.25E–05 2.50E–04 5.00E–03 1.31E–03 20

*2.00 ¼ 0.002 and is notation used for very small or very large numbers.
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are not unreasonable, compared with our current insights and experi-
ence. In the discussion of Scenario 1 in the “Attack Scenario 1” section
under Section 5.2.4, we noted that it seems reasonable to estimate
that the total frequency of physical attacks on any particular one of
four or five key U.S. metropolitan electrical grids may be in the range
of one in 20 years to one in 50 years. All of our attack scenarios,
except Scenario 4, involve some degree of physical threat against
either the local network substations or the regional transmission grid.
From Table 5.1 the sum of the median frequencies of these six physi-
cal attack scenarios is approximately 0.019 events per year, or approx-
imately one attack in 53 years. The sum of the mean scenario
frequencies is approximately 0.045 events per year, or approximately
one attack in 22 years. Thus, our overall numerical estimates are
quite consistent with the expert opinion “state of knowledge” regard-
ing these potential terrorist threats. The preceding sections have
described our thought process and our rationale for the relative fre-
quencies of the seven attack scenarios, based on our current under-
standing of the available intelligence, and the motivations and goals
of various terrorist groups. Of course, we also have substantial uncer-
tainty about these assessments, which is fully explained and displayed
in our quantitative estimates.

Use of Bayesian Methods
The frequency estimates in Table 5.1 represent the most fundamental
element of a Bayesian methodology (see Chapter 2) for systematic
evaluation of experiential evidence. They are a consistent quantitative
expression of our current “state of knowledge,” considering the avail-
able experience and insights from our experts. The estimates also
explicitly display and quantify the rather large uncertainties about
these attack scenarios. These uncertainties are an integral element
of the risk assessment process. In a progressive Bayesian approach,
successive additions to the available qualitative information and data
allow us to systematically refine the assessments and uncertainties,
and to derive improved quantitative estimates of the risk.

For example, one application of this process is a formal elicita-
tion of security and intelligence experts to assess their respective best
estimates and their uncertainties about each threat scenario, in the
same manner as summarized in the preceding sections. These expert
estimates are then combined probabilistically to develop a composite
frequency for each scenario that consistently accounts for each
expert’s assessment, each expert’s personal uncertainty, and the varia-
bility among the polled experts.

As additional intelligence is received, it is then added to the
existing information base through a Bayesian update of the experts’
state of knowledge. For example, specific Internet “chatter” or reported
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challenges to electrical grid SCADA computer system firewalls may
alert security monitors to the increased likelihood of a cyber attack.
This information may then be used to update the frequency estimates
for cyber-related attack scenarios. If this cyber intelligence is received
in conjunction with information about mobilization of personnel and
weapons for a terrorist cell in the same region, this evidence may
strongly reinforce the estimated frequency of a specific coordinated
attack scenario.

Thus, a formal Bayesian evaluation of the available expert
knowledge and the evolving intelligence would provide both an
improved understanding of the absolute and relative frequencies of
each threat scenario and a consistent methodology to update these
estimates as more data are received.

Evaluation of System Vulnerabilities

Quantification of the risk model also requires consistent numerical
assessments of the vulnerability of each element in the local and
regional grids to damage during a terrorist attack. For the case study,
these estimates are necessarily simplified and are not derived from
detailed analyses of any particular electrical network or regional con-
trol system. However, they illustrate the types of analyses, thought
processes, and inputs that are typically developed to support the risk
assessment process. In their simplest form, as in this example, inputs
may be based on the experience and judgment of experts. Even though
these high-level screening analyses are typically only approximate and
often include large uncertainties, they are useful to quickly focus
attention on specific elements of the problem or parts of the analysis
that merit more careful, or more detailed evaluation. Additional detail
may then be added to the models for those elements, and their sup-
porting analyses refined to identify the most important contributing
causes or to reduce the initial uncertainties.

Physical Attacks on Network 1 Substations
Top events SUB S1, SUB S2, and SUB S3 in Figure 5.6 represent the
likelihood that attackers destroy enough equipment in each substa-
tion to disable its generating supplies and transmission interconnec-
tions. In this model, each critical substation is assigned a different
vulnerability to attack.

Substation S1. It is assumed that substation S1 is located in an
urban environment and is the most heavily protected of the three sub-
stations. It may be surrounded by protective walls, may be continually
manned by utility personnel, and may be checked by local police dur-
ing their normal neighborhood surveillance patrols.
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Substation S2. It is assumed that substation S2 is located in a subur-
ban or partially rural environment and is the least protected of the
three substations. It may be surrounded by a chain link fence, may
not be manned, and may not be subject to routine surveillance by
local police.

Substation S3. It is assumed that substation S3 is located in an
urban environment but is only partially protected. For example, it
may be surrounded by protective walls and checked by local police
during their normal neighborhood surveillance patrols, but it may
not be continually manned.

A simple probability distribution can be developed to assess the
likelihood that attackers could successfully enter each substation and
cause extensive damage to critical transformers, circuit breakers, buses,
and controls. The histogram in Figure 5.8 applies to substation S1.

This simple histogram does not rigorously display the discrete
probability boundaries over the full range of the cumulative probabil-
ity distribution function. Nevertheless, it is useful for demonstrating
the fundamental concepts that would be used for a more numerically
rigorous representation of the uncertainties. The sample histogram
shows the following information.

l There is a 5% probability that the attackers would succeed in 5% of
their attacks on substation S1 (i.e., that 1 of 20 attacks would be
successful).
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FIGURE 5.8. Histogram showing success rate of an attack on Substation S1.
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l There is a 20% probability that the attackers would succeed in 10%
of their attacks on substation S1 (i.e., that 1 of 10 attacks would be
successful).

l There is a 50% probability that the attackers would succeed in 33%
of their attacks on substation S1 (i.e., that 1 of 3 attacks would be
successful).

l There is a 20% probability that the attackers would succeed in 75%
of their attacks on substation S1 (i.e., that 3 of 4 attacks would be
successful).

l There is a 5% probability that the attackers would always succeed
in their attacks on substation S1 (i.e., that every attack would be
successful).

According to these estimates, the mean likelihood of a success-
ful attack on substation S1 is approximately 0.39 (i.e., approximately
10 of 26 attacks would be successful). These estimates are obviously
not derived from detailed models of specific attack scenarios or from
a detailed evaluation of the specific substation vulnerability to each
attack. However, these types of estimates can be developed relatively
easily, based on information from experts familiar with potential
attack strategies, resources, and specific vulnerabilities of the target.
If the case study results show that attacks on substation S1 are poten-
tially important to one of the undesired damage levels, more extensive
analyses would be justified.

Table 5.2 summarizes the probability distributions for a success-
ful attack on each substation, considering its specific vulnerabilities.
These estimates account for the conditional likelihood of success
after an attack is launched, but they do not explicitly account for
pre-attack planning to identify key targets, evaluate critical network-
loading conditions, develop logistics for the attack teams, etc. These
factors would obviously also influence the overall likelihood of a
successful attack, especially a coordinated offensive on multiple tar-
gets. In a more detailed analysis, these factors could be included as
additional inputs to the models for each substation, or they could be

TABLE 5.2
Estimated success rates for physical attacks on Network 1 substations

Substation

Probability

Mean Success Rate0.05 0.20 0.50 0.20 0.05

S1 0.05 0.10 0.33 0.75 1.0 0.39
S2 0.75 0.85 0.90 0.95 1.0 0.90
S3 0.10 0.30 0.50 0.80 1.0 0.53
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evaluated in a separate part of the risk model that specifically exam-
ines the planning, resources, and logistics of the attack.

Network 1 Outage Vulnerability
The NET ST and NET LT top events in Figure 5.6 account for the con-
ditional likelihood that each possible substation damage scenario may
cause a transient power outage or an extended outage throughout Net-
work 1. The description of the network indicates that substation S1 is
most important because it controls the full output from generating
station G1, part of the output from generating station G3, and the ter-
mination of key regional interconnection T12. Substation S2 is next
in importance because it contains the connections from generating
stations G2 and G5, which are not directly connected to substation
S1, and regional interconnection T13. Substation S3 is the least
important of the three critical substations.

The network is designed to withstand the complete loss of any
one substation under normal loading conditions. However, under
severe loading conditions, attack-initiated faults might cascade to
other substations and generating units. Therefore, the models for the
NET ST and NET LT top events must assign a likelihood of network
failure after any combination of substations is damaged. The models
and the quantification of these top events are correlated. For example,
the NET ST top event evaluates the likelihood that a particular sub-
station damage condition will cause a network power outage that lasts
at least 4 h. The NET LT top event then evaluates the conditional
likelihood that the damage condition will cause a long-term outage
that lasts longer than 24 h.

Table 5.3 summarizes estimates for the conditional likelihood
of each type of outage, depending on the specific combination of
damaged substations. These estimates are derived from the general

TABLE 5.3
Estimated conditional likelihood for Network 1 power outages

Damaged
Substation(s)

Damage to Network Duration of Outage

No
Outage

Outage (Longer
than 4 h)

Transient
(4 to 24 h)

Long-term
(>24 h)

S1 0.500 0.500 0.300 0.200
S2 0.667 0.333 0.208 0.125
S3 0.800 0.200 0.125 0.075
S1 and S2 0.050 0.950 0.283 0.667
S1 and S3 0.200 0.800 0.300 0.500
S2 and S3 0.333 0.667 0.367 0.300
S1, S2, and S3 0.000 1.000 0.050 0.950
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information about each substation and its relative importance to over-
all power generation and distribution within the network. For exam-
ple, if only substation S1 is damaged, Table 5.3 indicates that there
is a 50% likelihood that the damage may cascade into a network out-
age that lasts longer than 4 h. In other words, approximately one-half
of the attacks that damage only substation S1 will result in a network
power outage, due to unexpected cascading failures or unusual system
loading conditions. Of these failures, it is estimated that approxi-
mately 60% will result in transient outages of duration less than 24
h, and 40% will result in outages that last longer than 24 h. Of course,
in a more detailed analysis, additional supporting information for
these estimates could be derived from dynamic load-flow simulations,
models of system response, interviews with network operations
personnel, etc.

The conditional likelihoods in Table 5.3 are expressed only as
point-estimate values to illustrate the relative importance of each sub-
station damage condition and its contribution to transient or long-
term power outages. The corresponding numerical values that are
assigned to top events NET ST and NET LT must also account for
the logical relationships between these top events. In particular, the
numerical value for top event NET LT accounts for the fraction of
all network outages that are long-term. Thus, if only substation S1
is damaged, Table 5.3 shows that the point-estimate value for top
event NET ST would be 0.500 (the likelihood of a network outage lon-
ger than 4 h). The corresponding conditional value for top event NET
LT would be 0.400. These values would then ensure that 30% of the
substation S1 damage scenarios result in a transient outage, and
20% result in a long-term outage.

Of course, there is substantial uncertainty about these estimates,
which must also be consistently represented in the risk model quanti-
fication process. Table 5.4 summarizes simplified probability histo-
grams for the conditional likelihood that each substation damage
condition causes an outage with duration longer than 4 h. The “outage
mean likelihood” values in Table 5.4 correspond to the point-esti-
mates in Table 5.3 for the fraction of substation damage scenarios that
cause a network outage that is longer than 4 h. These histograms are
used directly for quantification of top event NET ST. Thus, it is evi-
dent that seven different numerical values apply for top event NET
ST, depending on the specific combination of damaged substations.
These damage conditions are shown graphically by the branching
logic in Figure 5.6. The risk models contain internal logic rules to
ensure that the correct numerical values are used when each damage
condition is quantified.

Table 5.5 shows the corresponding probability histograms for the
conditional likelihood that each substation damage condition causes a
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long-term outage of longer than 24 h. These histograms are used for
quantification of top event NET LT.

Physical Attacks on Regional Grid Hardware
Top event GRID H in Figure 5.6 evaluates the likelihood that physical
attacks damage a sufficient number of EHV intertie transmission
lines, major transformers, or other equipment in critical switching
facilities to disrupt power throughout the region for longer than 24 h.
To accomplish this level of damage, the intruders must carefully
coordinate their attacks on several diverse facilities that are typically
distributed over a wide geographic area. The attacks must occur
closely in time to avoid discovery or effective mobilization of security

TABLE 5.4
Estimated conditional likelihood top event NET ST outage

Contribution to Failure of Top Event NET ST

Damaged Substation(s)

Probability
Outage Mean
Likelihood0.05 0.20 0.50 0.20 0.05

S1 0.10 0.25 0.50 0.75 0.90 0.50
S2 0.05 0.15 0.33 0.50 0.75 0.34
S3 0.01 0.05 0.20 0.30 0.60 0.20
S1 and S2 0.90 0.92 0.95 0.98 1.00 0.95
S1 and S3 0.60 0.70 0.80 0.90 1.00 0.80
S2 and S3 0.33 0.50 0.67 0.85 1.00 0.67
S1, S2, and S3 1.00 1.00 1.00 1.00 1.00 1.00

TABLE 5.5
Estimated conditional likelihood for top event NET LT outage

Contribution to Failure of Top Event NET LT

Damaged Substation(s)

Probability
Outage Mean
Likelihood0.05 0.20 0.50 0.20 0.05

S1 0.05 0.10 0.40 0.67 0.90 0.40
S2 0.05 0.10 0.35 0.60 0.80 0.36
S3 0.02 0.05 0.35 0.60 0.80 0.35
S1 and S2 0.33 0.50 0.75 0.95 1.00 0.73
S1 and S3 0.20 0.40 0.67 0.80 0.95 0.63
S2 and S3 0.10 0.25 0.50 0.67 0.80 0.48
S1, S2, and S3 0.90 0.92 0.95 0.98 1.00 0.95
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forces. The attacks must also destroy a large number of transmission
lines or switching stations to ensure that the regional interties are
disabled and that power cannot be rerouted through the remaining
interconnections. However, in many cases, the EHV transmission
lines and switching facilities are often located in remote areas with
minimal security or regular surveillance.

For this case study, a simple probability distribution is also
developed to assess the likelihood that the attackers succeed in these
goals. The probability histogram is shown in Figure 5.9. It is inter-
preted in the same manner as the histogram shown in Figure 5.8 for
damage to substation S1. According to these estimates, the mean like-
lihood of a successful physical attack on the regional grid hardware is
approximately 0.21 (i.e., approximately 21 of 100 attacks would be
successful). These estimates are obviously not derived from detailed
models of specific attack scenarios or from a detailed evaluation of a
specific regional grid configuration. If the case study results show that
physical attacks on the grid hardware are potentially important to
long-term regional power outages, more extensive analyses would cer-
tainly be justified.

Cyber Attacks on Regional SCADA Systems
Top event SCADA in Figure 5.6 evaluates whether the intruders suc-
cessfully launch a cyber attack that functionally disables the regional
SCADA systems, causing widespread, short-term power outages
throughout the grid. The cyber attack scenario for this case study
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FIGURE 5.9. Histogram showing success rate of an attack on regional grid
hardware.
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takes place over a 3-week period. Although it is possible the attack
could be orchestrated in much less time, it is assumed that the char-
acteristics of a September 11 type attack (e.g., cautious and careful
planning) would be in operation. Thus, a 3-week timeline might be
more typical. The cyber attack is divided into five phases: (1) discov-
ery, (2) launch platform acquisition, (3) target selection, (4) target
reconnaissance and compromise, and (5) initiation of an actual attack
on the electric power grid.

Discovery phase. The discovery phase of the operation begins with
the identification of potential targets and the assembly of critical
information about them. Actors, a term for terrorists used in the intel-
ligence community, with very little computer knowledge could carry
out this phase of the attack, and there is a good chance that the activ-
ities during this phase would be carried out by individuals other than
those who would be responsible for the final attack. This would com-
partmentalize resources and protect higher level technical operatives
from possible exposure and loss.

The first step would be to identify potential targets via the Inter-
net. This could be done using one of hundreds of search engines by
typing in keywords, such as “power company,” “electric power,”
“power and light,” or other common phrases associated with electric
utilities. In just a few hours, a large number of U.S. electric utility com-
panies could be identified. Alternatively, the names of every private and
municipal electric utility in the U.S. could be collected in electronic
format in less than 5min from a publicly available governmentwebsite.

The next step in the discovery phase would be to find the com-
puter systems of the electric utility companies that are connected to
the Internet. Like most institutional entities with a presence on the
Internet, electric utility companies have registered and reserved large
ranges of IP addresses. Registered IP addresses are unique to the
registered entity; they are the “electronic address” by which they
can be reached from anywhere else on the Internet.

One efficient way to collect these addresses would be to access
one of thousands of “whois” engines on the Internet. In just seconds,
these publicly available search engines can search millions of IP
address registration records and identify the addresses associated with
keywords, such as “XYZ Power and Light” or other specific electric
utility company names collected in the first part of the discovery pro-
cess. The IP addresses that surface from these “whois” searches could
then be cut and pasted into a local document, such as an Excel spread-
sheet on the discovery team’s computer. Once this has been accom-
plished, tens of millions of unrelated Internet addresses would have
been eliminated, and a database of potential electric utility computer
systems would have been assembled. It is likely at this point that the
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discovery team would encrypt their electric utility system database,
burn it on to a compact disc, and hand it off to a courier who would
physically carry it to the attack team. This would prevent it from
being intercepted by the National Security Agency or another intelli-
gence-gathering organization.

Launch platform acquisition. For security reasons, the actual attack
team would most likely be located in a country other than the one in
which the discovery team resides. The attack team would probably
include several intermediate-level computer users and one expert
computer hacker. Their first task would be to compromise a series
of computers from which to launch the attack. Computer attacks
are typically carried out through a series of computers, which makes
it very difficult to trace the source of the attack, if it is even discov-
ered. The attack team would prowl computer networks in countries
where computer security is poor or nonexistent. Using autorooters,
port scanners, and other tools that are readily available on the Inter-
net, they would scan computer networks in these vulnerable
countries looking for computer systems with vulnerabilities that
could be exploited. Once found, the computers would be compro-
mised. The attackers would arrange administrative privileges on these
machines and then go dormant, covering their tracks by deleting log
entries and using other stealth techniques. In this manner, they would
build a set of computer systems from which they could launch their
cyber attacks remotely.

Target selection. The actual portion of the electrical grid selected as
a target might depend on an a priori selection of targets by higher-level
operatives in the terrorist organization to coordinate with a physical
attack on the power grid or even on another interdependent infrastruc-
ture target. However, the terrorist organization might also settle for a
target of convenience and leave the decision up to the attack team.

In any event, once an electric utility had been selected as a tar-
get, the attack group would activate some of the computers exploited
in the platform acquisition phase, transferring the autorooter and port
scanning tools to the compromised computers. Next, those tools
would be used against the utility’s range of IP addresses in the discov-
ery team database. Many autorooters are sophisticated and automated,
that is, they can try multiple attack strategies against a large range of
machines. When they are successful, they can install a number of sur-
veillance/reconnaissance tools that would automatically cover up any
sign that the utility computer had been compromised.

Several classes of commercially available products are designed
to protect against these kinds of attacks. A number of computer fire-
wall products are designed to recognize and deflect attacks like the
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one described above by restricting all incoming and outgoing network
traffic unless the administrator of the firewall designates it. A second
class of security devices, intrusion-detection systems, monitors
incoming and outgoing network traffic for digital signatures of known
cyber attack tools and ploys. Although these security techniques are
often effective, they are not 100% effective. In fact, they are often
compromised by misconfigurations by the administrator. An acute
shortage of well trained computer security professionals is a contri-
buting factor to the problem of computer security.

Target reconnaissance/compromise. The initial electric utility com-
puter system that was compromised in the previous stage would most
likely be an administrative server, web server, or other computer not
directly involved in the SCADA system, and, therefore, not the final
target of the cyber attack. Cyber attacks with preplanned goals or
objectives, such as the one in the terrorist scenario, usually use
“attacks by increment” strategies.

In this phase, the computer system compromised in the previous
stage would be used as the home base for the cyber attackers. They
would next attempt to find out the purpose of the compromised com-
puter and then assess the number of other computers in the network
that “trust” the compromised computer, and to what extent. They
could then use these trust relationships to inspect other computer sys-
tems on the network, as well as to discover other local networks. The
cyber attackers might also install packet sniffers to listen in on net-
work traffic for packets destined for ports specific to a particular
SCADA software system. Once they found SCADA port traffic, they
could identify the computer systems being used as SCADA systems.

If the compromised computer does not provide a pathway to the
SCADA network, the attackers would go back to the previous phase
and attempt to compromise another externally visible computer sys-
tem in the utility company’s IP range. Another possible outcome might
be that another vulnerable computer system (but not a SCADA control-
ler) on a connected, but different network in the utility system would
be identified; this computer would also be compromised, and recon-
naissance could then be initiated from a newly compromised machine.

Initiation of attack. The final step would involve compromising one
or more of the computer systems that run the SCADA system. These
systems would be attacked using the same autoroot and exploit tools
that gained access to the initial computer in the electric utility. Once
the SCADA system was compromised, the amount of damage
inflicted on the components of the power grid reachable by the com-
promised SCADA system would depend on the attack team’s knowl-
edge of electric power systems.
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Ideally, one member of the attack team would be a power engi-
neer trained in the basics of power generation and distribution sys-
tems. The damage inflicted could be significantly increased by
knowledge of the specific power system and components that would
be under the control of the terrorist group.

Table 5.6 provides a timeline of the SCADA system intrusion.
The overall intruder success rate for the SCADA top event in

Figure 5.6 can be estimated by evaluating each step in the intrusion
process and then combining the various event probabilities. The com-
posite success rate of an intrusion that gains full control over the
SCADA system is estimated to be approximately 0.000013 success
per attempt (i.e., approximately 1 success in 75,000 attempts). This
estimate is based on a combination of the estimated success probabil-
ities in Table 5.6, and it includes a very large uncertainty. For this
case study, the composite expert estimate was used as the median
value of a lognormal uncertainty distribution with an assigned error
factor of 10. This means that the experts were 90% confident that
the likelihood of success would be within a factor of �10 of the esti-
mated value. The parameters of this uncertainty distribution are
shown in Table 5.7.

Finally, the event tree shown in Figure 5.6 provides the logical
framework to complete the quantification of the frequency of the
scenarios and each grid damage level that is examined in this case
study. The quantification process first uses the information in
Table 5.1 for the frequency of each terrorist attack scenario. The sce-
narios are reproduced below to summarize the primary focus of each
attack.

Scenario 1: Physical attacks on the local substations in Network 1.
Scenario 2: Physical attacks on the regional transmission system hard-

ware (e.g., major EHV transmission lines, transformers, switching
facilities, etc.).

Scenario 3: Coordinated physical attacks on the local substations in
Network 1, and physical attacks on the regional transmission sys-
tem hardware.

Scenario 4: A cyber attack on the regional SCADA systems.
Scenario 5: Coordinated physical attacks on the local substations in

Network 1, and a cyber attack on the regional SCADA systems.
Scenario 6: Coordinated physical attacks on the regional transmission

system hardware, and a cyber attack on the regional SCADA
systems.

Scenario 7: Coordinated physical attacks on the local substations in
Network 1, and physical attacks on the regional transmission
system hardware, and a cyber attack on the regional SCADA
systems.
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The event tree is quantified for each attack scenario, using the
corresponding information about the vulnerabilities of the network
substations, the grid hardware, the regional SCADA systems, and
the conditional likelihood of short-term or long-term network power
outages. Of course, the possible attack scenarios do not always chal-
lenge every element of the local network and the regional grid. There-
fore, the risk model also contains the following conditions that
account for the specific characteristics of each attack.

l Top event GRID H is successfully bypassed for attack Scenarios 1, 4,
and 5. These scenarios do not involve physical attacks on the
regional transmission system hardware.

l Top event SCADA is successfully bypassed for attack Scenarios 1, 2,
and 3. These scenarios do not involve cyber attacks on the regional
SCADA systems.

l Top events SUB S1, SUB S2, and SUB S3 are successfully bypassed
for attack Scenarios 2, 4, and 6. These scenarios do not involve phys-
ical attacks on the local network substations.

5.2.5 Assembly of the Scenarios into Measures of Risk (Step 5)

We must now ask if the methodology described in Chapters 1 and 2
meets our expectations. To focus our answer, we must first revisit
the questions that were the basis for proposing a quantitative risk-
based methodology. The methodology is intended to answer such
questions as what are the threats and vulnerabilities; what are the
contributing factors, and how do they rank in importance; and what
actions will have the biggest payoff in terms of risk reduction for the
amount of resources invested.

Once the individual attack scenarios have been quantified, they
can be assembled intomeasures of the risk. This is amatter of first com-
bining all scenarios that terminate in each specific damage category. If
the riskmeasure is a variable, such as fatalities, injuries, or dollars, then
the process also involves arranging the scenarios in order of increasing
damage, and accumulating the frequencies from bottom to top.

TABLE 5.7
Probability distribution for a successful SCADA intrusion

Likelihood of Success Per Attempted SCADA Intrusion

5th Percentile Median 95th Percentile Mean

1.3E–06* 1.3E–05 1.3E–04 3.5E–05

*1.3E–06¼0.0000013 and is notation used for very small or very large numbers.
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The modes of terrorist attacks examined in this case study were
physical damage and a cyber attack. The elements of the electrical
grid considered in the vulnerability assessment were local network
substations, regional transmission lines and switching facilities, and
the regional SCADA systems. The interface between the threat
assessment and the vulnerability assessment is the actual attack on
the grid itself. This initiating event (i.e., the nature of the attack) is
the output of the threat assessment and the input for the vulnerability
assessment. Seven different attack scenarios were examined, consider-
ing various possible combinations of physical attacks and coordinated
cyber attacks.

The risk model shown in Figure 5.6 was quantified using the
supporting data summarized in Section 5.2.4. The combined risk
results for all damage levels are shown graphically in Figures 5.10–
5.13. Figure 5.10 displays the uncertainty distributions for the annual
frequency of each specific damage level, and the combined annual fre-
quency of an attack that results in any level of damage to the local
network or the region. Figure 5.11 expands the frequency scale to
show more details of the uncertainty distributions for the top three
damage levels and the total. Figure 5.12 compares the two least likely
damage levels (Damage Levels 2 and 4). Figure 5.13 shows the
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relationship between the most likely damage level (Damage Level 3)
and the total frequency of any damage.

5.2.6 Interpretation of the Results (Step 6)

Table 5.8 summarizes selected parameters of the uncertainty distri-
butions for each level of damage. It is evident from Figures 5.10–
5.13 and from Table 5.8 that, for the model in this case study,
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FIGURE 5.13. Results for Damage Level 3 and any damage.

TABLE 5.8
Selected parameters of uncertainty distribution for each level of damage

Attack Success Rate (Outage Events Per Year)

Damage Level 5th Percentile Median 95th Percentile Mean

Any Damage 4.6E–03* 1.6E–02 6.4E–02 2.3E–02
1 8.0E–04 4.0E–03 2.0E–02 6.6E–03
2 7.3E–07 9.5E–06 1.0E–04 2.9E–05
3 1.7E–03 7.7E–03 3.7E–02 1.2E–02
4 6.9E–10 1.9E–08 5.7E–07 1.7E–07
5 1.9E–04 1.5E–03 1.5E–02 4.0E–03

*4.6E–03¼0.0046 and is notation used for very small or very large numbers.
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the likelihood of a successful attack is much greater for a physical
attack than for a cyber attack. For example, Damage Levels 1, 3,
and 5 account for outages that are caused primarily by physical
attacks on the network substations or the regional grid hardware.
Damage Levels 2 and 4 include transient outages of the regional grid
that result from coordinated cyber attacks on the regional SCADA
systems.

The analysis clearly shows that the attackers would have the
highest likelihood of causing long-term power outages in only Net-
work 1 (Damage Level 3). The next most likely consequence is a tran-
sient power outage that affects only Network 1 (Damage Level 1).
Long-term regional power outages (Damage Level 5) occur approxi-
mately five times less frequently than outages that affect only Net-
work 1. Thus, the case study application demonstrates that even an
abbreviated risk assessment can yield meaningful results on the vul-
nerability of the grid and the threat of a cyber attack.

The analyses confirm that there are very large uncertainties in
the assessments of both the threat of an attack and the system vulner-
abilities. The results indicate that the grid would be much more
vulnerable to physical attacks than to cyber attacks. However, the
methodology also shows that the uncertainties associated with cyber
attacks are much greater. For example, Figure 5.12 shows that the
uncertainties for Damage Levels 2 and 4 span more than five orders
of magnitude on the frequency scale. In contrast, Figure 5.11 shows
that the uncertainties for damage levels that result from physical
attacks are much smaller, typically spanning less than three orders
of magnitude on the frequency scale.

The results of this case study conclude that the most likely con-
sequence of a terrorist attack is a power outage that is localized to
only Network 1. For example, there is 90% confidence that the rate
of a power disruption in only Network 1 (the sum of Damage Levels
1 and 3) would be between 0.0044 and 0.049 events per year, or
approximately one event in 227 to 20 years. The expected mean fre-
quency of a power outage in Network 1 is approximately 0.019 events
per year, or one event in 53 years. The threat analysis concluded that
the mean frequency of physical attacks on Network 1 is approxi-
mately 0.03 attempts per year or one attempt every 33 years, consider-
ing all relevant threat scenarios. Thus, the analysis shows that the
intruders have an expected success rate of approximately 63% for
causing at least a transient power outage in Network 1.

The overall vulnerability of Network 1 is most strongly deter-
mined by the relatively high vulnerability of substation S2, in spite
of the fact that this substation is not as important to the network’s
electrical stability as the other more secure substations. Table 5.9
shows that successful attacks on substation S1 contribute to
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approximately 56% of the total frequency of combined Damage Levels
1 and 3. Successful attacks on substation S2 contribute to approxi-
mately 95% of the total Network 1 outage frequency, and successful
attacks on substation S3 contribute to approximately 61% of the total.
(These so-called fractional-importance measures are simply the sum
of all scenarios that involve damage to each substation, divided by
the total number of scenarios.) Therefore, the overall vulnerability of
Network 1 is most strongly determined by the relatively high vulner-
ability of substation S2, even though this substation is not individu-
ally as important to the network power generation and transmission
interties as the more secure substation S1.

Damage Level 5 accounts for long-term regional power outages
that are caused by physical damage to the EHV transmission lines,
transformers, and equipment at critical intertie switching facilities.
Table 5.8 shows that there is 90% confidence that the rate of long-
term regional power outages would be between 1.9E–04c and 1.5E–02
events per year, or approximately one event in 5250 to 67 years. The
expected mean frequency of a long-term regional power outage is
approximately 4.0E–03 event per year, or one event in 250 years.
The threat analysis concluded that the mean frequency of physical
attacks on the grid hardware is approximately 1.9E–02 attempts per
year, or one attempt every 53 years, considering all relevant threat sce-
narios. Thus, the analysis shows that the intruders have an expected
success rate of approximately 21% for causing severe damage to the
regional grid. As noted in the vulnerability assessment, this rather
high degree of success is attributed primarily to the fact that the

c 1.9E–04 is the same as 0.000194 and is the notation used for very small or very
large numbers.

TABLE 5.9
Substation damage contribution to Network 1 outages

Damage to
Substations

Outage Frequency
(Event Per Year)*

Fraction of Total Damage
Levels 1 and 3

S2 and S3 5.63E–03** 29.4%
S1 and S2 and S3 5.31E–03 27.7%
S1 and S2 4.64E–03 24.3%
S2 2.59E–03 13.5%
S1 and S3 4.95E–04 2.6%
S1 2.86E–04 1.5%
S3 1.97E–04 1.0%

*Combined frequency of a local physical attack, damage to the affected substations, and
failure of Network 1 as a consequence of the substation damage.
**5.63E–03¼0.00563 and is notation used for very small or very large numbers.
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EHV transmission lines and switching facilities are often located in
remote areas with minimal security or regular surveillance.

According to the case study analysis of a cyber attack, there
would be a very low likelihood of successful intrusion into the
regional SCADA systems, although there is a great deal of uncertainty
in the estimates. For example, there is 90% confidence that the rate of
a transient disruption of regional power (the sum of Damage Levels
2 and 4) would be between 9.0E–07 and 1.1E–04 events per year, or
approximately one event in 1.1 million to 9000 years. The expected
mean frequency of a transient regional outage is approximately
2.9E–05 events per year, or one event in 34,500 years. The threat anal-
ysis concluded that the mean frequency of a cyber attack is approxi-
mately 0.82 attempts per year, or one attempt every 15 months,
considering all relevant threat scenarios. Thus, the analysis shows
that the expected rate of successful cyber attacks is approximately
one in every 28,000 attempts. However, considering the very large
uncertainties in the threat and vulnerability assessments, there is
90% confidence that the cyber intruders will be successful once in
every 910,000 to 7500 attempts.

In this example, even though cyber-initiated events did not con-
stitute a major threat, they could not be ignored. First, there was a
wide range of uncertainty in the assessment. Second, unlike a physi-
cal attack in which the risks of repeated attempts to the terrorists
would be high, a cyber-initiated interruption of power could be
attempted many times with very little investment and very little risk
to the terrorists. The analysis revealed a need to develop more infor-
mation to reduce the uncertainty and to explore ways of discouraging
repeated attempts.

The case study examined seven possible terrorist attack scenarios
that are described in the “Evaluation of the terrorist threat” section
under Section 5.2.4. Table 5.10 summarizes the fraction of each grid
damage level that is caused by each threat. Some entries in the table
are blank, because the particular attack does not challenge elements
of the local or regional grid that are included in the damage level. For
example, attack Scenario 4 represents a cyber attack on the regional
SCADA systems. Within the context of the risk models, this type of
attack can result only in a transient regional power outage, or Damage
Level 2. Similarly, attack Scenario 2 represents a physical attack on
the regional transmission system hardware. This type of attack can
result only in a long-term regional power outage, or Damage Level 5.

It is evident from Table 5.10 that attack Scenario 1 is most
important to the overall risk of power outages. The consequences
from this attack scenario are limited to outages that affect only Net-
work 1, as represented by Damage Level 1 and Damage Level 3. It
accounts for slightly more than 45% of the total frequency of any
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level of grid damage and approximately 55% of the total frequency of
Network 1 outages. This attack scenario involves physical attacks on
the local substations in Network 1. As discussed above, the overall
vulnerability to these attacks is most strongly determined by the rela-
tively high vulnerability of substation S2.

Attack Scenario 5 is most important to the overall risk of com-
bined network and regional power outages. It accounts for slightly
more than 27% of the total frequency of any level of grid damage.
Table 5.10 also shows that Scenario 5 accounts for approximately
33% of the total frequency of outages that affect only Network 1,
and slightly more than 90% of the frequency of combined transient
regional outages and long-term damage to Network 1. This attack
scenario involves coordinated physical attacks on the local substa-
tions in Network 1, and a cyber attack on the regional SCADA sys-
tems. The importance of this threat is derived from the following
observations.

l The threat assessment process concluded that the intruders may
attempt these coordinated attacks at a mean frequency of approxi-
mately one in 103 years. However, the threat assessment uncer-
tainty is quite large, with 90% confidence that the attack
frequency is between one in 6000 and one in 27 years. These scenar-
ios may be quite attractive to a well organized group, because
attacks on the network substations require only a small group of
local infiltrators, and the regional SCADA cyber attacks can be
initiated with relatively small organizational investment and risk.

l The vulnerability assessment process concluded that the attackers
have a relatively high likelihood of successfully disrupting power
in the local network. There is a much lower likelihood that the

TABLE 5.10
Attack scenario contribution to each level of damage

Attack
Scenario

Fractional Contribution to Damage

Any
Damage

%

Damage
Level 1

%

Damage
Level 2

%

Damage
Level 3

%

Damage
Level 4

%

Damage
Level 5

%

1 45.3 54.8 – 54.8 – –
2 9.7 – – – – 56.1
3 9.9 8.6 – 8.6 – 16.7
4 0.1 – 98.9 – – –
5 27.3 33.1 0.7 33.1 90.3 –
6 3.5 – 0.4 – – 20.4
7 4.1 3.6 0.1 3.6 9.7 6.9
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cyber attackers will be successful. However, when the combined
frequency and consequences are evaluated consistently in the risk
model, it is evident that these coordinated attack scenarios have
the highest payback for the infiltrators.

After the localized attacks of Scenario 1 and the coordinated
attacks of Scenario 5, Table 5.10 shows that the next most important
scenarios involve coordinated physical attacks throughout the region
(attack Scenario 3) and physical attacks on only the regional transmis-
sion system hardware (attack Scenario 2).

Measures of Cumulative Risk

The scope of this case study is limited because it does not extend the
consequence analyses to include the final step of a full-scope risk
assessment. That step would include an integrated evaluation of the
public health and safety impacts from each level of damage; economic
effects from disruptions to communications, transportation, and com-
merce; societal disorder from the knowledge that terrorists have dam-
aged a critical element of the public infrastructure, etc.

The process for evaluating these societal risk measures is
demonstrated by organizing the case study results in the format of
cumulative risk curves, as described in Chapter 2. The five damage
levels correspond to increasingly more severe local and regional power
outages, from a transient outage that affects only Network 1 (Damage
Level 1) to a long-term regional outage (Damage Level 5). If it is
assumed that the societal consequences are directly proportional to
these damage levels, then the analysis results can be represented by
the risk curves that are shown in Figure 5.14. These curves are derived
by accumulating the results that are discussed in Section 5.2.5 accord-
ing to the severity of damage. They show the total frequency for
exceeding a particular severity level and the corresponding uncertain-
ties in that frequency. Thus, the curves show that the total mean fre-
quency of exceeding any level of damage for this case study is
approximately 0.023 events per year, or one in 43 years. The uncer-
tainty analysis indicates that there is 90% confidence that the actual
frequency lies within a factor of approximately 10 around the median
frequency.

The annual exceedence frequency decreases as the damage sever-
ity increases. Thus, the mean frequency of exceeding Damage Level 3,
or worse, is approximately 0.016 events per year, or once in 62 years.
The risk curves also show that our uncertainty increases as we evalu-
ate less frequent, more severe conditions. For example, the analysis
indicates that there is 90% confidence that the actual frequency lies
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within a factor of approximately 15 around the median frequency for
Damage Level 3, or worse. The risk curves terminate at Damage Level
5, the most severe consequence that is evaluated for this case study.
The mean frequency for that degree of severity is approximately
0.004 events per year, or once in 250 years. However, the uncertainty
in that estimate is very large. There is 90% confidence that the actual
frequency lies within a factor of approximately 100 around the median
frequency.

Conclusions and Recommendations

To avert cyber-initiated attacks, steps could be taken to reduce the
uncertainties in the analysis and to find ways to discourage repeated
attempts. For coordinated physical attacks, one very clear action to
consider would be to improve the security of substation S2, which
was identified as the principal contributor to power outages in Net-
work 1. This priority might not have been evident without an
integrated assessment of the vulnerabilities and the potential conse-
quences from the failure of each substation. It is also very clear from
Table 5.9 that attacks on multiple substations would greatly increase
the likelihood of Network 1 failure. Thus, substation security in gen-
eral would be an important consideration for improving local network
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power security. Improved security and surveillance of remote facil-
ities would also reduce the grid vulnerability to severe regional power
outages. The relative importance of the substations, regional hard-
ware, and SCADA systems to overall grid vulnerability would not be
readily apparent without an integrated model that systematically
evaluates each contribution to damage.

Once developed, these models become key elements in a system-
atic risk management process to evaluate the effectiveness of pro-
posed improvements. As the models and supporting evidence are
refined, the updated analysis results display the corresponding
changes to the overall grid risk profile, and the contributors to each
damage level may be reordered. Based on these risk-based insights,
systematic examination of successive improvements would continue
until an acceptable level of overall risk was achieved.

This case study example is intended to illustrate how quantita-
tive risk assessment can be used to “turn up the microscope” to
expose the risk of an event that is either catastrophic or could become
catastrophic. Extensive analysis may not be necessary in situations
where the risks are apparent (i.e., when the threats and vulnerabilities
can be easily identified). Obvious steps can be taken to reduce the
vulnerability to a terrorist attack on many important assets in con-
ventional facilities and buildings. Risk reduction in those situations
may include improving ventilation systems, emergency action train-
ing, improving security, providing rapid escape systems, identifying
protective staging locations, and upgrading emergency response cap-
abilities. However, this case study shows that threats to complex ele-
ments of our societal infrastructure may involve multi-faceted attack
strategies with uncertain degrees of success and widely different
potential consequences. In these situations, the systematic discipline
of quantitative risk assessment provides the necessary framework to
support effective risk management decisions.

Conclusion
Quantitative risk assessment is an effective method of exposing the
risks of complex systems to events that could lead to catastrophic
consequences. The hallmark of a quantitative risk assessment is the
quantification of uncertainty; uncertainty is the risk of greatest
concern.

Recommendation
Quantitative risk assessment should be applied in cases where the
consequences can be catastrophic and where there is great uncertainty
about the risk scenarios and contributing factors. Meanwhile, the gov-
ernment and private sector should act quickly to reduce the risk to
those assets where the payoff can be readily determined.
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CHAPTER 6

Case Study 4:
Abrupt Climate Change

This case study, like the previous one on terrorism, has been included
to indicate the insights that canbeobtained froma risk assessment that
is in its earliest stage of development. It too is classified as a “scoping
analysis” of a proposed quantitative risk assessment. The context is a
scoping analysis to a risk assessment of the north Atlantic coastal
states of the United States of an abrupt climate change; a climate
change that could possibly be triggered by global warming. The driver
considered for a possible abrupt climate change is a disruption of the
Atlantic thermohaline circulation (THC). This assessment has not pro-
gressed to the point of the case studies of Chapters 3 and 4 in terms of
supporting evidence, a fundamental understanding of the system, and
the development of definitive scenarios. The assessment is essentially
a first pass at modeling a very complex feedback system. The analysis
represents the type ofmodeling that is often done early in a risk assess-
ment to establish boundary conditions and a fundamental understand-
ing of the system.No attempt ismade at this time to carry the analysis
to the point of human health and safety consequences. The focus is on
precursor events to human health effects. In terms of the six-step pro-
cess of quantitative risk assessment, only Steps 1 and 2 are definitive.
Nevertheless, the modeling that has been done is segregated into the
remaining four steps of the process to telegraphwhatmodeling activity
relates to the risk assessment steps. As the modeling progresses, spe-
cific scenarios will be defined and extended to include the impact on
the population along the coastline of the northeast United States.

This chapter is a scoping analysis that will eventually lead to a
quantitative risk assessment of the human fatality risk of an abrupt



climate change in the north Atlantic coastal states. The phenomenon
considered for the abrupt climate change is the possible shutdown of
the THC in the Atlantic Ocean triggered by global warming.

Human activities have the potential of perturbing regional and
global climate by affecting many of the complex interactions among
atmosphere, land surface, and oceans. A major component of human
induced climate change is related to increases in greenhouse gases (GHGs)
such as methane and carbon dioxide (CO2). Althoughmost attention has
focused on themodern industrial era, Ruddiman1 has argued that anthro-
pogenic climate change started thousands of years ago. But there is no
doubt that the rate of change of increases in GHGs in the atmosphere
has been most marked over the past century. Combustion of fossil fuels
has led to increases inCO2 fromabout280ppm in thepre-industrial atmo-
sphere to over 350 ppm presently. This level of CO2 is higher than it has
been for at least several hundreds of thousands of years. Furthermore, pro-
jections indicate that over the next century, concentrations will reach
800–1000 ppm under a “business-as-usual” scenario.2

Assessments of the potential impact of GHG increases have been
a part of the research agenda in the climate sciences for many years.
For example, the U.S. Global Change Research Program has invested
�$20 billion since 1990 on research into climate variability and
change. Because assessments of future scenarios require mathemati-
cal models to make projections, much work has been aimed at
improving representations of a host of complex physical and biophys-
ical processes within global models. Most impact assessments are
based on model projections that show gradual warming of the surface
temperatures over the next several centuries.2

The coupling between the atmosphere and the oceans is a critical
aspect of global climate dynamics. Relative to the atmosphere, the
ocean responds to perturbations slowly, and stores and transports
large amounts of energy. The transport of large amounts of heat by
the oceans feeds back to the atmosphere and is responsible for many
aspects of climate; for example, the Gulf Stream substantially moder-
ates the climate of Greenland and northern Europe. The large-scale
ocean circulation (Figure 6.1) that is responsible for the transport of
heat from the equator toward the poles in the surface of the Atlantic
and the return flow of cold, deep water in the reverse direction is part
of the global THC. The circulation is driven by density changes
between freshwater and saline water and between warm and cold
water; hence the term “thermohaline” circulation is used. The circu-
lation is called “overturning” because colder and more saline water at
the surface sinks as it is heavier and displaces the less dense water at
depth. In this chapter we considered risk indicators associated with a
disruption in the THC. In particular, we will consider changes in
the rate of Atlantic Ocean overturning (i.e., the flow rate of the
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circulation expressed as a volume of water per time), which is a major
driver of the THC, but first we jump ahead and present some results.

6.1 Summary of Insights from the Scoping Analysis

While this was only a scoping analysis of the risk of reducing or shutting
down the THC and the consequent possibility of an abrupt climate
change, some interesting risk insights were developed. Major contribu-
tors to the uncertainties in the analysis are the use of very simplified
models, the assumed warming rates, and the limited understanding of
the relationship between flow reduction and actual climate change.
These contributors require much more investigation and analysis to
complete a quantitative risk assessment.However, based on the assump-
tions and evidence presented in the scoping analysis the following results
were obtained:

l The overall risk of a severe reduction in the Atlantic overturning is
most strongly influenced by the uncertainty in the rate of global
warming over the next 150 years.
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l The probability that a shutdown will occur in this century is on the
order of one in a million.

l At 100 years in the future, we estimate that the expected reduction
in the Atlantic overturning will be in the vicinity of 30% with a
90% confidence range of about 12–50%.

l The scoping analysis indicated that there is greater than a 5%
chance (a 1 in 20 chance) that the circulation will shut down in
the next 300–500 years.

l The analysis further indicated that 300 years or more into the future
we are 90% confident that the reduction in the THC flow will be
between approximately 17% and 100%. The mean value is approxi-
mately 48%.

These results may be significant as there is some evidence that a
complete shutdown of the circulation is not necessary to result in an
abrupt climate change. In particular, some scientists speculate that as
little as a 25% reduction in flow might trigger an abrupt climate
change. The real conclusion from the scoping analysis is that there
is strong evidence that abrupt climate change due to global warming
should be a high-priority candidate for a quantitative risk assessment.

6.2 Scoping Analysis to Support a Quantitative Risk
Assessment of Abrupt Climate Change

This scoping analysis is organized along the lines of the six-step pro-
cess used in the previous case studies. The first two steps (6.2.1 and
6.2.2) are definitive, but the remaining steps (6.2.3–6.2.6) are very
much in their early stages of development.

6.2.1 Definition of the System Under Normal
Conditions (Step 1)

The system is the interaction of the atmosphere and the north Atlan-
tic Ocean currents under conditions that could possibly lead to an
abrupt climate change in the northeast coastal states of the United
States.

6.2.2 Identification and Characterization of System
Hazards (Step 2)

The hazards are phenomena such as global warming and the release of
GHGs, phenomena that could possibly disrupt the coupling between
the atmosphere and the oceans in a manner that affects the movement
of stored energy in the oceans and the consequent possibility of an
abrupt climate change.
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6.2.3 Structuring of the Risk Scenarios and Consequences
(Step 3)

Unlike the previous case studies where the basic modeling framework
was an event tree that provided a scenario (sequence of events) road-
map between initiating events and consequences, because of its early
stage of development the approach in this scoping analysis is to utilize
the modeling approaches well established in the climate sciences.
As the study advances and more modeling results become available,
the results will be recast into the event tree and scenario format to
be consistent with the practices of scenario based quantitative risk
assessment. Among the modeling approaches extensively used in
climate studies are so-called “box models.” The boxes represent differ-
ent ocean regions and are linked with input/output parameters char-
acterizing flow properties of the ocean currents. The initiating
events for the scenarios using this model are discrete temperature
increases in global mean temperature expected over the next several
hundred years. The output is information on the overturning rate of
the circulation.

More than 40 years ago, Stommel3 showed that a simple two-box
model of the world oceans exhibited two distinct equilibrium solu-
tions and speculated that the real ocean system might be bistable.
Broecker4 used this argument to warn that an alternate stable state
for the THC was a shutdown of the circulation with possible large
consequences for global climate. The change from an “on” to an
“off” state for the THC is thought of as a bifurcation due to nonlinea-
rities in the system and thus would occur suddenly and not gradually.
Such a switch would lead to an abrupt climate change, for example,
changes of mean temperature of several degrees Centigrade (�C) over
several decades. This has led to suggestions that the THC is the
“Achilles’ heel” of the climate system and that increases in GHGs
could be a trigger.5 Evidence for abrupt climate change in the past is
seen in paleoclimate records,6 and changes in the THC are linked to
at least some of these events.

The climate change that attends global warming may have a
variety of impacts. Analysis of potential impacts on ecosystems and
on human populations of a gradual rise in temperature and associated
changes in precipitation suggests that humans will be able to adapt
reasonably well but that costs may be quite significant.7

The issue that is the focus of this case study, however, is asso-
ciated with abrupt climate change. The question is how human popu-
lations might adapt in the face of changes that occur over a decade or
several decades and what the ecological and economic consequences
will be. Thought has been given to how analyses of consequences of
a weakening or a shutdown of the THC might be made,6,8,9 but the
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quantification of such analyses is a topic of active research. We will
consider a risk assessment that stops short of the actual damage states
of primary interest, that is environmental, ecological, economical, and
human health impacts, and consider changes in the rate of the Atlan-
tic overturning itself as the end state. The rate of overturning of
the ocean currents is believed to be an important precursor event to
the above risk measures.

The model results presented in the IPCC report2 for projected
changes in the Atlantic overturning range from no effect to a reduction
of �50% from current conditions. The conclusion drawn in the IPCC
report2 is that themost likely result of GHGwarming over the next cen-
tury will be a gradual weakening of the THC with little likelihood of a
collapse in the twenty-first century. It has been suggested, however, that
theTHCmight bemoved closer to a threshold due towarming10 and that
a reduction of about 25% in the rate of the Atlantic overturning might
precipitate a shutdown of the THC. It is not at all certain that changes
in the THC can result in abrupt climate changeswith significant impact.

Estimates of various levels of weakening of the Atlantic overturn-
ing are needed to produce a sensible risk assessment. Here we consider
seven different end states to characterize the risk. We denote by the
symbolm the rate of Atlantic overturning and bym0 the current rate.

Damage State 1—0.8 � m/m0 < 0.9
Damage State 2—0.8 � m/m0 < 0.7
Damage State 3—0.7 � m/m0 < 0.6
Damage State 4—0.6 � m/m0 < 0
Damage State 5—shutdown (m ¼ 0) occurs after the first 200 years
Damage State 6—shutdown occurs after the first 100 years but

before 200 years
Damage State 7—shutdown occurs in first 100 years

As indicated earlier, the tools for assessing the potential impacts
of these damage states on human populations and ecosystems are just
beginning to be developed. The work by Higgins and Vellinga8 indicates
that a large weakening (Damage States 4 and higher in our terminology)
would likely have global impacts on net primary productivity. The
effects would not be uniform, of course, so a disaggregated analysis
would be necessary to study impacts in detail. Mastrandrea and Schnei-
der11 use a linked environmental-economic analysis and aggregate over
all sectors and regions to derive an aggregate measure of damage from
abrupt climate change. They show that “dangerous anthropogenic
interference,” defined on the basis of projected ecological impacts, is
quite likely under scenarios of global warming at rates considered here.
Schneider9 suggests that abrupt changes in climate can cause much
larger impacts than those expected from slow, gradual warming.
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Risk assessment involves the development of scenarios that
answer the triplet question, what can go wrong. Under what condi-
tions might the Atlantic overturning change in ways described ear-
lier? A scenario starts with an “initiating event,” which precipitates
a system response. In the case we are considering, the initiating event
is the projected increase in GHGs over the next several centuries.
These increases in GHGs can be used in an appropriate model to cal-
culate expected changes in the Atlantic overturning, which is the
measure of “damage.” Different global circulation models (GCMs)
give different results for projection of changes in the THC because
they have different parameterizations, different grid resolutions, and
start from slightly different initial conditions (Figure 6.2).

As the large-scale experiment of adding large amounts of GHGs
to the atmosphere proceeds, should we be concerned about the possi-
bility of an abrupt climate change caused by a bifurcation in the THC?
The cautious scientific view is given by Wood et al.,12 who say that a
rapid change in the THC “due to GHG warming cannot be ruled out
but is considered a low-probability, high impact event.” Thus, the
issue is a good candidate for the methodology advocated in this book.
To implement the methodology, a mathematical model for the phe-
nomena must be available.
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A fully adequate model for the coupled atmosphere–ocean sys-
tem is not available. This is due in no small degree to the complexity
of the Earth system and the myriad of feedback mechanisms that can
amplify small signals. Bigg et al.13 outline a set of main effects and
feedback processes that can affect the THC under global warming. For
example, local effects in the north Atlantic include increased heat
and freshwater fluxes under global warming scenarios, as both temper-
ature and precipitation are expected to increase at high latitudes. Heat-
ing of the surface of the north Atlantic reduces the density of the water
thus stabilizing the water column and decreasing the rate of the over-
turning. If the THC weakens, however, there is a negative feedback
caused by reduced transport of salt from lower latitudes—part of the
THC itself. The Earth system is replete with such feedbacks.14

The central tool for the quantitative assessment of climate varia-
bility and change is large, complex computer models known as GCMs.
The challenge of modeling the Earth system, even with the largest
computers, is daunting. The roots of the current GCMs date back to
the 1960s when digital computers became available.a Even with the
most advanced modern computers, the representation of many of the
feedbacks must be done through parameterizations of the physical rela-
tionships. Thus, although the models arguably keep being improved,
they cannot possibly capture all of the complexities of the natural sys-
tem. Furthermore, the computational demands of these models make it
essentially impossible to exercise them to explore fully all of the uncer-
tainties associated with projections of future changes.

In response to the need to have models that can be run over long
time periods—tens of thousands of years—and that can be run many
times so sensitivity to various processes can be studied systemati-
cally, a class of models referred to as Earth-System Models of Interme-
diate Complexity (EMICs) has arisen. These models are certainly
simpler than GCMs in treating certain feedbacks and in the resolution
of the grid covering the globe, but they still include an impressive
amount of detail. As with any model, the EMICs have their draw-
backs; they mainly can be criticized for oversimplifying some process
representations.16

a Numerical weather prediction can be traced to the early part of the twentieth
century. In 1917, L.F. Richardson was attached to a French infantry division on the
western front. As World War I raged about him, he embarked on a project to predict
the weather over a section of Western Europe for a 6-h period given measurements of
winds, pressures, temperatures, etc., as a starting point. His numerical computation
approximated the equations describing atmospheric dynamics and was done with the
help of only a slide rule. The computation took 6 months to complete and was a spec-
tacular failure because of technical numerical problems. (See Hayes15 for a delightful
exposition of the story.) But the “failure” was short lived, as demonstrated by the GCMs
in existence today.
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Simple “box” models have been used in climate studies for a long
time. Arrhenius17 made what is probably the first quantitatively based
forecast of global warming under increased GHGs. Budyko18 and Sellers19

presented box models for the Earth’s energy balance. These box models
are even easier to criticize for lack of representation of enough detail
than are the EMICs, but they do have the virtue of being computation-
ally tractable for extensive sensitivity and uncertainty studies.

As discussed earlier, the computational burden carried by GCMs
makes it difficult to use them as tools for risk assessment. It has been
suggested that GCMs may not be the tool of choice for assessments in
any event.20 We accept Harte’s21 suggestion that an approach “based
on models that capture the essence of the problem, but not all the
details, might get us further.” We therefore elect to use the box model
of Zickfeld et al.22 as the computational engine for this scoping anal-
ysis (see Section 6.2.4 for details). The initiating event for the scenar-
ios using this model is the increase in global mean temperature
expected over the next several hundred years.

The rate at which the global mean temperature is expected to
rise over the next century cannot be estimated with precision, but
there is essentially universal agreement that temperatures will in fact
rise.2 We will consider scenarios defined by a distribution of warming
rates that incorporates the large uncertainties in projections. Of
course, the projections of temperature increase depend on models as
well. The IPCC2 reports that the warming in the twenty-first century
is likely to be between 1.5 and 4.5 �C. Wigley and Raper23 suggested
that the likelihood of warming at both the low end and the high end
of the IPCC figures is very low and that a 90% probability interval
for warming in the year 2100 in the absence of mitigation is about
1.7–4.9 �C. Murphy et al.24 report a 5–95% confidence range as 2.4–
5.4 �C from their ensemble model studies assuming a doubling of
atmospheric CO2. Knutti et al.

25 suggest that this interval should be
set at about 2–7.5 �C, Forest et al.26 suggest 1.4–7.7 �C, and Androvona
and Schlessinger27 suggest 1–9.3 �C. The uncertainties are obviously
fairly large, but most of the evidence supports a distribution with a
median in the 2–3.5 �C range and with the 95th percentile in the
vicinity of 5 �C.

6.2.4 Quantification of the Likelihood of the Scenarios (Step 4)

As indicated earlier, we use the model presented by Zickfeld et al.22 to
compute the rate of the Atlantic overturning over time. We adapt the
description below from Zickfeld et al.,22 where details of the model
and the rationale for it can be found.

The four boxes in the model represent the south and north
Atlantic Oceans (Boxes 1 and 2, respectively); the surface ocean in
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the tropics (Box 3); and the deep ocean in the tropics (Box 4). The over-
turning rate, m, is the surface flow northward and the return flow at
depth (Figure 6.3) and is driven by density differences between Boxes
1 and 2.

m ¼ kðr2 � r1Þ
r0

¼ k½bðS2 � S1Þ � aðT2 � T1Þ� (6.1)

where r is density, k is a constant relating volumetric flow to the
density difference, S is salinity, T is temperature, b is a coefficient
relating changes in salinity to changes in density, a is a coeffi-
cient relating changes in temperature to changes in density, the sub-
scripts 1 and 2 refer to the respective boxes, and r0 is a reference
density. Total flows in ocean circulation are large so it is customary
to use the unit Sverdrup (Sv) to describe them: 1 Sv is 106 m3/s.

Temperatures and salinities of the boxes are conditioned by the
transport due to overturning and by two other forcing terms. First,
there is a net flux of freshwater between the surface boxes due to
atmospheric vapor transport (and subsequent rainfall), wind-driven
ocean currents, and evaporation from the surface (a negative flux of
freshwater). The net fluxes from Box 1 to Box 3 and from Box 3 to
Box 2 are represented by F1 and F2 respectively (Figure 6.3). Second,
the temperature of the surface boxes is conditioned by interaction
with the overlying atmosphere. This surface forcing is represented in
the model by specifying the temperatures of the surface boxes in the
absence of ocean transport, T�

1;T
�
2; andT

�
3, and having the temperatures

of the respective boxes move toward these restoring temperatures.

F1 F2

Box 1

Box 3

Box 4

Box 2

m

mm

m

NorthSouth Tropics

FIGURE 6.3. The box model for the Atlantic THC; from Zickfeld et al.22
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The model for the overturning consists of a set of ordinary differ-
ential equations derived from heat and mass-balance considerations,
treating the boxes as completely and continuously mixed.

dT1

dt
¼ m

V1
ðT4 � T1Þ þ l1ðT�

1 � T1Þ (6.2)

dT2

dt
¼ m

V2
ðT3 � T2Þ þ l2ðT�

2 � T2Þ (6.3)

dT3

dt
¼ m

V3
ðT1 � T3Þ þ l3ðT�

3 � T3Þ (6.4)

dT4

dt
¼ m

V4
ðT2 � T4Þ (6.5)

dS1
dt

¼ m

V1
ðS4 � S1Þ þ S0F1

V1
(6.6)

dS2
dt

¼ m

V2
ðS3 � S2Þ þ S0F2

V2
(6.7)

dS3
dt

¼ m

V3
ðS1 � S3Þ þ S0ðF1 � F2Þ

V2
(6.8)

dS4
dt

¼ m

V4
ðS2 � S4Þ (6.9)

The Vi are the box volumes, S0 is a reference salinity for the fresh-
water fluxes, and the li are thermal coupling coefficients to describe
the surface forcing. The latter coefficients are given by li ¼ G=cr0zi,
where G is a constant that reflects radiative and diffusive heat trans-
port between atmosphere and ocean, c is the specific heat capacity
of seawater, and the zi are the depths of the surface boxes.

We use the values for parameters derived by Zickfeld et al.22

Several of the values are well-defined constants (Table 6.1).

TABLE 6.1
Values for physical constants used in the model

Parameter Value Description

c 4000 J kg�1 �C�1 Specific heat capacity
r0 1025 kg m�3 Density of seawater
a 1.7 � 10�4 �C�1 Thermal expansion coefficient
b 8 � 10�4 psu�1 Haline expansion coefficient
S0 35 psu Reference salinity
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Other parameters, which we take to have fixed values, either are
estimated on the basis of physical knowledge or are determined by
“tuning” the model (Table 6.2).

Equations (6.1)–(6.9) can be integrated to give the rate of the Atlan-
tic overturning as a function of time in response to increasing global
mean temperature. For our scenarios, we adopt the approach used by
Zickfeld et al.22 and use a linear increase in global mean temperature,
TGL, for 150 years with steady temperatures thereafter. The transient
behavior of the Atlantic overturning is driven by time evolution of
the restoring temperatures, T�

1;T
�
2; and T�

3, and of the freshwater fluxes,
F1 and F2. These evolve in time according to the following equations22:

T�
1ðtÞ ¼ T�

10 þ p1t
dTGL

dt
(6.10)

T�
2ðtÞ ¼ T�

20 þ p2t
dTGL

dt
(6.11)

T�
3ðtÞ ¼ T�

30 þ p3t
dTGL

dt
(6.12)

F1ðtÞ ¼ F10 þ h1pSHt
dTGL

dt
(6.13)

F2ðtÞ ¼ F20 þ h2pNHt
dTGL

dt
(6.14)

TABLE 6.2
Values for model parameters22

Parameter Value Description

V1 1.1�1017 m3 Volume of Box 1
V2 0.4�1017 m3 Volume of Box 2
V3 0.68�1017 m3 Volume of Box 3
V4 0.05�1017 m3 Volume of Box 4
z1 3000 m Depth of Box 1
z2 3000 m Depth of Box 2
z3 1000 m Depth of Box 3
G 7.3�108 J y�1 m�1 �C�1 Thermal coupling coefficient
k 25.4�1017 m3 y�1 Flow constant
F10 0.014 Sv Current (“time zero”) value for F1
F20 0.065 Sv Current (“time zero”) value for F2
T�
10 6.6 �C Current (“time zero”) value for T�

1

T�
20 2.7 �C Current (“time zero”) value for T�

2

T�
30 11.7 �C Current (“time zero”) value for T�

3
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Time, t, is measured in years with present being zero. The para-
meters pi are constants that disaggregate global mean temperature
changes to regional levels. The parameters pSH and pNH are coefficients
to relatemean hemispheric temperature changes to global changes. The
parameters h1 and h2 are hydrological sensitivity coefficients. In the
simulations for the scenarios, Equations (6.10)–(6.14) apply for the 150
years of temperature increase; after this time values are held constant
at the 150-year levels. We start with the nominal values for these
parameters as presented by Zickfeld et al.22 (Table 6.3).

Treatment of Uncertainty in the Risk Model

For purposes of this case study, we take the most important uncer-
tainties to be related to the temporal evolution of the Atlantic over-
turning. The first aspect of the temporal evolution is the initiating
event—the rate of increase in global mean temperature,

dTGL=dt�

As indicated in Section 6.2.3, a fairly broad range of possible warming
rates is reported in the literature. We consider warming rates of 0.01–
0.07 �C/year in steps of 0.01 �C/year. That is, we use a discrete proba-
bility density function for rate of warming that is broadly consistent
with estimates of the distribution for temperature change in the year
2100 made by a number of experts (see Section 6.2.3). We opted to
use a coarse division for warming rate with the largest probability den-
sities in the 2–3 �C/century range but with a 7% chance that
the warming would be 6 or 7 �C/century. Our discrete probability
density function retains the bulk of warming rates within the IPCC
1.4–4.5 �C/century range but allows for a small probability that the
rate might be as high as 7 �C/century (Figure 6.4).

In a more comprehensive risk assessment, we would use the
Bayesian methods discussed in Chapter 2 to derive a more rigorous

TABLE 6.3
Nominal values for time evolution parameters

Parameter Value (units)

r1 0.86
r2 1.07
r3 0.79
rSH 0.93
rNH 1.07
h1 –0.005 Sv �C�1

h2 0.023 Sv �C�1
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representation of the warming rate uncertainty. For example, a system-
atic Bayesian treatment of the available projections would explicitly
account for both the uncertainties in the estimates from each expert,
and variability among the individual experts. Sampled historical data
for the observed warming rate would then provide additional evidence
to further refine the uncertainties from these predictive estimations.
Section 6.3 contains examples that illustrate how the uncertainty about
the warming rate would change as additional evidence is compiled and
integrated through a formal Bayesian process.

The other parameters that affect the temporal evolution of
overturning are those in Table 6.3. We adopt a discrete distribution
to represent the pi values; we use the nominal values in Table 6.3 as
the mean and a 5% coefficient of variation for a Gaussian distribution
and apply a coarse discretization (Figure 6.5). Zickfeld et al.22 reportmod-
est sensitivities of calculated overturning to these regional coefficients
by considering cases where differences among regions are enhanced or
reduced. The distribution that we use allows such variation within
reason.

The major source of uncertainty in projections of the rate of the
Atlantic overturning made using this model is the hydrological sensi-
tivities. (Note that because pSH and pNH appear as multipliers of the
hydrological sensitivities, we can fix the values at those listed in
Table 6.3, in effect subsuming uncertainty in these into the uncertainties
in h1 and h2.) Zickfeld et al.22 argue that values for h2 of 0.05 Sv/�C are
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FIGURE 6.4. Probability density used in risk calculations.
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not unrealistic and they use values up to 0.06 Sv/�C in their sensitivity
analyses. We adopt a lognormal distribution for h2 as a reasonable
approximation of uncertainty and truncate and discretize it into 94
“bins” for our simulations (Figure 6.6). The mean value of the distribu-
tion is the nominal value in Table 6.3 and the probability that h2

exceeds 0.05 Sv/�C is about 0.1%. We use a similar distribution for h1.

Monte Carlo Simulations

To examine the uncertainties within the context of the scoping anal-
ysis, we ran the model choosing values for uncertain parameters
and temperature increases at random. We performed 50,000 such
Monte-Carlo realizations for the full case, with warming rates and
all parameters selected randomly within the distributions specified
above. To decompose the uncertainties to show the influence of rates
of increase in global temperature, we also ran 50,000 realizations
independently for each warming rate from 1 to 7 �C/century.

6.2.5 Assembly of the Scenarios into Measures of Risk (Step 5)

The Monte-Carlo runs were made for a total time of 500 years into the
future. The probability weighted mean curves for Damage States 1–4
show declines in the rate of the Atlantic overturning over the first
200 years of the simulations and recovery to �90% of the current rate
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FIGURE 6.5. Probability density for parameter p1 used in simulations. Distri-
butions for parameters p2 and p3 are similar.
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by year 500, whereas Damage States 5–7 indicate shutdown of the
overturning between about the 100–400 year mark (Figure 6.7).

The results in Figure 6.7 can also be presented in the format of
cumulative risk curves, as described in Chapter 2. Our seven damage
states correspond to increasingly more severe potential consequences
with respect to THC reduction, from rather benign conditions (Dam-
age State 1) to complete shutdown within the next century (Damage
State 7). If we reformulate our results to show the cumulative proba-
bility of achieving a specified severity of THC reduction as a function
of time, the results take the form of risk curves that display the full
uncertainties from our analyses (Figure 6.8). In effect, these curves
are derived by examining successive “slices” through the results in
Figure 6.7 to determine the time at which each increment of THC
reduction is achieved and the associated probability that the reduction
is achieved at that time, or earlier.

6.2.6 Interpretation of the Results (Step 6)

As described in the early chapters of this book, these risk curves pre-
sent a wealth of information in compact form. They can be read in a
variety of ways. For example, reading across the curves horizontally
at 200 years, we see that for the Zickfeld model with uncertainties
as we have characterized them, the expected (mean) reduction in over-
turning rate is about 40%, the median of the distribution is about 32%
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FIGURE 6.6. Probability density for parameter h2. The distribution for param-
eter h1 is similar.

194 Quantifying and Controlling Catastrophic Risks



0 100 200 300 400 500
0

5

10

15

20

25

Time, years

O
ve

rt
ur

ni
ng

, S
v

Damage Category
Probabilities

DC1 P = 0.24
DC2 P = 0.27
DC3 P = 0.28
DC4 P = 0.14
DC5 P = 0.05
DC6 P = 0.02
DC7 P = 2.4e-006

FIGURE 6.7. Probability weighted mean time course for the seven damage
states for 50,000 Monte-Carlo realizations.

Total Risk Curves
0

50

100

150

200

250

300

350

400

450

500
0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

THC Flow Reduction

Y
ea

rs
 A

ft
er

 S
ta

rt

5th Percentile

Median

Mean

95th Percentile

FIGURE 6.8. Risk curves for the base case, all parameters and the rate of
warming treated as uncertain.

Case Study 4: Abrupt Climate Change 195



reduction, and the 90% confidence interval runs from about 15% to
about 86% reduction. Reading the curves vertically at the 20% reduc-
tion level, we see that there is a 5% chance that this level of reduction
will be reached in the next few decades and a 95% chance that it will
be reached sometime in the next 450 years. Looking at the 95th per-
centile curve, we see that there is about a 5% chance that the Atlantic
overturning will shut down sometime in the next 300 years.

The total risk curves (Figure 6.8) reflect the broad uncertainties
in the approach that we have adopted to represent the Atlantic over-
turning circulation.

To enhance our understanding of the most important contri-
butors to this risk and their associated uncertainties, it is useful to
partially decompose the total risk curves and to examine the condi-
tional risk of THC reduction as a function of the rate of global warm-
ing (Figure 6.9). These conditional risk curves give information
similar to that for the base case, but with the presumption of a fixed
rate of warming. Conditional risk results are not shown for a warming
rate of 1 �C/century because our analyses conclude that the maximum
reduction in the Atlantic overturning will be less than 10% for that
case. The results indicate that for the Zickfeld model, we are 95%
confident that reductions in the Atlantic overturning will be less than
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about 20% over the next 500 years if the warming rate over the next
150 years is 2 �C/century (or less). Conversely, we are essentially cer-
tain that the overturning will shut down sometime in the next several
hundred years if the rate of warming is 7 �C/century (or larger).

A comparison of the total and conditional risk results clearly
shows that the overall risk of a severe reduction in the Atlantic over-
turning is most strongly influenced by our uncertainty in the rate of
global warming over the next 150 years. Uncertainties in other para-
meters of the Zickfeld model have a measurable, but clearly second
order effect on our characterization and understanding of the risk.
Thus, it is evident that we should focus our attention and resources
on efforts to better understand the analytical bases for the estimated
warming rates and the uncertainties that are associated with those
estimates. As indicated previously, Bayesian methods may be used
to systematically examine the available evidence, and to develop a
more refined assessment of the contributors and associated uncertain-
ties. (See Chapter 2 for an illustration of how such an analysis could
be useful.)

Even though our modeling approach is fairly simplistic, our
results are not out of bounds with projections that have been made
by others. At 100 years in the future (ca. 2100) we estimate that the
expected reduction in the Atlantic overturning will be in the vicinity
of 30% with a 90% confidence range of about 12–50%. The IPCC2

estimates (Figure 6.2) can be interpreted to indicate a range of about
0–50% reduction with the central tendency at about a 25% or so
reduction. Knutti et al.25 estimate a probability density of reduction
in Atlantic THC in the year 2100 using an ensemble of different mod-
els; they conclude that the 90% confidence interval is 15–85% with a
“best guess” value of 65% reduction.

Our main contention in this book is that the risk assessment
process is valuable for problems with low probability of occurrence
and high potential impact. As indicated previously, we do not have
good estimates of ecosystem consequences, so our risk assessment is
terminated artificially at a damage state denoted by THC reduction
and not carried through to ultimate impacts of most direct concern
to people. But despite the lack of precise estimates of ultimate conse-
quences to humans, there is good evidence that climate changes have
had very significant impacts on past societies.28 Weiss and Bradley
argue that in the latter half of the present century, world population
is likely to be near ten billion people and that a significant fraction
of the populace will be engaged in small-scale agriculture. They will
be quite susceptible to consequences of climate change, particularly
if it occurs abruptly. There are plausibility arguments to indicate that
economic and ecological impacts of abrupt climate change are likely
to be substantial.8,9,11
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With respect to the low probability part of the definition of case
studies for this book, our results confirm that a complete shutdown of
the Atlantic THC is indeed a low probability event, given current esti-
mates of warming and of uncertainties in key parameters. The proba-
bility that a shutdown will occur in this century is on the order of one
in a million (Figure 6.7). Even going out 300 years, the probability of a
complete shutdown is only about 5% (Figure 6.8). Furthermore, the
conditional probabilities of a shutdown if the rate of warming is less
than about 4 �C/century are very small indeed (Figure 6.9). On the
other hand, if the warming rate turns out to be on the high end of
those considered (e.g., 6 or 7 �C/century), the conditional probability
of a complete shutdown in the next 500 years is close to certainty.

Although a complete shutdown of the Atlantic THC in the next
century appears to be an unlikely consequence of increasing GHGs in
our assessment, the model that we used did not account for perturba-
tions that affect the Earth system, for example perturbations in solar
input or extreme weather conditions. Some concern has been ex-
pressed that as the rate of the overturning is lessened, the size of a per-
turbation needed to cause the system to reach the bifurcation point
where the THC shuts down becomes less and less; e.g., see discussion
in NRC.6 Tziperman10 used model simulations to suggest that a
reduction in rate in the THC of about 25% may lead to instability.
Thus, it is also instructive to consider the results for weakening of
the Atlantic THC in the 25% range. The results indicate that there
is a greater than 50% chance that a 25% reduction will occur in this
century and a 5% chance that it will occur in the next 40 years or
so. If it turns out that a 25% weakening does lead to instability, the
risk is quite high. In any event, these results provide a reasonable
basis to move forward with a more comprehensive risk assessment.

6.3 Illustration of Bayesian Analyses for Warming Rates

This scoping analysis shows that the risk of a significant reduction in
the Atlantic overturning circulation is influenced very strongly by the
uncertainty about the rate of increase in global mean temperature.
Therefore, to fully understand the risk, we must clearly identify the
sources of the uncertainty and develop the best possible expression
of our confidence in the predicted warming rate. Bayesian methods
provide the analytical framework to consistently account for the
strength of the available evidence and to evaluate its influence on
our current state of knowledge.

Figure 6.4 shows our assigned probability distribution for the rate
of global warming. The uncertainty is represented by a discrete proba-
bility density function over the range of predicted warming rates, from
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1 to 7 �C/century. This composite estimate is derived from a large
number of predictive analyses, with considerable diversity of expert
opinion. Our current state of knowledge may be improved by a Bayes-
ian combination of these expert estimates, rigorously accounting for
both the uncertainty in each estimate and the variability among the
respective experts. This two-stage Bayesian application would provide
a more comprehensive treatment of the supporting evidence, and it
would clearly show how each expert estimate contributes to our cur-
rent overall uncertainty.

Derivation of the input data from each expert and demonstration
of a full two-stage Bayesian analysis is beyond the scope of this case
study. However, this section presents examples of simpler one-stage
Bayesian analyses that show how accumulated evidence about the
measured rate of global warming can influence our uncertainty and
affect our estimates of the overall risk. The analyses accept Figure 6.4
as the starting point for our current state of knowledge about the pre-
dicted warming rate.

The record of global mean temperature for approximately the
past five decades indicates a continual warming (Figure 6.10). If we
do a simple statistical analysis, using linear regression to extrapolate
these data to 2025, the expected temperature increase in 2025 relative
to 2005 would be about 0.4 �C. We first consider the hypothetical sit-
uation that the observed temperature increase in 2025 over 2005 is
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FIGURE 6.10. Regression of observed global mean temperature deviations
from 1969 through 2004 with extrapolation in 2025 [data from Angell29].
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actually 0.4 �C. This experience then becomes our evidentiary input
for a Bayesian assessment of the predicted warming rate, starting with
our current expert state of knowledge.

Figure 6.11 shows the results from that analysis. The solid bars are
the updated discrete probability distribution for the warming rate, after
we account for the 20 years of experience. The dashed bars show our cur-
rent state of knowledge that is used in the case study risk models.

The observed evidence of 0.4 �C warming in 20 years reinforces
our assessed probability that the actual warming rate is in the range
of 2–3 �C/century. The evidence also reduces our confidence that the
warming rate may be as high as 5–7 �C/century.
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CHAPTER 7

Examples of Risks Having
the Potential for
Catastrophic Consequences

In Chapter 1 it was pointed out that this book is targeting risks that
are a combination of existential risks and risks that are believed to
be rare but of catastrophic consequences (defined as resulting in
10,000 fatalities or greater). As demonstrated in the case studies, the
risk sciences can be applied to screen and importance rank risks that
meet this criterion. The focus on this class of risks is believed impor-
tant because of the perceived lack of urgency about them in the minds
of the public and our leaders, and the ability of such threats to dramat-
ically change or end life as we know it. This lack of interest is partly
because the risks considered here most often do not happen in our life-
times and in some cases they don’t happen in many millennia, or for
the case of existential risk they may not happen for tens of millions of
years. It is the purpose of this chapter to raise our consciousness about
potential catastrophic risks by presenting a cross section of examples.

Four such risks having to do with hurricanes, asteroids, terror-
ists’ attacks, and abrupt climate change were somewhat arbitrarily
selected for case studies in the previous chapters. A systematic appli-
cation of the risk assessment thought process could provide the neces-
sary guidance on which risks should have priority for future case
studies and the taking of action. There are many factors to consider
besides just the human fatalities involved. These include information
on the resources and time needed to mitigate or reduce the conse-
quences of threatening events and conditions. For example, from the
asteroid case study it was observed that if an asteroid that is a threat
to our planet can be identified far enough in advance, actions might
be possible to alter its course and completely mitigate the event.



Knowledge about the risks we face is the key. A structured and sys-
tematic approach for developing a roadmap of risks requiring action
should include certain fundamental considerations. Of course in the
final analysis it should be risk-informed. That is, the risks should be
understood in terms of their likelihoods and consequences. Actions
to take should then be based on costs and risk benefits, and value
judgments, that is, the principles of decision analysis.

It is not reasonable to quantify the likelihoods and consequences
of all of the risks facing humanity, even if the target risks are narrowed
to catastrophic and existential. It has to be an iterative and phased pro-
cess. A logical first step would be to sort the risks qualitatively by area
of impact and consequence. By area is meant global, regional, and local
and by consequence is meant the population at risk. The first cut at the
lists of risks to consider would be principally based on expert knowl-
edge and readily available evidence of the level of the threat involved.
The lists would then be refined by the application of risk assessment
techniques in phases, peer reviewed with public participation, and
challenged using the methods of contemporary decision analysis.
At some point of the iterative and phasing process, the risks will need
to be quantified and decisions made on what to do about them.

Possible criteria for developing a priority list of risks that
matches the focus of this book are (1) risks having the potential of cat-
astrophic consequences, (2) the existence of limited knowledge about
the risk especially in terms of how likely it is to occur, and (3) a lack
of attention and priority by the public and the government. Clearly,
there are many risks that could meet these criteria. For example, we
frequently hear about the disastrous consequences that could follow
a collapse of the world’s economies. Some economists fear such an
event, which could be followed by global war, famine, and disease.
Economic issues of concern are the heavy dependence of countries
on foreign oil and its impact on economic stability, possible changes
of the role of the U.S. dollar in world currency markets, and changing
patterns of economic bases from factories, machinery, etc., to services
and paper commodities. Another example of concern to many is the
growing dependence of economies and the general conduct of busi-
nesses and society infrastructures on electronic communications.
We live in an increasingly interconnected world of technology-based
systems and networks. An example of the risk of such electronic
dependence is presented in Chapter 5 as a case study of a terrorist
attack on the national electrical grid.

Other examples that meet our criteria are listed in Table 7.1 and
discussed below.

Each of the risks of Table 7.1 is briefly discussed to provide some
insight as to why it should be included on any list of future quanti-
tative risk assessments. Nuclear war is discussed in more detail than
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the others because of current concerns about nuclear materials prolif-
eration and its connection with terrorism.

7.1 Nuclear War

It has been said that no one can estimate with any confidence the like-
lihood of a nuclear war. To be sure it is not possible to calculate the
likelihood of a nuclear war with complete confidence, that is, with
no uncertainty. But one of the purposes of this book is to demonstrate
the value of calculating risks in the presence of uncertainty. The con-
cept of the “set of triplets” definition of risk is scenarios, likelihoods,
and consequences and was conceived to be a framework for addressing
any kind of risk. The premise is that any risk that can be identified
can be characterized in terms of these three factors, recognizing that
a part of the process is to embrace the uncertainties involved and
make them an intrinsic part of the likelihood calculation. The result
is not always precise in the sense of absolute numbers, but can clearly
be quantitative in terms of the state of knowledge about the numbers.
But before consideration is given to how one would structure a risk
model for nuclear war, it is appropriate to discuss some of the charac-
teristics of nuclear wars. In particular, before a risk model can be
developed of something, it is important to understand the system that
is to be modeled. Much of this discussion is based on a paper by
Garrick.1

A key consideration in the building of a risk model is an under-
standing of how the “what can go wrong” scenarios are initiated. In
this case, we mean “how does a nuclear war get started.” Obviously
there are many different types of nuclear wars. The type we worried
about during the Cold War was one that involved nation states, for
example the U.S. and the U.S.S.R., and occurred deliberately. This

TABLE 7.1
Potential catastrophic events

Nuclear war Super volcanoes Destruction of the
ozone layer

Global water management Pollution from fossil
fuels

Infectious disease
pandemic

Species destruction: tropical
rain forests

Species destruction:
coral reefs

Giant tsunamis

Genetic engineering and
synthetic biology

Global warming Super earthquakes

Industrial accidents Nanotechnology Population
management
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might be classified as the conventional nuclear war. Now we know of
many other types of nuclear wars or smaller scale nuclear attacks that
could escalate to the level of a conventional nuclear war. These include
not only nation states, but also amorphous groups and even individuals.
Examples are dictators, terrorists, religious fanatics, deranged military
commanders, mistakes at nuclear missile launch sites, and unfore-
seen responses or consequences of pre-emptive actions. The actions
of nations or groups can be a major factor in increasing the likelihood
of a nuclear war. Many believe we were very close to nuclear war
during the Cuban missile crises of 1962. One of the great fears of
societies is being drawn into a nuclear war through miscalculation
and poor decision-making. These are the types of factors that must
be considered in defining a set of initial conditions for different
nuclear war scenarios.

What kinds of scenarios describe non-conventional initiators of a
nuclear attack or war? Two types of failures could lead to a nuclear
attack and possibly an all out nuclear war. One is a command failure
such as a rogue commander initiating a nuclear attack without proper
authorization. An example of a nuclear attack being started by the
actions of a deranged military commander could be a nuclear subma-
rine commander with the support of a small part of the submarine
crew launching several nuclear missiles. It wasn’t so long ago that
the U.S. and the U.S.S.R. had a substantial fleet of nuclear submarines
roaming the oceans of the world, each with sufficient nuclear fire
power to destroy a large number of metropolitan areas. Such an action
while not likely because of the selection process and training of crews
must be considered in any risk model of a nuclear war. It is a simple
fact that no human is completely predictable. A second type of failure
that would have to be taken into account in assessing the likelihood
of a nuclear war is a control failure. An example of a control failure
would be a terrorist group gaining access to a nuclear weapon.
Another control failure would be the initiation of a nuclear war by
accident such as the inadvertent launching of a nuclear missile. Some
experts consider this to be one of the more likely risk scenarios. The
point is that the initiation of a nuclear war or attack is dependent
on much more than the sanity of a few politicians.

Miscalculation is the basis for another set of scenarios that could
end in nuclear war. An example would be to underestimate or overes-
timate the nuclear strength of an adversary. One of the factors of
strength the U.S. had during the Cuban crisis was a much larger
nuclear arsenal than the U.S.S.R., an advantage that was soon erased
in the coming years. A most important issue relating to “miscalcula-
tion” is the system of intelligence available to the decision-makers.
Intelligence has to be a major consideration in any risk model as
was so dramatically illustrated not with respect to a nuclear
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confrontation, but with respect to the actions taken by the U.S.
against Iraq. And of course a nuclear war could be started by decep-
tion. One such scenario would be for a nation to fire nuclear missiles
at Russian cities from American territorial waters, triggering the
Russians to launch a nuclear attack on the U.S. A scenario of
increasing concern as nuclear weapons become smaller, lighter, and
more transportable is what might be called the “suitcase scenario.”
A terrorist could either engage in a suicidal nuclear event or strategi-
cally place the suitcase at a location of high vulnerability.

Other factors that must be considered in assessing the likelihood
of a nuclear war or attack include (1) the progress being made to con-
trol nuclear proliferation and the reduction of nuclear arsenals, (2) the
number of nations who possess nuclear weapons, (3) the number of
warheads and delivery capability in the possession of each nation, (4)
the political stability of the nuclear nations, (5) the priority given to
reducing the threat of nuclear war, and (6) the safeguards and security
in place to control their nuclear stockpiles.

It is worth noting that the treaties in place between such nuclear
powers as the U.S. and the Russian Federation to reduce the nuclear
stockpiles may have little or no impact on risk, because of the excess
number of weapons that each nation possesses. It is estimated that
the United States and Russian arsenals still total more than 30,000
nuclear weapons. On the matter of the number of nations that possess
nuclear weapons, it is believed to be nine: Pakistan, India, Israel, China,
France, Britain, Russia, North Korea, and the United States. A concern
that would have to be factored into any nuclear war risk assessment
would be the priority nations are giving to reducing the nuclear threat.
In many nations, including the U.S., the threat of nuclear war does not
seem to be a high priority issue because the public is not demanding it.

On the matter of political stability of nations having nuclear
weapons, there are many issues that would have to be taken into
account in structuring the risk scenarios. The feuding of India and
Pakistan and the efforts going on in the Middle East to obtain such
weapons by Iran and other nations where only Israel currently has a
nuclear arsenal are good examples of political strife and unrest. The
situation in the Middle East and Russia is a good example of concerns
about adequate safeguards and security. There is a need to understand
the scenarios and rationale where each of these countries may feel
“justified” in using nuclear weapons.

An issue that cannot be overlooked in assessing the risk of a
nuclear war is something that might be referred to as the deterrence
factor of nuclear weapons. There are those who would argue that the
existence of nuclear weapons and the realization of their potential to
end the human race is the principal reason that societies have gone
through the longest period in the history of man without major
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powers waging war against each other. As pointed out by Roland2

“consider how many deaths have been prevented by nuclear weapons.
An ever-growing body of evidence suggests that the number of people
whose lives have been saved by nuclear weapons reaches into the
hundreds of millions.” Roland went on to observe that “Had there
been conventional war in the second half of the twentieth century
on the scale seen in the first half, we could have expected more war
deaths than occurred throughout recorded history up to the twentieth
century—and many more than piled up in the two world wars com-
bined.” Not that it is being advocated that peace should be sought
through the fear of nuclear war. It is only to acknowledge that the
deterrence factor of nuclear weapons must be part of the risk equation.

One further issue important to structuring the risk scenarios of a
nuclear war has to do with the actions taken by the nuclear nations to
control and safeguard nuclear materials, including nuclear weapons.
The actions referred to have to do with agreements and treaties
between existing and future nuclear nations. Obviously, such actions
are critical to any assessment of the risk of a nuclear war. For example,
what is the impact on the risk of a nuclear war of the Nuclear Non-
Proliferation Treaty? The 187 countries that are party to the Nuclear
Non-Proliferation Treaty, including the United States and Russia, are
striving to make elimination of nuclear weapons a part of their agenda.
While little real progress to such a lofty goal has been made, the recog-
nition of the need to move in that direction is encouraging. There is
evidence that it has raised the consciousness of the need for more bind-
ing international agreements—perhaps the most important avenue for
reducing the risk of a nuclear war. One organized effort directed at
the United Nations by a group consisting of physicians, lawyers, scien-
tists, and engineers involves a Model Nuclear Weapons Convention
that “provides a vision of what complete nuclear disarmament might
look like in concrete detail.” The likelihood of success of such efforts
must be a consideration of any comprehensive nuclear war risk assess-
ment. The fact that binding international agreements are not always
complied with and there are rogue states suggests the need to take this
into account in any attempt to assess the risk of a nuclear attack. For
example, the Nuclear Non-Proliferation Treaty did not prevent North
Korea or Iran (or earlier Libya) from seeking nuclear weapons.

7.2 Super Volcanoes

Super volcanoes are described as “volcanoes that occur over ‘hot spots’ in
the Earth and erupt every few hundred thousand years in catastrophic
explosions sending hundreds to thousands of cubic kilometers of ash into
the atmosphere and wreaking climatic havoc on a global scale.”
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The term “super volcano” is not defined in terms of a specific
threshold. Rather, it has come into use as the descriptor for the
world’s largest and most destructive volcanoes—volcanoes that pro-
duce exceedingly large, catastrophic explosive eruptions and giant cal-
deras. For example, Yellowstone has produced three such very large
caldera-forming explosive eruptions in the past 2.1 million years and
is considered a super volcano. Other super volcanoes are Long Valley
in eastern California, Toba in Indonesia, Taupo in New Zealand, and
the large caldera volcanoes of Japan and Alaska. The three caldera-
forming Yellowstone eruptions, respectively, were about 2500, 280,
and 1000 times larger than the May 18, 1980, eruption of Mt. St.
Helens in the state of Washington. Together, the three catastrophic
eruptions expelled enough ash and lava to fill the Grand Canyon—
emitting much more material than the combined eruptions of Mount
St. Helens (1980), Mount Pinatubo (1991), Krakatau (1883), Mount
Mazama (7600 years ago), and Tambora (1815). During the three giant
caldera-forming eruptions, tiny particles of volcanic debris (volcanic
ash) covered much of the western half of North America, likely a third
of a meter deep several hundred kilometers from Yellowstone and sev-
eral centimeters thick farther away. Wind carried sulfur aerosol and
the lightest ash particles around the planet and likely caused a notable
decrease in temperatures around the globe.

These three super volcano eruptions occurred 2.1 million, 1.3
million, and 640,000 years ago, suggesting a recurrence interval of
between 600,000 and 800,000 years. The eruption that occurred 2.1
million years ago removed so much magma from its subsurface stor-
age reservoir that the ground above it collapsed into the magma cham-
ber and left a gigantic depression in the ground—a hole larger than the
state of Rhode Island. The resulting crater (known as a caldera)
measured as much as 80 km long, 65 km wide, and hundreds of
meters deep, extending from outside of Yellowstone National Park
into the central area of the park. Since it has been 640,000 years
since the last eruption, some may argue that the Yellowstone super
volcano is about due for another eruption, plus or minus 100,000 years
or so.

If another catastrophic caldera-forming Yellowstone eruption were
to occur, it quite likely would alter global weather patterns and have
enormous effects on human activity, especially agricultural production,
formanyyears. In fact, the relatively small 1991 eruption ofMt. Pinatubo
in the Philippines was shown to have temporarily, yet measurably,
changed global temperatures. Scientists, however, at this time do not
have the predictive ability to determine specific consequences or dura-
tions of possible global impacts from such large eruptions.

While not a catastrophic eruption as described above, the most
recent volcanic activity consisted of rhyolitic lava flows that erupted
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approximately 70,000 years ago. The largest of these flows formed the
Pitchstone Plateau in southwestern Yellowstone National Park.

The current geologic activity at Yellowstone has remained rela-
tively constant since earth scientists first started monitoring some
30 years ago. Although another caldera-forming catastrophic eruption
is theoretically possible, it is very unlikely to occur in the next several
thousand years. Of course, smaller eruptions may occur at shorter
intervals.

Assessing the risk of a super volcano such as the Yellowstone
super volcano is an excellent application of quantitative risk assess-
ment. While there would be uncertainties as there always is with cat-
astrophic events that rarely happen, there are distinct scenarios that
could be postulated with considerable supporting evidence. The
results of a comprehensive QRA of the Yellowstone super volcano
would be very useful in planning consequence-mitigating activities
such as an improved technical basis for the monitoring program, expo-
sure of the most likely eruption scenarios, and emergency planning to
minimize the devastation.

7.3 Destruction of the Ozone Layer

In 1974 two scientists at theUniversity of California, Irvine, F. Sherwood
Rowland and Mario Molina, published an article in the British science
journal Nature that started the ozone layer discussion. Rowland and
Molina found that chlorofluorocarbons, or CFCs, could eventually
destroy the earth’s stratospheric ozone layer, leading to dire conse-
quences formost plants and animals. CFCs aremanufactured substances
used in air conditioning, insulation, and elsewhere.CFCs arenot the only
ozone-depleting substances, but they are the most important and they
were the first to come to our attention.

Ozone shields the Earth from the sun’s dangerous ultraviolet
(UV) radiation. As the ozone layer thins, the sun’s unblocked UV rays
lead to deoxyribonucleic acid (DNA) damage. That can cause increased
levels of skin cancer and cataracts. Stronger ultraviolet rays can also
lead to reduced crop yields and damage to phytoplankton and zoo-
plankton, marine organisms which play a crucial role in the marine
food chain.

This is not a small problem. If there were no ozone at all, the
amount of ultraviolet radiation reaching the Earth’s surface would
be catastrophically high. For many living things, including humans,
life would be impossible without special protection. This is not a
problem that can be turned around quickly, either. The ozone layer
will eventually reconstitute itself through natural processes, but
that will take decades. The U.S. Environmental Protection Agency
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(EPA) says that the ozone layer might return to normal in as little
as 50 years—if we are able to halt the release of CFCs and other
ozone-depleting substances.

There is no longer much debate about the seriousness of the prob-
lem. Rowland and Molina won the 1995 Nobel Prize in chemistry for
their pioneering work, and the Montreal Protocol (a major international
agreement) limits or bans the production of a long list of ozone-depleting
substances. In the developed world, many of these substances have been
banned for years now. Progress will be slower in the third world.

Eventually thesemoves shouldmake a difference, but it is not clear
that the corner has been turned. Measurements from the winter of 2005
showed that the ozone layer over the Arctic had thinned to the lowest
levels since records began. Cambridge University scientists3 believe that
in late March 2005, Arctic air masses drifted over the United Kingdom
and the rest of Europe as far south as northern Italy, allowing for much
higher than normal doses of ultraviolet radiation and greatly increased
sunburn risk. These scientists also believe that global warming and
climate change are slowing the ozone layer’s recovery.

A comprehensive quantitative risk assessment of this threat
would provide much needed insight to the magnitude of the problem.

7.4 Global Water Management

Half of the people in the world will suffer directly from a worldwide
water crisis within the next fifty years, according to a 2003 United
Nations report. The Financial Times of London began a story a few
years back by saying that water, “like energy in the late 1970s, will
probably become the most critical natural resource issue facing most
parts of the world by the start of the next century.”

The world is not running out of water and this is not an existen-
tial risk. The risk is from inadequate conservation, distribution and
quality of potable water, and pollution of freshwater and marine
environments that impact ecosystems, food supplies, and human
health. This is a problem that will worsen gradually over a period
of years. It will not appear all of a sudden like a tsunami or a meteor
strike.

Nevertheless, the problem is real and it is serious. The United
Nations report estimates that 400 million people are currently
threatened by severe water shortages, and that this number will
increase to 4 billion by the year 2050. Major third world water sources
(like Asia’s Aral Sea and Africa’s Lake Chad) are shrinking rapidly
from overuse and are becoming polluted. Mexico City is sinking
because the city is using up its underground water faster than it can
be replaced.
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Water is also a political problem. Many nations, including
Botswana, Bulgaria, Cambodia, the Congo, Gambia, the Sudan, and
Syria, receive most of their freshwater from the river flow of hostile
upstream neighbors. Syria and Iraq get much of their water from the
Tigris and Euphrates Rivers, which flow down from Turkey. Now
Turkey has proposed a series of dams that would reduce river flow.
There have been threats back and forth, and it remains to be seen
how the problem will be resolved.

The impending “water crisis” is very much like the “energy
crisis” that has been with us since the 1970s. Water (like oil) has tra-
ditionally been cheap, or free, and it has been readily available. Now
the least expensive sources of water are being depleted, or polluted,
and world population and water demand is increasing. Water is
becoming scarce, and people will have to pay more for less.

The developed world will adjust, as it has adjusted to more
expensive oil. The market will encourage conservation, and higher
prices will lead to new sources of water. If prices get high enough,
desalination will become an option. There are already more than
12,000 desalination plants in 155 nations in the world, 60% of them
in the Middle East. (More data can be obtained at the Global Water
Intelligence website, globalwaterintel.com.) Political issues (like the
vast water subsidies that are now used to promote agriculture in
places like California) will be resolved peacefully.

Things will not be so easy for the third world, where there is less
water to begin with and where political and market mechanisms are
much less sophisticated. Right now, 1 billion people lack access to
potable water. The World Health Organization says that half of the
people in the world suffer from one of the six main diseases (diarrhea,
schistosomiasis, or trachoma, or infestation with ascaris, guinea
worm, or hookworm) associated with poor drinking water and inade-
quate sanitation. About 5 million people die each year frompoor
drinking water, poor sanitation, or a dirty home environment.

The expectation is that all of this will become worse in the
decades to come.

How serious are these risks? How can these problems best be
remedied, or at least mitigated? What approach makes the most sense,
and what should the timing be? A quantitative risk assessment of this
issue would provide some of the answers.

7.5 Pollution from Fossil Fuels

The most difficult kinds of risk to get action on are those that do not
involve sudden and singular events such as a catastrophic accident or
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event, but rather activities that kill people by the hundreds of
thousands every year throughout all human society over sustained
periods of time. Pollution from fossil fuels may be the best example
of the latter. Fossil fuels (coal, oil, and natural gas) account for 85% of
the fuel use in the United States. The burning of fossil fuels is the prin-
cipal cause of such environmental impacts as global warming, acid
rain, and water pollution. Burning of fossil fuels also emits substantial
quantities of fine particulates and metals naturally present in the fuels
(e.g., mercury, arsenic, selenium) into the atmosphere, adversely
impacting public health. There are many undesirable side effects as
well, such as the national security costs to protect fossil fuel resources.

Besides a major cause of adverse environmental impacts and con-
sequent health effects, there is the problem of dependency on foreign
sources and providing the necessary security of those sources. By
2030, if we do not change our energy policy, we may be relying on
Middle East oil for two-thirds of our supply.

U.S. consumption rates of fossil fuels are enormous. The United
States uses about 17 million barrels of oil every day. Coal is used to
produce almost 60% of our nation’s electrical power and accounts
for 22% of our overall energy consumption. Natural gas, a third form
of fossil fuel, accounts for roughly 23% of the United States’ energy
usage. The United States is home to 4% of the world’s population,
yet consumes 26% of the world’s energy. Coal is our most abundant
fossil fuel. The United States has more coal than the rest of the world
has oil. In particular, the demonstrated reserve base of coal in the
United States is approximately 500 billion short tons or in energy
units 1�1019 British Thermal Units.

The full cycle of fossil fuel mining, production, distribution, and
use must be considered to understand the full magnitude of impacts
and consequences. The health effects of fossil fuels derive from air
pollution and mining and drilling accidents including black lung dis-
ease. Environmental impacts include global warming, acid rain, and
water pollution. Pollutants produced by fossil fuel combustion
include carbon monoxide, nitrogen oxides, sulfur oxides, and hydro-
carbons. In addition, total suspended particulates contribute to air pol-
lution, and nitrogen oxides and hydrocarbons can combine in the
atmosphere to form tropospheric ozone, the major constituent of
smog. Carbon dioxide, because it traps heat in the Earth’s atmosphere
(global warming), may be the most significant gas emitted when fossil
fuels are burned. For example, scientists estimate that even relatively
small reductions in emissions of carbon dioxide worldwide could pre-
vent 700,000 premature deaths a year by 2020. The Earth appears to
have the capacity to absorb carbon dioxide emissions at a level of
3 gigatons per year, although the exact level of tolerance and absorption
is uncertain. Today’s emissions total about 9 gigatons, about two-thirds
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of which is due to fossil fuels. The remainder is the result of biomass
burning. It is estimated that over the last 150 years, burning fossil fuels
has resulted in more than a 25% increase in the amount of carbon diox-
ide in our atmosphere. Global warming caused by increased carbon
dioxide levels in the atmosphere could result in rising sea levels as a
result of warming of the oceans and the melting of glaciers. The conse-
quences could be the inundation of wetlands, river deltas, and even
populated areas. Changedweather patterns may result inmore extreme
weather events including an increase in the frequency of droughts. Fur-
ther, fossil fuel use in the currentmode presents risks of climate change
that are not yet well understood, but may be catastrophic and
irreversible.

Coal contains pyrite, a sulfur compound; as water washes
through mines, this compound forms a dilute acid (sometimes con-
centrated acid causing waterbody pHs less than 3), which is then
washed into nearby rivers and streams contributing to water pollu-
tion. Coal is not the only fossil fuel that presents a health risk.
Production, transportation, and use of oil can cause water pollution.
Oil spills, for example, leave waterways and their surrounding shores
uninhabitable for some time. Such spills often result in the loss of
plant and animal life.

Not only must we improve energy conservation and find alterna-
tive fuels to protect our health and the environment, we must do so to
avoid the disasters that could result from running out of fossil fuels. In
particular, proved reserves at current consumption rates are 210 years
for coal, 42 years for oil, and 60 years for gas. In this regard, risk assess-
ment techniques could play an important role in making the right
decisions about alternative fuels. Energy systems cannot be changed
quickly. It is an issue that has to be considered over long time horizons,
50–100 years, which explains why it may not be a high-priority issue
for politicians whose careers are linked to short-term election cycles.
Not only would risk assessment quantify just what the risks are of
continuing to have a high dependence on fossil fuels, but also risk
assessments could be made of alternative fuels and fuel cycles to pro-
vide a stronger basis for making the right energy decisions. Such fuel
cycles as fossil, renewables, uranium, and hydrogen and combinations
thereof should be part of the assessment.

7.6 Infectious Disease Pandemic

Until fairly recently, infectious diseases were by far the biggest kill-
ers on Earth, including in the developed world. Polio and smallpox—
unknown diseases today—were feared in every household. The
great flu pandemic of 1918 killed 40–50 million people worldwide
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in the years following World War I, according to the World Health
Organization.

Many of the most deadly diseases have been controlled, or elimi-
nated, with antibiotics or vaccines. Smallpox and polio have largely
been eliminated. But many pathogens have evolved into antibiotic
resistant strains, antibiotics don’t kill viruses, and it takes time to
develop effective vaccines for new viruses. There is still no vaccine
for AIDS, and the flu virus changes constantly. Could something like
the 1918 global pandemic happen again?

Some scientists say that it absolutely will happen again, and that
when it does happen, it will be worse. (Pandemic, by the way, means
“global epidemic.” Pandemics do not have to be particularly serious,
but they must be widespread.)

Bird flu pandemics hit at irregular intervals. There was the great
one in 1918, and there were lesser ones in 1957 and 1968. Anthony
Fauci, director of the National Institute of Allergy and Infectious Dis-
eases, says that we are “overdue” for the next one. And as a matter of
fact, there have been concerns for several years about a bird flu strain
known as H5N1, which originated in southeast Asia. People have no
immunity to the virus. There is not yet a vaccine. Currently it’s a bird
disease, though some humans have been infected through birds. The
fear is that the virus will mutate and become transmittable between
humans. “You can get rid of the ‘if’ because it’s going to occur,” said
Fauci. It may not occur this year, or next, he said, “but [the threat] is
not going to go away.” Officials quoted by U.S. News & World Report
in June 2005 said that the death toll from a pandemic of this virus
could easily be as high as 360 million worldwide.

What happens if there’s a pandemic? Professor Michael Oster-
holm, from the Center for Infectious Disease Research and Policy at
the University of Minnesota, has said that “the arrival of pandemic
flu will trigger a reaction that will change the world overnight . . . Indi-
vidual communities will want to bar ‘outsiders’. Global, national, and
regional economies will come to an abrupt halt.” Osterholm believes
that such efforts will fail “given the infectiousness of the virus and
the volume of illegal crossing that occurs at most borders. But govern-
ment officials will feel compelled to do something to demonstrate
leadership.”

Not everyone thinks H5N1 will necessarily lead to a pandemic,
let alone one that kills millions of people. Michael Fumento, in the
November 21, 2005, edition of The Weekly Standard, criticizes Fauci
and Osterholm. Fumento says no one has any idea how serious H5N1
will turn out to be. He reminds us that back in 1976, America’s top
health official predicted one million American deaths from the swine
flu. The actual death toll was one. (Fumento believes that the next
pandemic, when it occurs, will probably be about as severe as the ones
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in 1957 and 1968, which together killed about 100,000 Americans and
2–5 million worldwide.)

The flu is not the only infectious disease risk. Germs for diseases
that have traditionally been controlled by antibiotics, such as cholera,
measles, and tuberculosis, are constantly mutating, and antibiotics
have been overprescribed. Supergerms are becoming more common.

So what should we do? Should we spend more money, or less?
How should our expenditures be allocated? Should it be spent on
vaccines or on other forms of medical preparedness and prevention?
Obviously, we need to better understand these risks to make the right
decisions.

7.7 Species Destruction: Tropical Rainforests

Where are half of the Earth’s plant and animal species and vast
amounts of its natural resources? They’re in rainforests, which cov-
ered 15% of the Earth’s land surface as recently as 1950. By 2005 that
number was down to 6% and in a quarter century, if trends continue,
the rainforests will be mostly gone.

The rainforests are disappearing because human beings are
destroying them for the most prosaic of reasons: logging, simple agri-
culture, and to graze cattle. Rainforests are found almost exclusively
in poor countries, and to the resident of a poor country it’s much more
important to make a little money today than to save a resource for
perpetuity.

How important are the rainforests? Half of all the plant and ani-
mal species in the world are in them, and if the rainforests are
destroyed many of these species will disappear. They won’t be saved
in zoos or laboratories, either—they will simply be gone. In most
cases, we won’t know what we’ve lost, because most of the life
in the rainforests remains uncatalogued and unstudied. Scientists
have only a rough idea of the number of species on Earth. National
Geographic News4 reports that taxonomists have identified less than
2 million distinct species, mostly mammals and birds. It is estimated
that from 10 million to more than 100 million species are still undis-
covered, mainly fish, fungi, microbes, and insects.

Rainforests have already been extraordinarily beneficial to
human life. More than three-fourths of the developed world’s diet ori-
ginates in the tropical rainforest. A quarter of Western pharmaceuti-
cals are derived from rainforest ingredients. Childhood leukemia,
which used to be almost always fatal, is now a curable disease thanks
to drugs extracted from the rosy periwinkle. Taxol, a promising new
cancer drug, comes from the bark of the Pacific yew tree.
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What might the future benefits be? In an article published in
Economic Botany, Dr. RobertMendelsohn, an economist at YaleUniver-
sity, and Dr. Michael J. Balick, director of the Institute of Economic
Botany at the NewYork Botanical Gardens, conservatively estimate that
at least 300 new drugs still await discovery in the rainforest, with a
potential value of as much as $147 billion to society as a whole.5

Pharmaceuticals are only part of the picture. There are an almost
incalculable number of other products and benefits that could come
from the rainforests, and there are tremendous climatic implications
to rainforest destruction as well.

Species destruction (in the rainforests and elsewhere) won’t be
stopped unless something is done immediately. Edward O. Wilson,
Pellegrino University Research Professor, Emeritus, at Harvard
University and two-time winner of the Pulitzer Prize, estimates that
we are losing 137 plant and animal species every single day, or
50,000 species a year. In his book The Diversity of Life (Harvard
University Press, 1992), Wilson compares today’s species destruction
to five past “natural blows to the planet,” such as meteorite strikes
and climactic changes. These changes required 10–100 million years
of evolutionary repair. Wilson says that what’s happening now—the
“sixth great spasm of extinction on earth”—could “break the crucible
of life.” Wilson says that much of the damage will have already been
done by 2020.

What are the real costs of rainforest destruction? What would it
take to prevent, or slow down, the deforestation? Would it make sense
for wealthy nations, or drug companies, to pay poorer nations to pre-
serve their rainforests?

We need to grapple with these questions in a systematic way.

7.8 Species Destruction: Coral Reefs

Coral reefs occupy less than half of 1% of the ocean’s area, but they
play a critical, outsize role in the ocean environment. They are being
destroyed, mostly by humans, at a stunning rate.

Coral reefs have been called the “rainforests of the sea,” and like
rainforests they are a laboratory of concentrated species creation and
evolution. Coral reefs are home to about one-third of all marine fish,
and about 1 million species (fish and non-fish) altogether. Only about
10% of these species have been studied and described,6 according to
University of Maryland zoologist Marjorie L. Reaka-Kudla (U.S. State
Department). The EPA says that only rainforests support more biodi-
versity. Like the rainforests, coral reefs have led to pharmaceutical
breakthroughs and to substances that have helped to cure certain
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types of cancers. The most important benefits of coral reefs are proba-
bly still undiscovered.

The world’s coral reefs are disappearing rapidly, and this is a rel-
atively new phenomenon. In the Florida Keys alone, monitoring by
the EPA shows that the reefs lost more than 38% of their living coral
cover from 1996 to 1999. The Global Coral Reef Monitoring Network,
the single largest coral reef monitoring effort in the world, reported in
October 2000 at the 9th International Coral Reef Symposium in Bali,
Indonesia, that of all the reefs they monitor worldwide, 27% have
been lost and another 32% could be lost in the next 20–30 years.7

Why is this happening? It’s happening mostly because of human
activity. Sewage (off the coast of Florida, for example) disrupts the eco-
logical balance between the coral polyps that form reefs and the special,
single-celled algae that live in the polyp’s own tissue. Destructive fishing
practices, using cyanide and explosives, can destroy reefs overnight.
In the Philippines, blast fishing has destroyed 2000 square miles of
reefs. The same type of thing is happening to reefs inMalaysia, Thailand,
Papua New Guinea, Indonesia, and elsewhere.

From a long-term perspective, this type of human activity is
senseless. Coral reefs are extraordinarily valuable: The U.S. Fish and
Wildlife Service reports that reef habitats provide humans with pro-
ducts and services worth about $375 billion each year. The reefs are
being destroyed for pocket change, but pocket change is important
to the third-world fishermen who support their families through blast
fishing.

Would it make sense for richer nations to pay these fishermen to
stop fishing? Are there other strategies that might make sense if we
were able to consider all the variables? QRA can help to answer these
questions.

7.9 Giant Tsunamis

When it comes to modern day natural disasters, the kingpin of them
all has to be the Sumatra Tsunami that occurred on December 26,
2004. The numbers tell the story, almost 300,000 killed, thousands
still missing, and an estimated 800,000 people made homeless in
Aceh and North Sumatra as a result of the disaster. The tsunami
was triggered by an earthquake estimated as approximately 9.0 on
the Richter scale in the Indian Ocean off the west coast of northern
Sumatra. This is the fourth largest earthquake in the world since
1900 and is the largest since the 1964 Prince William Sound, Alaska,
earthquake. Alaska is the site of the largest recorded tsunami. It hap-
pened in 1958 and was caused by the collapse of a high mountain cliff
in Letuya Bay. The height of the wave was just over 1600 feet as
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evidenced by pushed up soil and trees from much lower elevations.
The consequences of this tsunami are pale compared to the Sumatra
event, primarily because of the differences in human population.

Would a quantitative assessment of the risk of a giant tsunami in
this region have made anything different? It certainly wouldn’t have
stopped the tsunami from happening, but it could have made the area
much more able to cope with such a disaster and possibly saved tens
of thousands of lives, if not more.

Giant tsunamis are sea waves that have the capability to do
catastrophic damage to populated shorelines and the environment.
Tsunamis that involve heights of 50 feet and greater are considered
“giant” in this discussion. Tsunamis seldom exceed 50 feet, but the
target of this book is rare and catastrophic events. For a long time
scientists believed earthquakes could only cause tsunamis. We now
know that giant tsunamis can be caused by many different mechan-
isms: undersea earthquakes, collapsing undersea volcanoes, asteroid
collisions with the oceans, collapsing mountains near or under the
sea, and coastal and undersea landslides. For example, asteroids have
been identified that if they hit the Atlantic Ocean could create waves
as high as 400 feet onto the Atlantic Coast. Given the size and colli-
sion point of the asteroid, it is possible to calculate the height of the
resulting tsunami if the collision point turns out to be an ocean.
Determining the size and collision point is a matter of finding the
asteroid in space and calculating its trajectory, which generally can
be done. Programs exist to monitor space for the purpose of tracking
asteroids that might collide with the Earth. It has been estimated that
by 2030 approximately 90% of the impacts that could trigger a global
catastrophic event will be quantified.

There is evidence in some locations, including the west coast of
the United States, that tsunamis as high as 1000 to over 2000 feet have
hit land in prehistoric times. The mechanisms most likely responsible
for such tsunamis in the 1000–2000-foot range are collapsing volcanoes
and landslides. For example, there is a dangerous situation in Hawaii
where a large section of an island is cracking apart. Should it ever let
go, the entire west coast of the United States, Canada, and Mexico
could be affected. As to other examples, the following excerpt is taken
from the Internet: “Dr Simon Day, of the Benfield Greig Hazard
Research Centre at University College London, United Kingdom,
believes one flank of the Cumbre Vieja volcano on the island of La
Palma, in the Canaries archipelago, is unstable and could plunge into
the ocean. Swiss researchers who have modeled the landslide say half
a trillion tonnes of rock falling into the water all at once would create
a wave 650 m high (2130 feet) that would spread out and travel across
the Atlantic at high speed. The wall of water would weaken as it
crossed the ocean, but would still be 40–50 m (130–160 feet) high by
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the time it hit land. The surge would create havoc in North America
as much as 20 km (12 miles) inland.”

An interesting question is, what are the prospects of learning
more about how to manage and cope with giant tsunamis as a result
of a more systematic assessment of the risks involved? As already dis-
cussed, a risk assessment is basically a structured set of scenarios,
their likelihoods, and consequences. Usually, the most challenging
part of a risk assessment is the calculation of likelihoods. So, what
can be observed about the likelihood of giant tsunamis? As it turns
out, there is a considerable amount of evidence on the frequency of
tsunamis, including those of the giant variety. Like asteroids,
tsunamis are real, but fortunately remote. But not so remote that they
shouldn’t be better understood, including having better knowledge
about their risks. The evidence is that the giant variety of a tsunami
may occur every few hundred thousand years. On the other hand,
the variety that creates waves in the 50–200-foot range occurs more
frequently as they can be triggered by less than super earthquakes
and can result in catastrophic consequences. For example, an earth-
quake that measured only 6.2 on the Richter scale triggered the Papua,
New Guinea, tsunami noted above that killed over 2000 people. A 6.2
earthquake is not a particularly infrequent earthquake. And, of course,
the recent Sumatra tsunami is dramatic evidence that the wave does
not have to be in the hundreds of meters to result in catastrophic dam-
age. It is mostly a matter of emergency preparedness and that’s where
quantifying the risk of such events can provide major benefits.

There are some distinct differences between asteroids and giant
tsunamis that enter into assessing their risks. The one common area
is where asteroids are the cause of the tsunami. Asteroids having the
potential to cause catastrophic damage are easier to detect in advance
than most giant tsunamis. This is because many of the causes of
tsunamis are out of sight so to speak. The risk scenarios of giant
tsunamis can be categorized by the initiating event. The initiating
event categories could be (1) earthquakes, (2) volcanoes, (3) landslides,
(4) collapsing mountains, etc. In fact, this is exactly the way a quanti-
tative risk assessment is structured. Such a display of the risks could
serve management of the risks of giant tsunamis in many ways. Prio-
rities would become much clearer and risk management decision-
making would be solidly based.

7.10 Genetic Engineering and Synthetic Biology

Genetic engineering, sometimes referred to as genetic modification or
genetic manipulation, has to do with the artificial transfer of genetic
material, or DNA, between unrelated species such as plants, animals,
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bacteria, viruses, and humans. The modern version of the field of
genetic engineering started in the late 1960s with the promise of a rev-
olution in how we obtain food through sustainable farming, alter
environments, and perfect the human species. Transformation of
plants to produce medicines and cosmetics and the transfer of human
genes into animals to provide hearts and other critical organs for seri-
ously ill people are other possibilities of this new science. The sup-
porters of genetic engineering are convinced that it can provide
medical products that are difficult if not impossible to make in other
ways. The transfer of genes between microbes, plants, and animals
provides opportunities for altering life forms and even creating new
ones. Scientists have cloned animals, and human cloning may not
be far behind. Gene therapy research is exploring ways to treat cystic
fibrosis, fragile-X syndrome, and other devastating genetic diseases.
The use of genetic engineering and gene sequencing in research has
already produced important advances in understanding the nature of
genes. For example, we now understand a great deal more about the
complexity, fluidity, and adaptability of genomes.

Synthetic biology has been described as the process of construct-
ing systems on the molecular scale. Others have described synthetic
biology as “the blanket term for a multidisciplinary attempt to iden-
tify a class of standard operational components that can be assembled
into functioning molecular machines.” Synthetic biology was estab-
lished to design and construct novel organisms to help us solve pro-
blems that our natural systems cannot solve. The hope is to create
new living systems making possible cancer-destroying organisms,
microbial factories, detectors of biological contaminants, and organ-
ism health monitors. The promise of synthetic biology is to provide
biological solutions to some of society’s most pressing and difficult
problems. If successful, it should greatly increase our understanding
of the “living” world.

Synthetic biology differs from genetic engineering and biotech-
nology, as the goal is not about changing or tampering with biology,
but about remaking it. The field embodies scientists who want to
understand biology and engineers who want to rebuild it.

Whether it’s synthetic biology or genetic engineering, both have
their detractors. There are those who believe that too little is known
about the dangers of genetic engineering in humans, about the ecolog-
ical dangers of genetically engineered agricultural plants, and the pos-
sible applications of genetic engineering in industry, agriculture, and
the military. For example, there is evidence that the former Soviet
Union pursued a major biological weapons program in the 1970s and
1980s that involved the genetic engineering of novel pathogens. Also,
the United States has proposed genetic engineering research on novel
biological warfare agents. The ecosystems of New Zealand have been
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ravaged irretrievably by such horizontal transfer of genes in the form
of introduced species. Runaway horizontal transfer alone has the
potential to reduce biodiversity to a few rampant weedy species. The
implications for runaway horizontal transfer of genes carry similar
implications in terms of new disease vectors and the destruction of
many non-target species by engineered factors designed to provide
resistance to major pests. There have already been movements calling
for a ban on the construction of genetically altered organisms for any
military purpose such as biological warfare.

Embedded disarming mechanisms as part of genetic engineering
are often referred to as a way of providing protection against many
of these dangers. But many are skeptical about the ability, for exam-
ple, to create a safe bacterial host that would solve the safety problem.
But, what is the evidence of a real health and safety problem? So far,
no serious events have resulted from genetic engineering activities.
On the contrary, many benefits have come from genetic engineer-
ing activities to date. Applications of genetic engineering include
healthcare, agriculture, and bioremediation. A well-known agriculture
application has been the development of a genetically engineered
tomato produced by the biotechnology company Calgene. This prod-
uct, known as the Flavr Savr tomato, claims an improved shelf
life and flavor and is currently sold in food markets in California
and Illinois under the brand name “MacGregor’s.” This genetically
engineered tomato was the first such crop plant approved for general,
unregulated release into the environment.

Genetic engineering has advanced to the point where scientists
can genetically engineer not only microorganisms, but also plants
and animals. A major goal of the scientists is to not only engineer crop
plants with improved growth characteristics, shelf life, and taste, but
increase their resistance to infestation and the need for pesticides—a
major advancement in reducing environmental impacts. Genetically
engineered species can provide drugs, or even human monoclonal
antibodies, which could help treat deficiency diseases or cancer.

There is a risk that such substantially transformed types could
accidentally escape and reproduce in the wild, particularly if they
are viable and disseminate, e.g., by spores, or genes, or are carried by
viruses. Adequate measures have to be established to protect the nat-
ural biosphere from genetic pollution by genetically modified organ-
isms. The question is, what safeguards can be provided against a
runaway genetic event that could have disastrous human or environ-
mental consequences. For sure, one thing that could be done is a
quantification of the risks involved for each application being investi-
gated. An assessment of the risks in a comprehensive way would not
only assure the public of the safety risk of specific genetic engineering
activities, but also serve to expose the uncertainties and contributors
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to the risk, thus greatly enhancing the research itself. But the real rea-
son for performing quantitative risk assessments of each new applica-
tion of genetic engineering is to make better decisions on what
actions should be taken in the field of genetic engineering that are
in the public interest.

The synthetic biology movement also has its critics. Industry
pioneers such as Sun Microsystems co-founder Bill Joy have urged
caution as engineers pursue self-replicating machines through bio-
technology and nanotechnology. Joy and others worry that inventors
could eventually lose control of these processes. For example, there
is always the risk that a particular synthetic biology project could lead
to the accidental or deliberate creation of pathogenic biological
components.

It is possible for engineers to represent the structure of molecular
systems by standard engineering logic models, in which case it should
be possible to build comprehensive risk models as they employ simi-
lar logic diagrams in the structuring of risk scenarios. The idea would
be to develop scenarios of the “what can go wrong” variety to assure
that particular molecular systems could not mistakenly or easily
become pathogenic systems.

7.11 Global Warming

Global warming has to do with whether the emission of certain
gases, called greenhouse gases, into the atmosphere could alter the
Earth’s climate to the point of having disastrous consequences over
time. The main greenhouse gases are carbon dioxide (primarily pro-
duced by fossil fuel combustion), methane (produced by biological
decay, animal waste, biomass burning), chlorofluorocarbons (produced
by industrial processes), and nitrous oxide (produced by fertilizer use
and the burning of fossil fuels). Ozone is another greenhouse gas,
but is not considered a major player in the warming phenomena.

The concern of many scientists is that greenhouse gases upset
the sun’s radiation cycle with the Earth, resulting in a warming trend
of the Earth. Their fear is that the warming could lead to widespread
extinction of plant and animal species, cause sea levels to rise,
adversely impact agriculture, and increase the severity and frequency
of hurricanes, cyclones, and typhoons. The fear of global warming
resulted in something called the Kyoto accord whose aim is to curb
the air pollution blamed for global warming. The accord is named
after the ancient Japanese capital of Kyoto, where the pact was nego-
tiated in 1997. Some 141 countries have ratified the treaty, but the
United States is not one of them. The United States’ position is that
the changes required to comply with the treaty would be too costly
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and that the agreement is flawed. There continues to be diverse opi-
nions on the causes and state of global warming.

How can the evidence for global warming be assessed to get to
the truth? This would seem to be an ideal problem for applying the
principles of quantitative risk assessment. It has all the elements of
what gave birth to quantitative risk assessment including uncertainty,
rare events, limited data, different possible scenarios, and controversy.

7.12 Super Earthquakes

What is a super earthquake? The most common measure of earth-
quake strength is the Richter scale, which measures the “moment
magnitude” and describes horizontal movement. It is a logarithmic
scale. A magnitude 6 earthquake has ten times more energy intensity
or movement than a magnitude 5 on the Richter scale. The Richter
scale has its limitations, as it does not reflect the impact of vertical
movement, which can be the wave movement causing the greatest
amount of damage. However, for most earthquakes the Richter scale
has provided reasonably well correlation with the resulting damage.
Other measures of earthquakes could be number of fatalities or inju-
ries, the peak value of the shaking intensity, or the area of intense
shaking. As to a formal definition of a super earthquake, there does
not appear to be one. So we will loosely take a super earthquake to
mean one that has a Richter value of 8 or more or results in thousands
of fatalities or billions of dollars of property loss and damage. This is
in keeping with the theme of this book to target high consequence,
low probability events.a

History would suggest that earthquakes have been one of the
more serious risks to societies. The U.S. Geological Survey has cata-
loged the ten most deadly earthquakes since the 9th century. The num-
ber of fatalities is staggering and varies from 830,000 in Shansi, China,
in 1556 to 100,000 in Messina, Italy, in 1908. The most recent on this
top ten list occurred in Tangshan, China, in 1976 and killed 242,000
people. The total number of fatalities for the ten is a staggering
4,810,000. Of course, this is just the top ten over that period, not the
total earthquake fatalities, which has to be a much larger number. Four
of the top ten were in China, two in Iran, and the rest were in Syria,
Japan, Turkmenistan, and Italy. None were in the Americas. While
the magnitudes of many of these earthquakes were not known from

a It should be noted that the greatest risk from earthquakes is probably not a
super earthquake, but the more frequently occurring earthquakes of less magnitude.
This characteristic was demonstrated in the previous case studies on hurricanes and
asteroids.
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direct measurements, as there was no such capability to do so for most
of them, earthquake experts have been able to reconstruct estimates by
analyzing the descriptions of the damage incurred.

Earthquake damage (fatalities and property damage), like hurri-
cane damage, is strongly dependent on where it occurs, the resistance
of buildings and services to damage, and emergency preparedness. For
example, the earthquake that took place in Bam, Iran, on December
26, 2003, having a magnitude of 6.6, resulted in killing over 26,000
people, injuring 20,000, leaving 60,000 homeless, and destroying most
of the city. Meanwhile, a similar magnitude earthquake, which took
place in central California about the same time, did not cause any
dramatic damage or loss of life. It has been estimated that half of the
6 million people in the capital cities of the five central Asian republics
occupy buildings that are extremely vulnerable to collapse during
earthquakes with death tolls up to 135,000 people and at least
500,000 injuries. The difference appears to be in the vulnerability of
structures and infrastructure; in California they were ready for such
earthquakes and in Bam, Iran, and apparently many other places, they
were not. The good news is there is strong evidence that it is possible
to greatly reduce the risk of super earthquakes with better informa-
tion on where they are likely to occur, better building codes, improve-
ments in design and construction of housing and facilities, emergency
preparedness, and greater government involvement.

Perhaps the greatest risk of earthquakes, given the increased
ability to lessen their impact, is not the earthquake itself, but its abil-
ity to trigger other catastrophic events such as volcano eruptions,
landslides, and tsunamis. A case in point is the 9.0 earthquake in
the Indian Ocean near Sumatra on December 26, 2004, that created
a tsunami resulting in almost 300,000 people dead and thousands
missing. This same earthquake is believed to have resulted in a flurry
of events in the Mount Wrangell volcano in Alaska 7000 miles away.
The 7.9 Denali Fault earthquake in 2002 triggered similar volcanic
activity at Yellowstone and northern Mexico. Fortunately, neither of
the flurry of events resulted in any serious damage to property or life.

Methods for quantifying the risk of earthquakes have greatly
advanced primarily because of the need to quantify their occurrence
at nuclear facility sites. There is great opportunity for the risk
sciences to reduce the risk of earthquakes as triggering events for
tsunamis and volcano eruptions.

7.13 Industrial Accidents

The desire to prevent catastrophic industrial accidents has been the
principal driver for the development of quantitative approaches to risk
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assessment. Large dams, water supply systems, large bridges, chemi-
cal and petroleum process facilities, and nuclear power plants are all
examples of industrial activities seeking better methods of safety
analysis. Dam failures are included in this discussion as they are engi-
neered structures, but mining accidents are not as they are a special
class of disasters requiring special treatment.

Even though the public has a great fear of industrial accidents,
such accidents lag considerably behind other threats to human life.8

For example, famines have killed about 75 million people in the last
century. This is ten times more people than competing sources like
earthquakes, severe storms, and floods combined. Severe storms and
storm-induced flooding have killed hundreds of thousands of people
at a time in the most extreme cases, but probably a million altogether
in the last century. Earthquakes have produced deaths also running
above 100,000 in the worst case, with perhaps under a million in total
for the 20th century.

While industrial disasters don’t rival those from famine and acts
of nature, they can be catastrophic. If disaster is defined in terms of
loss of life, among the worst in recent times was the Bhopal, India,
chemical (pesticides) plant accident on December 3, 1984, that
released a massive amount of methyl isocyanate killing 2800 people,
injuring over 50,000, requiring the evacuation of some 200,000, and
rendering extensive damage to livestock and crops. The Vaiont Dam
disaster in northern Italy that occurred on October 9, 1963, resulted
in 2500 deaths. Accidents of this magnitude are rare. Accidents that
have resulted in as many as 500 deaths are not so rare worldwide
as several have occurred since about 1975. An examination of the
Wikipedia Disaster Data Base reveals that since 1975, not counting
the two disasters just noted, there have been four disasters resulting in
400–600 deaths, seven resulting in 200–400 deaths, and some thirteen
resulting in 100–200 deaths. The types of facilities involved are mostly
chemical and petroleum storage and process plants, but other types
of industrial facilities include factories and plants manufacturing
explosives. The locations vary all over the world, but most of the big
accidents seem to occur in such countries as India, China, Russia, and
developing nations where safety regulations and standards have either
not yet been developed or are less restrictive than, for example,
in such nations as the United Kingdom, France, Germany, and the
United States.

Of course, killing a large number of people is not the only criteria
for what constitutes a disaster. Other measures of a disaster are
environmental impact, dollar loss, and fear, including the resulting
consequences of fear, be it real or perceived. An example of an envi-
ronmental impact disaster is the Valdez oil spill in Prince William
Sound. The oil spillage from the Exxon Valdez tanker in 1989
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contaminated 2100 km of beaches in Alaska and caused extensive
harm to wildlife. There were no human casualties, but the cost of
cleanup has been estimated at 3 billion dollars. Perhaps the industry
disaster of recent times that best combines the three factors of fatal-
ities, environmental impact, and cost was the explosion of the Piper
Alpha offshore oil production platform located in the North Sea 110
miles northeast of Aberdeen, Scotland. The explosion in the gas pro-
cessor of the platform, which was initiated by a fire, literally
destroyed the entire platform resulting in 167 deaths, considerable
oil spillage, and a staggering cost estimated at 4 billion dollars. The
167 deaths was the highest death toll in the history of offshore
operations, and the estimated cost of the accident of 4 billion dollars
is considered the most costly of any industrial disaster.

The best example of the “fear” of an industrial disaster is a
nuclear power plant accident. Contrary to the fact that nuclear power
has one of the most impressive safety records of any major industry of
similar benefit to society, there remains the perception of it being a
high-risk industry. The loss of life associated with the entire history
of nuclear power is minuscule when compared to other industries of
comparable benefit to society. The root cause of this fear is radiation
and nuclear power’s unfortunate association with nuclear weapons.
While the evidence does not support the level of fear many have of
nuclear power, there have been accidents. Two accidents dominate
nuclear power plant operating experience, Three Mile Island and
Chernobyl. The Three Mile Island accident, which occurred on March
28, 1979, did not result in any known fatalities, but did destroy the
plant itself.

The Chernobyl accident, which occurred on April 26, 1986, was
a different matter. It also resulted in the destruction of the plant, but
in addition involved fatalities and environmental damage. There were
30 fatalities as a result of acute doses of radiation and some 300 others
required hospital treatment for radiation and burn injuries. There
were no known acute injuries or fatalities off-site, but the accident
did have off-site consequences. For example, 45,000 residents of
Pripyat were evacuated a day after the accident. There was ground
contamination as well, but no injuries or fatalities have been attrib-
uted to the contamination.

Following the lead of the nuclear power industry, most indus-
tries, including space and defense, have adopted more sophisticated
methods of safety analysis to enhance decision-making on the design,
construction, and operation of industrial facilities. While few have
gone so far as to require the full scope of probabilistic risk assess-
ments, the methods are clearly moving in the direction of more quan-
titative approaches to assessing the safety of proposed and operating
systems. Much progress is expected in the years to come.
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7.14 Nanotechnology

Nanotechnology is a branch of engineering that deals with the design
and manufacture of extremely small electronic circuits and mechani-
cal devices built at the molecular level of matter. The benefits of
nanotechnology should be extraordinary. As Andrew Chen writes,
“Imagine a world in which cars can be assembled molecule-by-molecule,
garbage can be disassembled and turned into beef steaks, and people
can be operated on and healed by cell-sized robots.” Nanotechnology
could lead to spectacular advances in computing, medicine, and
manufacturing.

The risks of nanotechnology are equally awe-inspiring, and they
are potentially existential. The best known risk is the “gray goo”
problem. “Gray goo” refers to a variety of nanotech-related disaster
scenarios, all of which involve the rapid and destructive replication
of tiny nanotech molecules. In the worst case, these molecules could
turn the oceans, or plant life, or even humans, into “goo.” As Bill Joy
says: “Gray goo would surely be a depressing ending to our human
adventure on Earth, far worse than mere fire or ice, and one that could
stem from a simple laboratory accident.”

The military (or terrorist) applications of molecular engineering
are something to be concerned about as well. Nanomachines could
be designed to disassemble buildings, or other structures, or even
organic matter (like human beings).

Then there are the “Big Brother” implications. Nanotechnology
could be used by the government, or by our enemies, or by misguided
individuals, to spy on us and monitor all of our activities with molec-
ular-sized cameras.

Nanotech enthusiasts, like Ray Kurzweil, author of The Age of
Spiritual Machines, scoff at these risks and focus on the stunning
benefits that will almost certainly come from nanotech research.
Robotics expert Hans Moravec, of the Robotics Institute at Carnegie
Mellon University, says that humans should keep researching and just
get out of the way when robots begin to supplant humans as Earth’s
superior species. Bill Joy takes the other view. He advocates strict
controls on research and the abandonment of research into the most
dangerous areas.

Should nanotech research be subsidized? Should it be restricted?
Should much of it be classified? QRA can’t help with all of these deci-
sions, because there’s a metaphysical component to this issue. But it
can sort out some of the more predictable risks, like the “gray goo”
worry. Some tough decisions will be necessary, and if we’re smart
we’ll start making them now.
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7.15 Population Management

Any population of organisms becomes excessivewhen it exceeds the car-
rying capacity of its environment. For example, if there are a million
humans in a country, but only food for 900,000, there is overpopulation.

Is runaway population growth a real threat? Two hundred years
ago Thomas Malthus argued that human populations, if left unre-
stricted, would grow geometrically until they overwhelmed the food
supply. Malthus argued that famines andwars would be required to keep
population growth in check. He argued for managed population control.

As a matter of fact, scores of millions of humans have died as a
result of famines and wars since Malthus wrote those words. It’s also
true, though, that today there is enough food in the world to feed
every living person.

This is a complicated issue. Over the past few decades Paul
Ehrlich has been the leading proponent of the notion that the world
is seriously overpopulated. Ehrlich believes that the world’s developed
nations are the most overpopulated, because (he says) they use more
resources than they are able to replace. The late Julian Simon sparred
with Ehrlich and argued the opposite: that human beings are actually
a great resource and population growth is to be desired, not avoided.

The United Nations recognizes that population growth is slow-
ing, but it still estimates that there will be about 9 billion people on
Earth in the year 2300, up from 6.3 billion today. This population will
be older than the current one, as people will be living longer.

QRA can help to assess whether population growth is a great risk
or even a problem. The largest country on earth, China, has for years
restricted its population growth by law. But birth rates in the most
developed nations are now falling. As their citizens get richer, they
tend to have fewer children. These countries would be decreasing in
size but for immigration. Is this a good thing, or should these wealthy
nations be taking steps to increase the rate of procreation?

The 16 risks described above are just a few of the possible ca-
tastrophes facing humanity. A comprehensive list of catastrophes that
are a threat to society needs to be developed and prioritized, both in
terms of potential global impacts, and by region using the principles
of quantitative risk assessment. The purpose of these short descriptions
is simply to add clarity to what is being described in this book as rare,
but catastrophic events, and to raise our consciousness of such events
to facilitate taking actions to either mitigate them or do the best that
we can do to better manage their consequences. The idea is not to
preach doom and gloom, but to understand the threats that can bring
great misery and even extinction to life as we know it, so that we can
act in time to avoid them or greatly reduce their consequences.
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CHAPTER 8

The Rational Management
of Catastrophic Risks

What we have tried to do in this book is call attention to a class of
risks that could threaten the health and safety of significant popula-
tions of humans—a class of risks that generally has not had the
benefit of consistent, quantitative, and comprehensive analyses for a
realistic assessment and prioritization of their threat to society. We
have emphasized how essential it is to have a systematic and
integrated process for assessing the likelihood and consequences of
such risks to maximize the opportunity for their mitigation. We have
presented a methodology designed to assure that the risk assessments
are based on real and visible evidence, including the lack of evidence,
and explicitly account for the uncertainties involved. Four case
studies were presented in Chapters 3–6 to demonstrate the metho-
dology. Two of the case studies (Chapters 3 and 4), while limited in
scope, were reasonably complete in terms of a location-specific
application that addresses the issue of fatality risks to humans. The
scope limitations resulted in greater uncertainties in the risk
measures than would be the case for a more comprehensive effort.
In spite of the considerable uncertainties involved, the results
demonstrate the power of the methodology in providing insights on
what the risks are and how to manage them. The other two case
studies (Chapters 5 and 6) are “scoping analyses” to guide location-
specific quantitative risk assessments which are yet to be completed.

The four case studies were (1) the risk of amajor hurricane in New
Orleans, LA, (2) an asteroid colliding with the contiguous 48 states
of the United States and an asteroid impacting New Orleans, LA, (3) a
hypothetical risk assessment to scope a future quantitative risk
assessment of a terrorist attack of a regional electric grid serving major
U.S. metropolitan areas, and (4) a scoping study to assess the risk to



the north Atlantic U.S. coastal states of an abrupt climate change due
to a shutdown of the thermohaline circulation system.

8.1 Benefits of Quantitative Risk Assessment

The principal benefit of a quantitative risk assessment is that the
information such analyses generate can greatly enhance the making
of decisions that can save lives and protect our environment. In some
cases it may provide a basis for taking action to completely mitigate
an existing threat. Among the results of a quantitative risk assess-
ment are the likelihood and consequence of specific threats, including
the uncertainties involved, and the identification of the contributors
to the risk and their relative importance. The output of the risk
assessment can provide a basis for risk management actions to miti-
gate the risk or at least reduce the consequences.

For industries that develop quantitative risk models as a funda-
mental part of their operations strategy, the benefits go beyond just
calculating the risk. For example, in the commercial nuclear electric
power industry, the risk assessment models are kept current and used
as a basis for scheduling and prioritizing maintenance activities, the
planning and management of outages, decision-making on plant mod-
ifications, the monitoring of risk as a function of plant status, and the
establishment of accident recovery and emergency response capabil-
ities. See Appendix A for an example.

8.2 The Role of the Case Studies

The principal purpose of the case studies was to illustrate how to
apply the methods of quantitative risk assessment as presented in
Chapter 2. Having the case studies provides a more visible basis for
demonstrating how to interpret risk assessment results. The actual
numerical results of the case studies, while providing some insights
as discussed in the following sections, are of secondary importance
to demonstrating the process of risk quantification.

An important fact about the methodology presented in Chap-
ter 2 and employed in the case studies is that it has been tested.
The methodology has been employed for almost four decades in com-
plex systems, both engineered and natural, and has demonstrated its
effectiveness in assessing the risk of rare and catastrophic events as
well as its central role in risk management (see Appendix A).
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8.3 Comparing Quantitative Risks Using the Case Studies

This section will attempt to cast the results of the case studies in a
form that manifests the value of quantitative risk assessments. In par-
ticular, we now ask the question, based on the case studies alone,
what can be said about the importance of the risks to the affected
regions that couldn’t be said before they were analyzed?

To make location-specific quantitative risk comparisons have
meaning, it is necessary to be consistent in terms of populations at
risk, methods of analyses, and in the representation of the supporting
evidence. To facilitate making a comparison for a particular region,
we chose the metropolitan New Orleans area as our population and
region at risk, and we used the methodology of Chapter 2 to process
the supporting evidence. The risks we chose to compare are hurri-
canes, asteroids, and a nuclear power plant accident. The hurricane
and asteroid risks are based on the completed case studies of Chapters
3 and 4. A representative nuclear power plant (see Appendix A) is used
as a surrogate for the risk of a nuclear power plant accident near New
Orleans. The surrogate selected is based on the results of a compre-
hensive risk assessment of a typical U.S. nuclear power plant within
50 miles of a population center involving several million people.
The risk results of the surrogate are believed to be typical of plants
licensed to operate in the United States.1

Figure 8.1 compares the fatality risk of a hurricane landfalling
in New Orleans, an asteroid impacting the New Orleans area, and a
nuclear power plant accident within 50 miles of the city.a Figure 8.1
measures the fatality risk in terms of the frequency per year of the
event. Table 8.1 contains the mean value fatality risk in terms of
the recurrence interval in years. It is important to recognize that
for Figure 8.1, the risk is higher with increasing frequency. In partic-
ular, the risk of fatalities from hurricanes in New Orleans is much
higher than the risk of fatalities from asteroids, which is much
higher than the risk of fatalities from the nuclear power plant when
considering catastrophic events resulting in 10,000 early fatalities or
greater.b

The 90% confidence intervals are shown for the risk of 10,000
fatalities or more to remind the reader of the uncertainties in the

a It should be pointed out that there is an operating nuclear power plant within
50 miles of New Orleans.

b These are fatalities that are expected to occur essentially during the time of the
event and immediately following. No attempt was made in the comparison to evaluate
the long-term consequences of the events such as the onset of health effects that might
occur much later in time as a result of residual effects, for example, the degradation of
the environment.
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hurricane and asteroid analyses. The 90% confidence interval for the
nuclear power plant risk is shown for 100 fatalities or more as the
risk is essentially zero for 10,000 fatalities. For a review of the uncer-
tainties over the entire range of consequences, the reader is referred to
Figures 3.2 and 4.10.

Table 8.1 presents the same key results from Figure 8.1, but this
time the results are presented in terms of the recurrence interval in
years, which are the inverse of the frequencies presented in Figure 8.1.

The above results certainly suggest that the first priority for
New Orleans ought to be to protect the city against hurricanes. The
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FIGURE 8.1. Comparison of the risk to the greater New Orleans area of hur-
ricanes, asteroids, and nuclear power plants.

TABLE 8.1
Mean recurrence interval of catastrophic events for the metropolitan New
Orleans area (years)

Threat
1000 Fatalities or

Greater
10,000 Fatalities

or Greater
100,000 Fatalities

or Greater

Hurricane 30 130 2200
Asteroid 110,000 110,000 140,000
Nuclear
Power Plant

7,700,000 >1 Billion >1 Billion
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analysis led to this conclusion even without considering hurricane
Katrina. The results in Figure 8.1 and Table 8.1 may be surprising to
many readers who depend on the news media for information on risk.

The case studies revealed that the asteroid risk is the only risk of
the ones analyzed that has the potential for catastrophic global conse-
quences. The analysis in the asteroid case study indicates that we are
90% confident that an asteroid event having global and species extinc-
tion consequences has a frequency range of one every 20 million years
to one every billion years with a mean value of approximately one
such event every 50 million years. There is no such consequence of
a threat to any region from hurricanes, power outages, abrupt climate
changes, or nuclear power plant accidents. While the risk of such a
global event is extremely rare, the extinction of the human species
is a very serious consequence. The fact that an asteroid event could
result in such profound consequences is something that needs atten-
tion, quantification, and investigation. It should be recognized that
the asteroid risk of regional catastrophic consequences is greater than
the global risk for the regions analyzed as discussed in Chapter 4 and
protective measures against these more frequent events may be
important.

For the case of the scoping study for a terrorist attack on a region
of the national electrical power grid, some insights into what to look
for were developed. Of course, the scoping study was only carried
out to the risk of power outages and not to the desired result of the
risk of human fatalities. Clearly, an outage in a metropolitan region
of greater than 24 h could begin to have consequences involving
human suffering and possibly significant fatalities. The scoping study
indicated that the mean frequency of an outage of 24 h or greater is
one in 250 years. This is a low risk with respect to the historical
record of electric power in most areas of the world, but is nevertheless
a more frequent event than the thermohaline circulation flow reduc-
tion event that could trigger an abrupt climate change. Much more
work is necessary to pin down the economic and public safety conse-
quences of such an electrical power outage and complete the case
study, but it is clear that in an urban area heavily dependent on elec-
tric power for all basic services, the consequences could be severe.

What about the abrupt climate change event? Where does that
stand in the grand scheme of risks to society? Of course, there is much
more work to be done before that question can really be answered, but
the scoping study resulted in some important insights. The key issue
here is the likelihood and consequences of a complete shutdown of
the thermohaline circulation in the Atlantic Ocean. Major assump-
tions were made in the assessment of Chapter 6 with perhaps the
most critical one being warming rates brought about by greenhouse
gases. Changes in the warming rates will have a major effect on
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reductions in flow of the ocean currents. There are major uncertain-
ties associated with the relationship of flow reduction and the onset
of an abrupt climate change. The scoping analysis indicated that there
is greater than a 5% chance (a one in twenty chance) that the circula-
tion will shut down in the next 300–500 years. The analysis further
indicated that 300 years or more into the future, we are 90% confident
that the reduction in the thermohaline circulation flow will be
between approximately 17% and 100%. The mean value is approxi-
mately 48%. There is some evidence that a complete shutdown of
the thermohaline circulation is not necessary to result in an abrupt
climate change. In particular, some scientists speculate that as little
as a 25% reduction in flow might trigger an abrupt climate change.
The real conclusion here is that even with only having done a scoping
study there is strong evidence that abrupt climate change due to
global warming should be a high-priority candidate for a quantitative
risk assessment.

8.4 Observations from the Case Studies

Again, the primary purpose of the case studies was to illustrate the
methods of quantitative risk assessment. Of particular interest was
to expose those issues of risk assessment that are essential for addres-
sing rare and catastrophic events in a manner that can support effec-
tive risk management. Knowing the contributors to risk and the
respective importance of the contributors and how the contributors
are affected by new information are beacons for effective risk manage-
ment. In spite of the effort to put the emphasis on the methodology
and not the numbers of the case studies, it is still interesting to exam-
ine the results.

First, it is possible to quantify the risk of specific regions using
the methodology described in Chapter 2. Embracing uncertainty
in the risk measure allows for greatly increased understanding
and action where paralysis and speculation is otherwise the only
option.

Second, as seen in the case studies, risk is a dynamic phenome-
non. Not only is it a matter of assessing the risk, it is important to
know how the risk is changing with time and circumstances. For
example, Figure 8.2 (Figure 3.7 from Chapter 3) illustrates how the
hurricane risk in New Orleans changes when considering two differ-
ent time intervals of hurricane observations and changes in popula-
tion, emergency procedures, and building codes.

Figure 8.2 (Figure 3.7, Chapter 3) illustrates the difference in
the hurricane risk based on a half-century of data (from 1900 to
1950) or over a full century of data (from 1900 to 2004). The risk of
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having 10,000 fatalities from a major hurricane impacting New
Orleans was essentially the same in 1950 as it was in 2004. However,
as can also be seen from Figure 8.2, the risk of having 100,000 fatal-
ities from a major hurricane impacting New Orleans was much higher
(six times as high) in 2004 than it was in 1950, principally due to a dra-
matic change in the metropolitan area population. These results are
based on the implementation of Bayes theorem, the fundamental the-
orem for inferring the impact on states of knowledge of additional
information. This is an excellent example of how time dependencies
can be tracked in quantitative risk assessments.

There are numerous other observations and insights that
resulted from the case studies. Two are noted. The first has to do with
the observation that equal threats result in different risks depending
on where they occur. The risk of fatalities from an asteroid impacting
the state of Kansas in the United States or the states surrounding
Kansas is much different than the risk of fatalities from a same size
asteroid impacting coastal regions that are vulnerable to both a direct
impact and a tsunami resulting from an offshore impact. The target
area for coastal regions is larger as a result of a greater possibility of
collateral damage. Supporting evidence for the higher vulnerability
of coastal regions comes from Table 4.2 of Chapter 4. As can be
observed from Table 4.2, for asteroids impacting the 48 contiguous
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states of the United States, scenarios involving tsunamis comprise
47% of the fatality risk compared to 28% for land impact scenarios.

The second observation is that it is possible to identify significant
and subtle contributors to the risk of fatalities. For example, Table 3.2
in Chapter 3 indicates that Category 4 hurricanes coming ashore at
New Orleans represent approximately 67% of the total risk of fatalities
in New Orleans compared to approximately 24% of the Category 5 hur-
ricanes. It is not necessarily true that the most powerful hurricane has
the highest risk of fatalities. One must take into account all the pa-
rameters of interest. The parameters include the frequency of occurrence
(there are more Category 4 than Category 5 hurricanes), the probability
of impacting New Orleans, the strength at landfall, the amount of evac-
uation prior to landfall, and the consequences.

8.5 Insights from Comparing Risks

Even with all of our qualifications about being cautious to not reach con-
clusions based on the case studies because of their limited scopes, many
insights were developed. Of course there are those who would say that
most of the insights were already known, which may be true. But now
there is some evidence basedon the risk sciences to support them.Among
the insights that were identified by the case studies were the following:

l Regional risk assessments are important, as many risks are very
location dependent even with respect to the same threat. The same
event may result in very different consequences depending on
whether you are in St. Louis, MO, or New Orleans, LA.

l In some regions of the United States, hurricanes are by far the great-
est risk of those investigated. The strongest hurricanes are not nec-
essarily the highest risk as it depends on such other factors as their
frequency of occurrence, demographics of the region, topography,
building codes, evacuation routes, emergency preparedness, etc.

l The collateral effects of asteroids, for example the creation of
tsunamis, make coastal regions generally much more vulnerable
than inland locations.

l The risk of a terrorist attack on a large electrical grid can only be
catastrophic if it results in a long duration outage in a region of
dense population. Coordinated physical attack scenarios of critical
components of the grid such as substations and transmission lines
are much more likely to result in long duration regional outages
then cyber attacks on such critical systems as supervisory control
and data acquisition systems.

l A scoping analysis for doing a quantitative risk assessment of an
abrupt climate change in the north Atlantic region provides evi-
dence to make it a prime candidate for further study.
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l There is sometimes a major discrepancy between perceived risks
and risks that are assessed scientifically. An example is the risk
from commercial nuclear electric power plants. A nuclear power
plant is perceived by some as a major risk, a fact that cannot be sup-
ported with scientific evidence.

8.6 Where Do We Go from Here?

Knowing the catastrophic risks that can impact humans is critical for
assuring future generations of a life-sustaining planet Earth. The risk
sciences have advanced to the point that it is now possible to priori-
tize catastrophic risks to society in a logical and systematic manner
for risk management that may save millions of lives. Society has been
reasonably accountable to those risks that occur over a lifetime or a
few generations, but not nearly so accountable to the more rare risks
that may have the potential for catastrophic consequences, even the
possible extinction of the human species. The public is entitled to
have better information on the catastrophic risks they face, especially
if there is a chance of saving millions of lives. A sufficient amount of
analyses has been presented in this book to point out the inconsisten-
cies in the way in which we address catastrophic risk and how easy it
is to grossly misrepresent the real risks. Others have made the same
point with respect to technological risks versus other kinds of risk.2

Meanwhile, the absence on a national or global scale of a consistent
and systematic process for characterizing the catastrophic risks we
face is denying us a clear picture of the options and priorities for pro-
tecting our health and safety as well as that of future generations.

The vision we have is an elevation of public consciousness about
the risk of events that may have severe human and environmental con-
sequences and to provide information that will enhance making ratio-
nal decisions to mitigate or reduce their impact. Implementation of
the vision depends on a method for identifying, quantifying, and prior-
itizing of such risks on the basis of sound science. The method advo-
cated is quantitative risk assessment, where quantification refers to
the credibility of a proposed event, based on the totality of the support-
ing evidence. Quantification involves exposing the state-of-knowledge
about a hypothesis. Risks having the potential for “catastrophic” conse-
quences have been the focus. Two important incentives for addressing
catastrophic events are: (1) they tend to be ignored as they fall outside
of most human experiences and thus suffer from the syndrome of
“out of sight and out of mind;” and (2) because of their low frequency
of occurrence, especially compared to “terms of office” of political lea-
ders, there is a lack of motivation for decision-makers to address them.
The hope is that a better-informed public will lead to better societal
decisions on how to manage catastrophic risk.
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Howmight adopting a systematic and risk-based approach to asses-
sing threats to society aid the decisionmaking process of our leaders and
why would we want to do this? With respect to the “why,” it is a matter
of a return on our investment. All taxpayers would like to believe that
their hard-earned money is being wisely spent and that the decisions
being made by our leaders are based on effective cost/benefit analyses
using the best available information. Decisions made about how tomin-
imize the risk of rare but catastrophic events, natural and manmade,
require information of a very special kind—special in the sense that to
understand the risk of rare and catastrophic events requires the applica-
tion of the risk sciences in a systematic and comprehensive manner.
An important question in this regard is what form such information
should take to facilitate decision-making. Even though the form of the
results is not nearly as important as the substance of the analyses, it is
important that the results be easily accessed and user friendly.

There are many forms that the results could take. The desire is
that the decision-makers have the capability to quickly and easily
access the information in its proper context. Suppose there existed
simple spreadsheets by geographical region defining the risks threat-
ening that region in a form that easily allowed for comparison and
updating of the different risks to that region. This would add enor-
mous confidence to the decision-making process. Such a spreadsheet
might take the following form.

Comparative Risk Levels (Region: Los Angeles Basin)

Asset Terrorism Severe
Storms

Earthquakes Asteroids Climate
Change

Industrial
Accidents

Nuclear
War,

Famine,
Disease,
Other

People Risk data
(likelihood
of
fatalities,
injuries,
etc.)

etc.

Electricity Loss of
supply
(likelihood
of different
durations)

etc.

Water Supply Etc.

Food Supply

Transportation

Other
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The format is envisioned as tables and curves that display risks
in the variety of forms that are now associated with quantitative risk
assessment, especially information on the levels of uncertainty
involved. It is the uncertainty part of the entry that will tell the most
about the scope of the assessments and the quality of the supporting
evidence.

The idea of the above spreadsheet is to have immediate access to
a quantification of the risks by region on a consistent basis and to
check on actions being taken to manage them. The entries in the
spreadsheets would be consistently developed to permit the compari-
son of different risks to different assets and to cross compare risks in
different regions of the country based on the supporting information.
Of course, the entries and priorities would be region-specific. The user
would identify a region and then on a specific entry gain access to the
details of the analysis, their level of depth, who performed the analy-
sis, peer reviewers, the methods employed, and the supporting evi-
dence. The information would include summaries of actions being
taken to deal with specific risks and future directions of the effort.

With the above type of information being the vision, the ques-
tion is where are we now and how do we move forward. As to where
we go from here, we should immediately perform a top-down assess-
ment of global threats using quantitative risk assessment. A list of
potential threats for future quantitative risk assessments is listed in
Chapter 7. For example, one global threat that is a headline issue at
this time is global warming. The goal is to quantify the risks of global
warming, including all of its ramifications. While global warming is
on a scale of a century or more in terms of causing major changes in
our climate, there are ramifications of global warming that could trig-
ger events that could result in a major climate change in much shorter
periods of time, perhaps a decade or so in certain regions of the world.
These impacts have to be part of the overall global warming risk
assessment. A subset of such global warming is the possibility of
greenhouse gases (an alleged cause of global warming) triggering
changes in some part of the ocean circulation system that could result
in an abrupt climate change in such regions as the north Atlantic and
the bordering nations. Given the much shorter time for this event to
occur, this component of global warming is a candidate for an imme-
diate risk assessment.
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Appendix A:
Roots of Quantitative
Risk Assessment
with an Example

The general framework of quantitative risk assessment presented in
this book is based on the “set of triplets” definition of risk. The triplet
refers to scenarios, consequences, and likelihoods. In Chapters 1 and 2
we are explicit on the meaning given to “likelihood.” The concept is
illustrated in the case studies (Chapters 3–6). From a methodology
standpoint, calculating likelihoods, or probabilities, is the central
issue in “quantifying” risk. From an application perspective, the most
important exercise is the structuring of the scenarios. Thus, when
we consider the roots of quantitative risk assessment, most of the
attention is on calculating likelihoods and structuring scenarios.
Calculating likelihoods primarily evolved in the fields of mathematics
and mathematical physics and has a history of several hundred years.
On the other hand, the formal process of structuring scenarios is
a much more recent discipline developed primarily by engineers
involved in designing and analyzing complex systems evolving from
20th century technology. For example, the discipline of reliability
analysis and engineering has made a significant contribution to
the development of integrated models of engineered systems, includ-
ing the development of a variety of graphical methods for displaying
interdependencies of components, subsystems, and systems.

A.1 Calculating Likelihoods

Likelihood is interpreted in a Bayesian sense. Probability, as defined
in Chapters 1 and 2, is the credibility of a hypothesis based on the
totality of the supporting evidence. The definition of probability has
been argued for well over 200 years among the so-called subjectivists
and the frequentists, sometimes referred to as the Bayesians and the



frequentists, or the Bayesians and the classical statisticians. This
debate is not only between Bayesians and classical statisticians, but
there are different interpretations of probability within each of these
groups. For example, some groups interpret Bayesian probability as a
“degree of belief.” Such an interpretation has a connotation of “faith”
and is not the interpretation of Bayesian probability used in this book,
nor is it the interpretation of E. T. Jaynes, a noted contemporary on
Bayesian inference. It is not a matter of “belief” or “faith,” but rather
“the credibility of the hypothesis based on the totality of available evi-
dence.” Thus, the probabilities are objective in the sense that they
completely depend on the “totality of available evidence.” Having
established our interpretation of probability, it is important to back
up and make a few observations about how the principles behind
probability and risk assessment evolved.

Probability theory, the foundation of contemporary risk assess-
ment, was principally developed during the 100-year period between
the mid-1600s and 1700s. Of course, there were many contributing
events prior to the 1600s. For example, probability involves numbers,
ranges of numbers, curves, and families of curves. Thus, the Arabic
numbering system known to western civilizations for some 700–800
years has to be a profound event in the history of all science, including
probability and risk assessment. But it was during the Renaissance
period (14th–17th centuries), a time of the separation of new thoughts
from the constraints of medieval cultures, that the contemporary
thoughts about probability and risk were essentially formulated.

Cardano and Galileo made important contributions in the 1500s
on how to express probabilities and frequencies of past events, Pascal
contributed to concepts of decision theory and statistical inference in
the mid-1600s, and Fermet and de Méré made major contributions to
the theory of numbers about the same time. Other major contributors
during the 17th century were Christen Huygens, who published a pop-
ular textbook on probability theory; Gottfried Wilhelm von Leibniz,
who suggested applying probability methods to legal problems; and
members of a Paris monastery named Port Royal. The Port Royal group
produced a pioneering work of philosophy and, probably, the first defini-
tion of risk: “Fear of harmought tobe proportional notmerely to the grav-
ity of the harm, but also to the probability of the event.” Jacob Bernoulli
produced the Law of Large Numbers andmethods of statistical sampling
forming thebasis ofmanymethodsof product testing andquality control.
Abraham de Moivre developed the concept of the normal distribution
and standard deviation in the early 1700s.

Many modern day probability practitioners, decision analysts,
and risk assessors consider Thomas Bayes, an English minister, the
real father of contemporary risk assessment. In the mid-1700s, he
developed a theorem rooted in fundamental logic for combining old
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information with new information for the assignment of probabilities.
Bayesian inference reduces to the simple product and sum rules of
probability theory developed by Bernoulli and Laplace. Bayes theorem
provided the foundation for a unified theory of probability not bound to
such properties as “randomness” and “large numbers.” The doors were
opened for employing probability to address problems involving limited
information. Bayes theorem, followed by the publication in 1812 of
Théorie analytique des probabilities by the French mathematician
Marquis Pierre Simon de Laplace, provided the primary basis of con-
temporary probability theory. Diverse problems, such as gambling stra-
tegies, military strategies, determining mortality rates, and debating
the existence of God, were the subjects of early analytical explorations
and precursors to the new science of risk assessment.

Among the 20th and 21st century scholars who contributed to
probability and risk assessment as advocated in this book are Harold
Jeffreys,1 R. T. Cox,2 C. E. Shannon,3 George Pólya,4 Howard Raiffa,5

and E. T. Jaynes.6 Probability theory in the context of Jaynes’ extended
logic includes as special cases all the results of the conventional “ran-
dom variable” theory, and it extends the applications to the useful
solution of many problems previously considered to be outside the
realm of probability theory. The goal of such investigators as Pólya
and Jaynes was to formulate a probability theory that ‘could be used
for general problems of scientific inference, almost all of which arises
out of incomplete information rather than “randomness”.’ This inter-
pretation of probability is the nugget that makes it possible to perform
meaningful risk assessments of complex systems about which there is
little information on their threat environment and vulnerabilities.

The widespread, formal application of risk assessment to critical
infrastructure began in earnest in the late 1900s. Applications in the
insurance and financial fields were more statistical (actuarial) than
probabilistic, more experience-based than inferential, more qualitative
than quantitative. Only when societies began depending more on tech-
nological systems involving large inventories of hazardous materials
did investigators begin to look for more scientifically based ways to
assess risks. The particular need was for a method of assessing the like-
lihood of catastrophic events that could do great harm to public health
and the environment.

A.2 Structuring the Scenarios

In many respects the heart of a quantitative risk assessment is the sce-
narios that arises from trying to answer the risk triplet question, what
can go wrong. The scenarios are what tie the physical aspects of the
risk assessment to the analytical process. A scenario is defined as a
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sequence of events, starting with an event known as the initiating
event (an event that upsets an otherwise normally operating system),
or an initial condition, and then proceeds through a series of events
until the system either corrects itself or the scenario of events is ter-
minated at a damaged, degradated, or destroyed state. Thus, structur-
ing the scenarios is a representation of the logic of how a system
responds to different types of threats, that is, to different initiating
events or initial conditions. Of course, the goal of the analyst is to
define the initiating event or initial condition set such that it is com-
plete, or at least complete in the practical sense that all of the impor-
tant initiators have been identified. The practice of developing
scenarios has evolved into a general theory of structuring scenarios.

The theory of structuring scenarios has its primary roots in the
field of reliability engineering and analysis developed initially by the
United Kingdom and Germany in the 1930s and 1940s. The United
Kingdom introduced the concept of mean time to failure for aircraft
in the 1930s.7 They used such information to infer reliability criteria
for aircraft and the proposing of maximum permissible failure-rates
as a basis for establishing levels of safety for aircraft. For example, in
the 1940s performance requirements were being given for aircraft in
terms of accident rates that should not exceed, on average, one per
100,000 h of flying time.

The Germans applied such principles of reliability analysis as the
product rule to the development of the V1 missile during World War II
to solve serious reliability problemswith thatweapon system.The prod-
uct rule has to do with the reliability of components in series and
accounting for differences in reliability of individual components. Until
the methods of reliability were employed, the design philosophy of the
V1 missile was based on the “weak link” theory—a chain cannot be
made stronger than its weakest link. Eventually, it was realized that a
large number of fairly strong “links” could bemoreunreliable than a sin-
gle “weak link” if reliance is being placed on them all. Going from a
design philosophy based on the weak link theory to basing it on reliabil-
ity theory resulted in a vast improvement in the V1 missile reliability.

In the years following World War II the United States adopted the
analysis methods of the United Kingdom and Germany and greatly
expanded the use of practical tools to improve the reliability of mis-
siles.8,9 Activities where the methods of reliability analysis and engi-
neering made a major impact were defense systems, commercial
aerospace, electronics, chemical plants, power plants, and electrical
distribution systems. Reliability analysis became a cornerstone disci-
pline of the evolving field of systems engineering because of its ability
to link interacting systems.

Reliability analysis involved many of the steps of risk assessment:
(1) defining of the system and its success state, (2) characterization of
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the hazards involved, and (3) evaluation of the probability of failure of
subsystems and components. Reliability analysis and engineering
evolved rapidly in such fields as defense and aerospace, making major
contributions to the performance of complex systems. Examples are
methods for importance ranking of components and subsystems of
total systems, the determination of the life of components subject to
such phenomena as fatigue, the quantification of the impact of repair,
and the development of solid technical foundations for preventive
maintenance programs to optimize system performance. Reliability
analysis and risk assessment have much in common. The emphasis is
what’s different. In risk assessment the emphasis is on “what can go
wrong” and in reliability analysis the emphasis is on what to do to
make the system run the way it is designed. The output of a reliability
analysis is reliability and what’s driving it, while the output of a risk
assessment is the risk of something bad happening and what contri-
butes to it. Both employ many of the same analytical tools; the perspec-
tives are just different and thus each has a set of analytical tools unique
to that perspective. For example, risk assessment emphasizes the quan-
tification of uncertainties because often the events of interest have lit-
tle data to support them. On the other hand, reliability analysis focuses
much more on factors contributing to good performance than on risk
assessment.

One of the most important contributions that the reliability
sciences have made to systems engineering in general and risk assess-
ment in particular are transparent methods for graphically represent-
ing complex systems that can be transformed into analytical models.
For example, reliability analysis used block diagrams to describe
how components in a large system were connected. From these block
diagrams, Watson at Bell Laboratories developed the fault-tree tech-
nique, which he applied to the Minuteman Missile launch control
system, and which Boeing later adopted and also computerized. These
diagrams in combination with the tools of switching algebra and prob-
ability theory have provided a powerful tool for displaying and quanti-
fying the “fault paths” of systems, subsystems, components, human
actions, procedures, etc.

The advantage of these techniques in the field of safety analysis,
as opposed to just reliability, began to be recognized in the 1960s. F. R.
Farmer of the United Kingdom proposed a new approach to nuclear
power plant safety based on the reliability of consequence-limiting
equipment.10 Holmes and Narver, Inc., a U.S. engineering firm under
contract to the then U.S. Atomic Energy Commission, performed a
series of studies on nuclear reactor safety and reliability. The final
report in the series advocated, with examples, the need for much
greater use of advanced systems-engineering methods of modeling
the reliability of safety systems. The authors made explicit reference
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to the use of logic tools, such as fault-tree methodology, which has its
roots in “switching theory” developed by the telecommunications
field.11 At about the same time, a Ph.D. thesis was published that pro-
posed a methodology for probabilistic, integrated systems analysis for
analyzing the safety of nuclear power plants.12

The breakthrough in quantitative risk assessment (or probabilis-
tic risk assessment as it is generally labeled in the nuclear field) of
technological systems came in 1975 with the publication of the Reac-
tor Safety Study by the U.S. Atomic Energy Commission under the
direction of Professor N. C. Rasmussen of the Massachusetts Institute
of Technology.13 This project, which took 3 years to complete,
marked a turning point in the way people think about the safety of
complex facilities and systems. The Reactor Safety Study provided a
basis for a wide range of applications for risk assessment, not only
for nuclear power plants and other technological systems (e.g., chemi-
cal and petroleum facilities, transportation systems, and defense sys-
tems), but also for environmental protection, healthcare, and food
safety.

Besides fine-tuning fault-tree analysis for safety applications, the
Reactor Safety Study introduced another extremely important graphic
tool to facilitate the structuring of scenarios, the event tree. Fault
trees and event trees in combination provided a critically important
one-two punch in the theory of structuring scenarios. An event tree
starts with an initiating event and proceeds to identify succeeding
events, including branches that eventually terminate into possibly
undesirable consequences. An event tree, therefore, is a cause-and-
effect representation of logic.

A fault tree starts with the end-state or undesired consequence
and attempts to determine all of the contributing system states.
Therefore, fault trees are effect-and-cause representations of logic.
An event tree is developed by inductive reasoning, while a fault tree
is based on deductive reasoning. A key difference in the two represen-
tations is that a fault tree is only in “failure space,” and an event tree
includes both “failure and success space.” The choice between the
two is a matter of circumstances and preference, and they are often
used in combination; the event tree provides the basic scenario space
of events and branch points, and the fault tree is used to quantify the
“split fractions” at the branch points.

The Reactor Safety Study inspired many first-of-a-kind risk
assessments in the commercial nuclear power industry that led to
major advancements in the application of quantitative risk assessment.
One important example was the probabilistic risk assessments of the
Zion and Indian Point nuclear power plants sponsored by the owners
and operators of the plants. New methods were introduced in those
assessments that have become standards of many quantitative risk
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assessment applications.14,15 The methods included the treatment of
uncertainty, a framework of risk assessment embedded in the set of
triplets definition of risk,16 common-cause failure analysis, impor-
tance ranking of risk contributors, models for calculating source
terms, and improved dispersion models for calculating off-site health
effects.

These and other studies have evolved into a contemporary theory
of structuring scenarios that is part science and part art. Elements of
the theory are a set of principles having to do with issues of complete-
ness and the general structure of scenarios. More details are covered in
Chapter 2.

A.3 Steps That Have Evolved for Integrated Quantitative
Risk Assessment

Although the scope, depth, and applications of quantitative risk
assessments vary widely, they all follow the same steps:

1. Define the system being analyzed in terms of what consti-
tutes normal operation to serve as a baseline reference point.

2. Identify and characterize the sources of danger, that is, the
hazards (e.g., stored energy, toxic substances, hazardous mate-
rials, acts of nature, sabotage, terrorism, equipment failure,
combination of each, etc.).

3. Develop “what can go wrong” scenarios to establish levels of
damage and consequences while identifying points of
vulnerability.

4. Quantify the likelihoods of the different scenarios and their
attendant levels of damage based on the totality of relevant
evidence available.

5. Assemble the scenarios according to damage levels, and cast
the results into the appropriate risk curves and risk priorities.

6. Interpret the results to guide the risk management process.

These steps provide the answers to the three fundamental ques-
tions of risk (the “triplet definition”): what can go wrong, how likely
it is to go wrong, and what the consequences will be.

Risk assessments are routinely used in many settings, including
the electric nuclear power industry, the chemical and petroleum
industries, defense industries, the aerospace industry, food sciences,
and health sciences. Industries that are increasingly using formal,
quantitative methods of safety analysis include marine transportation
and offshore systems, pipelines, motor vehicle, and recreational sys-
tems. The space program has stepped up its use of quantitative risk
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assessment since the Challenger accident.17 Other less publicized
applications include the risk management program used by the U.S.
Army for the disposal of chemical agents and munitions.18

The government agencies most involved in using risk assess-
ments are the U.S. Nuclear Regulatory Commission and the U.S.
Environmental Protection Agency. Other agencies becoming active
users of risk assessment methods are the U.S. Department of Energy,
U.S. Department of Agriculture, U.S. Department of Defense, U.S.
Food and Drug Administration, the National Aeronautics and Space
Administration, and the U.S. Department of Transportation. The
most active practitioners in the private sector are the nuclear, chemi-
cal, and petroleum industries, although the scopes of application vary
widely—the nuclear industry being the most consistent user of com-
plex and sophisticated quantitative methods.

Risk assessment has many buzzwords (e.g., Monte Carlo ana-
lyses, influence diagrams, multiple attributes, common-cause fail-
ures, realizations, minimum cut sets, sensitivity analyses, fault
trees, event trees, etc.), but the basic principles are few. The principles
focus on the development of scenarios describing how the system under
study is supposed to work and scenarios indicating how the system can
be made to fail, catastrophically or otherwise. The likelihood of events
in the scenario must be linked to the supporting evidence. Events
are propagated to an end-state that terminates the scenario (i.e., the
consequence). Other principles may be applied to aggregate the various
end-states into the desired set of consequences.

The results of risk assessments are easy to interpret, including
corrective actions having the biggest payoff in terms of risk reduction.
Although the literature suggests many different risk assessment meth-
odologies, in fact the differences are primarily in scope, application,
boundary conditions, the degree of quantification, figures-of-merit,
and quality. Like many other scientifically based methodologies, quan-
titative risk assessment is founded on relatively few basic principles.

A.4 Application to Nuclear Power: A Success Story

A.4.1 Why Risk Assessment?

The simple answer to “why risk assessment?” for nuclear power
plants is that nations and the world have to make decisions about
the best energy mix for the future of planet Earth. Risk to people
and the environment is a fundamental attribute of societal decision-
making. But there is more to it than just decision-making. Early in
the development of nuclear power, it became clear that the large inven-
tories of radiation in nuclear reactors contemplated for generating
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electricity and the stigma of the dangers of the fission process carried
over from theHiroshima andNagasaki atomic bombs required a level of
safety analysis beyond standard practices. The nuclear power industry
was forced to seek new methods of safety analysis of nuclear electric
power plants to overcome the “fear anything nuclear” syndrome that pre-
vailed in the minds of some members of the public. New methods were
needed to provide answers to the questions, what can go wrong with a
nuclear power plant, how likely is it, and what are the consequences.
The traditional methods of safety analysis, while somewhat effective in
answering questions about what can go wrong and what are the conse-
quences, profoundly failed to adequately answer the question having to
do with the likelihood of accidents. The likelihood question held the
key for being able to quantify nuclear electric power plant risk. In short,
for society to have access to nuclear energy systems that have the poten-
tial toprovide safe, reliable, and relatively inexpensive electric power, the
industry was forced to come up with a more convincing safety case than
was possible with past methods of analysis.

The nuclear electric power industry, stimulated by the Reactor
Safety Study and the early industry studies on the Zion and Indian
Point nuclear power plants, has been the leader in the development
and widespread use of quantitative risk assessment (QRA). The U.S.
nuclear electric power industry gave birth to the term “probabilistic
risk assessment” (PRA). The term “probabilistic safety assessment”
(PSA) is sometimes used in the international nuclear community as
equivalent. The label that appears to be best received across different
industries is quantitative risk assessment. In this discussion, the
terms quantitative risk assessment, probabilistic risk assessment,
and just plain “risk assessment” are used interchangeably.

Risk assessment has survived and flourished in the U.S. nuclear
electric power industry because it became an exceptional tool to make
better decisions. QRA was able to satisfy the desire of nuclear plant
owners to have a decision tool that quantitatively allowed the evalua-
tion of various options that had multiple input variables. The most
important variables to the nuclear plant owners were cost, generation,
and risk (public health, worker health, and economic). While QRA
started out as a tool to address the public health risk, it facilitated
evaluating an entire spectrum of variables. The industry’s recovery
from the Three Mile Island Unit 2 accident in 1979 was greatly aided
by the use of quantitative risk assessment because of the ability to
better focus on the real safety issues. In fact, the industry has enjoyed
an impeccable safety record since embracing contemporary methods of
quantitative risk assessment. And safety is not the only benefit that has
resulted from the widespread use of risk assessment in the nuclear
power industry. Risk assessment provides the ability for plant person-
nel to balance cost, generation, and risk. While there is no U.S. Nuclear
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Regulatory Commission (USNRC) requirement for an existing nuclear
power plant to maintain a risk assessment, the plants do so following
general industry guidelines. The USNRC does have a requirement for
a prospective licensee to submit a PRA with the application for any
proposed new nuclear electric power unit in the United States.

A.4.2 Legacy of Nuclear Safety

Today, nuclear power plant safety analysis employs the most advanced
methods available for assessing the health and safety of the public. The
only significant impact on public health risk comes from the release of
fission products from the reactor core following accidents during power
operation. The release of fission products from the reactor core is
heavily influenced by operator actions both before and after the initiat-
ing event that leads to the accident. The PRA includes potential fail-
ures of equipment and operators, both before and after the initiating
event. Each PRA in the United States is specific for each nuclear power
plant because of the differences between the plants.

Many of the methods used for nuclear power plants have been
adopted by such high-tech industries as space flight, defense systems,
chemical plants, refineries, offshore platforms, and transportation sys-
tems. While the probabilistic concepts currently spearhead the level of
sophistication of the analyses, there are basic tenets and themes that
have guided the safety management of nuclear electric power plants
from the beginning. One of the most fundamental of these basic
tenets is the concept of multiple barriers.

Multiple barriers are a concept of providing enough barriers between
radiation and the environment to provide assurance that the likelihood of
simultaneous breach of all barriers is remote. Examples of barriers in a
nuclear power plant are high containment capacity fuel with cladding,
an isolated reactor coolant system, primary reactor building containment,
secondary building containment, and exclusion distance. Effective
defensemechanisms developed for nuclear plant safety include improved
operator training methods and symptom-based operator procedures.
Other defense mechanisms include automatic control systems, single
failure criteria (no single failure threatens fuel integrity), and recovery
capabilities from equipment malfunctions. QRA provides the ability to
determine what risk levels are achieved by each barrier and at what cost.
The value of each barrier is placed in the context of the overall risk.

A.4.3 Historical Development of Nuclear Power Plant Safety

Nuclear power plant safety has two major fronts—the physical system
itself and the analysis of the physical system. On the physical system
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front, improvements in safety design included the advent of secondary
containment systems (�1953), the inclusion of backup safety systems
known as engineered safety features, especially with respect to emer-
gency core cooling systems and electric power (�late 1950s and early
1960s), and the introduction of separate and independent safety trains
(�1970s). In the 1980s and 1990s, the nuclear power plants initiated
programs for scram reduction based on a complete review and analysis
of operating transients. As scrams were reduced, public health risk was
also reduced because there were fewer departures from normal steady
state operation. Also, in the 1980s and 1990s, each nuclear power plant
implemented the concept of “symptom-based procedures” for accident
control and installed improved simulators for operator training.

On the analysis front, many events took place leading to a greatly
improved understanding of the safety of nuclear power plants. It was
demonstrated that the consequences of accidents had little meaning
without a better understanding of their likelihood. It became clear that
it was not enough to do worst case and maximum credible accident
analysis. Everyday transients followed by multiple failures of equip-
ment and mistakes by operators were more likely to result in reactor
core damage than previously defined so-called design basis accidents.

The need for probabilistic analysis was recognized as early as the
mid-1950s. However, detailed investigations of the probability of reac-
tor accidents did not begin until about 1965. The first major reactor
safety study to highlight the need for PRA of reactor accidents was
WASH-740, “Theoretical Possibilities and Consequences of Major
Accidents in Large Nuclear Power Plants.”19 Speculative estimates
were made in WASH-740 that a major reactor accident could occur
with a frequency of about one chance in a million during the life of
a reactor. The report went on to observe that the complexity of the
problem of establishing such a probability, in the absence of operating
experience, made these estimates subjective and open to considerable
error and criticism. While not offering many specifics, this study did
stir interest in probabilistic approaches and many studies were soon
to follow. These included British and Canadian efforts, probabilistic
analyses of military reactors, and several studies sponsored by the
then U.S. Atomic Energy Commission. The thesis referred to earlier
by Garrick12 was written about the same time, advocating a probabi-
listic approach to assessing nuclear power plant safety. But as also
noted earlier, it was the Reactor Safety Study13 that spearheaded the
movement toward the application of probabilistic risk assessment.

By the 1980s the question was no longer “why,” but how soon
could a QRA be developed for every nuclear power plant in the United
States That goal has essentially been reached. The benefits of QRA for
U.S. nuclear power plants have been demonstrated in terms of the
reduction in frequency of core damage events (one reactor core lost
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in approximately the first 450 reactor years of experience versus zero
reactor cores lost in over 2000 actual reactor years of experience since
the TMI accident) and improved generation with a reduction in the
cost of electricity. The most important benefit is nuclear power plants
with reduced public health risk. QRA has not only been effective in
calibrating the risk of nuclear power, but has provided better knowl-
edge of the worth of safety systems and allowed the allocation of
safety engineering resources to the most important contributors.
Effective risk management of nuclear electric power plants in the
United States has become a reality, not just a goal.

A.4.4 Nuclear Power Accident Experience

There have only been two accidents worldwide that have resulted
in severe core damage of a nuclear power plant designed to generate
electricity. The accidents involved the Three Mile Island, Unit 2,
plant near Harrisburg, PA, in the United States and the Chernobyl
Nuclear Power Station in the Ukraine of the former Soviet Union.
Both accidents permanently damaged the nuclear reactors involved,
but only the Chernobyl accident resulted in known fatalities and inju-
ries. The on-site consequences of the Chernobyl accident were very
serious, as an estimated 30 people are believed to have died from acute
doses of radiation and some 300 people required hospital treatment for
radiation and burn injuries. No off-site fatalities or injuries have yet
been attributed to the Chernobyl accident, although the latent effects
are yet to be quantified.

It is important to put these two very serious accidents in context
with the safety experience of the nuclear power industry. There are
approximately 440 nuclear power plants in the world. Nuclear energy
is just over 5% of the world primary energy production and about 17%
of its electrical production. In the United States there are some 103
nuclear power plants operating providing approximately 20% of the
nation’s electricity. The worldwide experience base is approaching
10,000 in-service reactor-years of which about 3000 reactor-years is
U.S. experience. The experience base is likely beyond 10,000 reactor-
years if all types of reactors are included such as research, test, weap-
ons, and propulsion reactors. Some 70% of the nuclear power plant
experience worldwide involves light water reactors for which only
one accident has occurred, Three Mile Island. This safety record is
most impressive. The challenge is to keep it that way.

Three Mile Island, Unit 2 (TMI-2) Accident

The TMI-2 nuclear power plant, located near Harrisburg, PA, went
into commercial operation in December 1978. The plant was designed
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to generate approximately 800 MW of electricity and used a pressur-
ized water reactor supplied by the Babcock and Wilcox Company.
The accident occurred on March 28, 1979.

Routine mechanical malfunctions with the plant resulted in an
automatic shutdown (“feedwater trip”) of the main feedwater pumps,
followed by a trip of the steam turbine and the dumping of steam to
the condenser. The loss of heat removal from the primary system
resulted in a rise of reactor system pressure and the opening of its
power-operated relief valve. This action did not provide sufficient
immediate pressure relief, and the control rods were automatically
driven into the core to stop the fission process.

These events would have been manageable had it not been for
some later problems with such systems as emergency feedwater. Per-
haps the turning point of the accident was that the opened pressure
relief valve failed to close and the operators did not recognize such.
The result was the initiation of the well-studied small loss of coolant
accident, known as the small LOCA. The stuck-open valve, together
with some other valve closures that had not been corrected from pre-
vious maintenance activities, created a shortage of places to put the
decay heat loads of the plant. The response of the plant was the initia-
tion of high-pressure emergency cooling. Reactor coolant pump high
vibration and concern for pump seal failure resulted in the operators
eventually shutting down all of the main reactor coolant pumps and
relying on natural circulation in the reactor coolant system. It was dur-
ing the time that the main reactor coolant pumps were off, some 1–3 h,
that the severe damage to the core took place. At about 2 h and 20 min
into the accident, the backup valve known as a block valve to the
stuck-open relief valve was closed. This action terminated the small
LOCA effect of the stuck-open relief valve. While the accident was
then under some level of control, it was almost 1 month before com-
plete control was established over the reactor fuel temperature when
adequate cooling was provided by natural circulation.

The consequences of the accident were minimal in terms of the
threat to public health and safety, but the damage to the reactor was
too severe to recover the plant. The accident did confirm the effective-
ness of the containment system to contain the fission products escap-
ing from the reactor vessel.

Chernobyl Nuclear Power Station Accident

The Chernobyl nuclear power plant involved a 1000-MW (electrical)
boiling water, graphite-moderated, direct cycle reactor of the former
Soviet Union. The Chernobyl accident occurred on April 26, 1986,
and was initiated during a test of reactor coolant pump operability
from the reactor’s own turbine generators. The purpose of the test
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was to determine how long the reactor coolant pumps could be oper-
ated, using electric power from the reactor’s own turbine generator
under the condition of turbine coast down and no steam supply from
the reactor. However, the experimenters wanted a continuous steam
supply so they decided to conduct the experiment with the reactor
running—a serious mistake. The test resulted in a coolant flow reduc-
tion in the core and extensive boiling. Because of the inherent proper-
ties of this particular reactor design (on boiling, the fission chain
reaction increases, rather than decreases as in U.S. plants), a nuclear
transient occurred that could not be counteracted by any control sys-
tem. The result was a power excursion that caused the fuel to over-
heat, melt, and disintegrate. Fuel fragments were ejected into the
coolant, causing steam explosions and rupturing fuel channels with
such force that the cover of the reactor was blown off.

This accident resulted in approximately 30 immediate fatalities
from acute doses of radiation and the treatment of some 300 people
for radiation burn injuries. The off-site consequences are still under
investigation. Latent effects are expected, but they have not been
quantified.

In summary, nuclear power suffered a severe setback from both
of the above accidents, although public support for nuclear power
was already beginning to decline before these accidents occurred.
Some nuclear plants under construction were cancelled and no new
U.S. nuclear plants were ordered between 1979 and 2007.a The facts
that the TMI-2 accident did not result in any radiation injuries or
fatalities and the Chernobyl reactor type is no longer in the mix of via-
ble power reactors has not removed the fear that some segments of the
public have of nuclear power. However, the superior performance
and safety record in the United States since these two accidents
has allowed the USNRC to approve power upgrades and license
extensions for numerous U.S. nuclear power plants.

A.5 An Example of Nuclear Power Plant Quantitative Risk
Assessment Results

It is appropriate to provide an example of risk assessment results
deriving directly from the full application of the methodology of
Chapter 2. In particular, the focus in this example is on results only
as opposed to the details of how they came about. The emphasis of

a Renewed interest in nuclear power has resulted in the first order in 2007 of a
new nuclear power plant in the United States with high expectations for several orders
in 2008 and 2009
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the limited scope case studies of Chapters 3–6 is on the process of
quantitative risk assessment, not necessarily the results.

The best application examples are the many comprehensive risk
assessments prepared for nuclear power plants worldwide since the
1970s. The example discussed here takes the form of some actual results
of such risk assessments.20We have chosen to withhold naming specific
plants as changes have beenmade in the plants to improve safety and the
risk results no longer apply, but this does not take away the value of the
analysis. In general the risks have become less because of the availability
of more operating experience and improved analyses and systems.

The example is given in terms of: (1) the bottom line results, (2)
importance ranking of contributors to risk, and (3) the use of risk
assessment as a design and risk management tool. A consequence of
such results is the answer to the important risk management ques-
tions, “What in fact is the risk, including the uncertainties involved?”
“What scenarios, operator actions, and system failures are driving the
risk?” “How should risk assessment be used during design to guide
the design of the plant, especially with respect to accident mitigating
systems?” and “What corrective actions will have the greatest return
for reducing the risk?”

A.5.1 Bottom Line Results

Figure A.1 contains the risk curves from a comprehensive risk assess-
ment performed on a U.S. nuclear power plant during the 1980s.

Figure A.1 represents the integration and assembly of an exten-
sive amount of modeling and analysis covering thousands of pages.
The principal elements are initiating events, scenarios, consequences,
and likelihoods. The data processing is Bayesian based and involves
searches on numerous national databases on human, equipment, and
system performance. The results have the forms of Figures 2.9 and
2.10 of Chapter 2. A first impression is that to tell a reasonably com-
plete risk story requires much more than just a number. As a start, it
requires a probability curve to communicate the uncertainty in the
number. But even a probability curve is not enough to tell the risk
story. As can be seen, the risk story told by Figure A.1 involves curves,
families of curves, and different representations of families of curves.
To make it clearer just what the risk story is, each of the subfigures
of Figure A.1 is briefly discussed.

Core Damage Frequency

Core damage frequency is currently the most often used measure of
risk in contemporary nuclear power plant risk assessments. Simply
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put, core damage means that the core coolant is not removing heat as
fast as it is being generated, and the core begins to degrade through
overheating. Core damage includes a range of degrees of damage to
the cladding and fuel elements with the most severe being core melt
through the reactor vessel. A partially or totally uncovered core as a
result of a loss of coolant accident would be an example of a mecha-
nism for creating a core damage event. Figure A.1(a) is a probability
of frequency (POF) curve for a risk assessment of a specific U.S.
nuclear power plant performed in the 1980s timeframe using the
methodology of Chapter 2. This curve tells us that the mean fre-
quency of core damage for this particular plant is about once in some
4300 years. It also tells us that there is uncertainty in the core damage
frequency. In particular, it tells us that the core damage frequency is
uncertain by a factor of approximately 8.5 between the 5th and 95th
percentile. As important as it is to know the core damage frequency
and its uncertainty, more information is needed before a basis exists
to recommend actions that might reduce that frequency. We begin
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FIGURE A.1. Cont’d. (b) Nuclear power plant risk assessment results.
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that process by probing into what kind of damage and radionuclide
release might take place as a result of a nuclear power plant accident.

Plant Damage State Frequencies

Plant damage states describe the different possible states (conditions)
of the reactor core at the time of reactor vessel failure. Figure A.1(a)
shows in probability of frequency format the various plant damage
states that were defined for this particular nuclear power plant. Each
plant damage state is characterized by such conditions as timing, pres-
sure, temperature, available coolant, and the status of containment
systems. For this risk assessment, eight plant damage states were
defined. An example of a plant damage state is an overpressure event
with failure of pressure suppression systems. The ninth curve in the
figure showing the plant damage state frequencies is the core damage
frequency curve. A comprehensive risk assessment of a nuclear power
plant consists of three models—a plant model, a containment model,
and a site model. The plant damage states are the output of the plant
model and the input to the containment model as they represent the
threats to the containment system.

Release State Frequencies

The release state frequencies, also referred to as release categories,
define the source term for the site model and in particular are repre-
sentations of types, quantities, timings, and elevations of radioiso-
topes released to the atmosphere. Figure A.1(a) indicates that five
release states were defined for this particular assessment. Release
states are determined by the state of the containment at the time of
core damage, the availability of containment engineered safety fea-
tures, and the availability of filtration and other mechanisms for
radionuclide removal. The release states, or release categories, are
the output of the containment model and the input to the site model.

Risk Curves for Various Risk Measures

FiguresA.1(b) andA.1(c) answer the question ofwhat is the risk in terms
of six different risk measures. The risk measures are early fatalities,
injuries, cancer cases, latent fatalities, radiation dose, and property
damage. These curves known as “frequency of exceedance” curves or
“complementary cumulative distribution functions” are becoming
increasingly known as “risk curves.” They too are in the “probability
of frequency” format, but with the additional feature of consequence
as a parameter. Probability is the parameter of the model for displaying
uncertainty and is represented by a family of curves, in this case the 5th,
50th, and 95th percentiles. Also shown is the “mean” risk curve. Some
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of the important observations about the curves are: (1) their comprehen-
siveness in terms of the quantification of a variety of risk measures,
(2) the extremely low levels of risk involved when compared with
almost any other natural or technological risk, and (3) a clear display
of the uncertainties involved.

A.5.2 Importance Ranking of Contributors to Risk

While the results illustrated in Figure A.1 are extremely important
in answering the basic questions of what is the risk and what are
the uncertainties involved, they only scratch the surface of what is
learned from a comprehensive quantitative risk assessment. In the pro-
cess of evolving to the bottom line results of Figure A.1, information is
developed to answer manymore questions such as what is contributing
to the risk and what actions can be taken to reduce the risk and assure
that the risk is reasonably managed. Also, there is the issue of how to
use risk assessment during the design process of a nuclear power plant,
or any facility, to evolve to a design that is balanced in terms of actions
to control the risk. That facet is covered in Section A.5.3.

Figure A.2 is taken from an actual probabilistic risk assessment
of a U.S. nuclear power plant. It ranks the scenarios contributing to
the different risk measures. The scenario descriptions are greatly
abbreviated to simplify the figure, but the most important events in
the scenarios are identified.

Besides the fact that the risks are very small, the most important
point made by Figure A.2 is that there are different measures of risk,
and each is driven by different scenarios. This is an extremely impor-
tant result of a quantitative risk assessment. This means that when
doing risk assessment and ranking the importance of contributors to
risk, it is essential to be very clear about what is being used to mea-
sure the risk. It is also important to realize that different measures
of risk are often necessary to answer the question, what is the risk?
Consider the different risk measures of Figure A.2, core damage fre-
quency, frequency of early deaths, and frequency of latent effects.
While Scenario 1 is the most important contributor to core damage
frequency, it ranks as 15th in importance to the risk measure of fre-
quency of early deaths and 7th in importance to the frequency of
latent effects (injuries and deaths). On the other hand, the most
important scenario leading to deaths is not the most important con-
tributor leading to core damage and ranks 7th in the list of scenarios
important to latent effects.

The above brings up an important issue in making decisions
about how to measure risk. That issue is, “which measure is best?”
In the case of a nuclear power plant it is clear that if the reactor core
is not severely damaged, then there is no risk of radiation exposure
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to members of the public. On first impression, this would suggest that
core damage frequency would be a good measure of risk as it is a sur-
rogate for radiation safety to the public. Furthermore, core damage fre-
quency is much easier to determine with respect to nuclear plant
accidents than is the frequency of health effects to the public. That
is, there is more confidence (less uncertainty) in the calculation of
the likelihood of a core damage event than there is in the calculation
of the likelihood of radiation health effects to the public. This is one
of the important reasons why core damage frequency has been favored
as a measure of nuclear power plant risk. Otherwise, the obvious
choice for safety risk would be injuries and fatalities. But there is a
need to be cautious about using surrogates to such indicators as health
and safety risk as is suggested by Figure A.2. The caution comes from
the fact that the risk measure is a frequency of something, not just
core damage, injuries, or fatalities. These frequencies are not linearly
related. Taking actions to change the frequency of a precursor risk
measure has to be examined for how it impacts downstream risk mea-
sures. The important fact is the impact could be negative or positive,
i.e., it is not always clear whether the impact decreases or increases
the value of the downstream risk measure. For example, it would
not be good to decrease the core damage frequency and find that the
fix to do so results in increasing the frequency of deaths. How could
that happen? Suppose we design a plant or make changes to the plant
that increases the pressure capacity of the primary system as a way to
reduce the core damage frequency. Now we have a situation where
we have lowered the core damage frequency for a certain class of core
damage scenarios and, most likely, this will result in a lower total
core damage frequency. Under these conditions fewer high-pressure
transients will fail the primary system, but when they do there are
now higher pressure transients per transient seen by the containment
system. The result is a greater threat to the containment per transient.
In other words, depending on the mismatch of the frequencies of the
risk measures, we may have increased the failure frequency of the sec-
ondary containment and possibly the frequency of injuries and
fatalities.

What this all means is that it is not enough to design just for
lower core damage frequencies in the case of nuclear power plants. It
is important to take a total systems approach and to understand the
coupled processes between events that lead to core damage and events
that lead to containment failure and off-site consequences.

Other important results from a comprehensive quantitative risk
assessment are illustrated in Figures A.3–A.5.

Because of radioactive decay of fission products and the heat that
they produce, there remains the need to maintain cooling of a reactor
core for some time following termination of the chain reaction, i.e.,

Appendix A: Roots of Quantitative Risk Assessment with an Example 263



following shutdown of the reactor. Consequently, there remains the
risk of fuel damage and the possible release of radiation and radionu-
clides during times when the reactor is not operating at power. This
contribution to the overall risk of exposing workers and the public to
radiation must also be a part of a comprehensive risk assessment.
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FIGURE A.3. Probability distribution for core damage.
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FIGURE A.4. Contributions of specific external events to CDF.
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Figure A.3 not only presents the core damage frequency of a particular
nuclear power plant during off-power conditions, but also provides a
direct comparison with the risk of core damage frequency during at-
power conditions. More than just comparing the two risks, Figure A.3
quantifies the uncertainties associated with the two contributions to
overall risk. As can be seen from Figure A.3, the risk from off-power
conditions is very small compared to at-power conditions, but it is cer-
tainly not zero. Mean values of the risk of several plants indicate that
the contribution to overall core damage frequency of off-power condi-
tions varies approximately from 10% to 30% of the total risk.

In the process of “importance ranking” contributors to risk, it is
also essential to quantify any external threats to the plant, i.e., threats
that are not due to inherent plant operations but are as a result of such
phenomena as external fires, severe weather, aircraft impacts, and
earthquakes. Figure A.4 is an example of such an analysis. The most
significant external event for this particular plant was the risk of a
severe storm creating river debris and other conditions that could lead
to plugging the intake lines for secondary cooling. Other visible con-
tributors were external fires, floods, aircraft crashes, and earthquakes.

Figure A.4 makes a very important point about just how much
analysis of a contribution should be performed to reduce the uncer-
tainty in the risk measure. It also provides strong evidence for the
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FIGURE A.5. Contributions of major initiating event classes to CDF from
internal events.
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value of doing uncertainty analysis. As can be seen, the uncertainty
range of seismic events covers many orders of magnitude. This
amount of uncertainty by itself could be viewed as unacceptable by
many analysts, and the push would be on for doing a great deal more
work; more work than is necessary for purposes of quantifying the
risks. Even with all the uncertainty, Figure A.4 tells us that seismic
is not a significant contributor to the overall risk considering the con-
tribution from other sources. If it turned out to be a major contributor,
then efforts to reduce the uncertainty could be justified. Summing up
the point, if the uncertainty of a contributor varies over many orders
of magnitude, say five between the 5th and 95th percentiles, and the
risk over that interval varies from 10�12 to 10�7, then a risk that is
already in the 10�4 range due to other contributors isn’t going to be
significantly impacted.

Presentations similar to Figure A.4 can be made from many dif-
ferent perspectives. For example, Figure A.5 displays the contribution
of different categories of initiating events to the risk. An initiating
event is an event that disturbs an otherwise normally operating sys-
tem and triggers a possible accident scenario. Figure A.5 indicates that
for this particular plant, the initiating event category of loss of coolant
accidents was the major contributor to core damage frequency. Other
important contributors were transients of support systems (emergency
power, equipment cooling systems, ventilation systems, etc.), front-
line system transients (turbines, feedwater pumps, primary coolant,
etc.), and steam generator tube ruptures. Once the scenarios have been
ranked in terms of importance to risk, it is usually straightforward to
identify the events and equipment items within that scenario most
important to risk.

A.5.3 Risk Assessment as a Design Tool

Figure A.6 illustrates how risk assessment can be used to achievemaxi-
mum benefit from the performance of safety systems during the evolu-
tion of a nuclear power plant design. As with Figures A.1–A.5,
Figure A.6 shows the actual results taken from a nuclear power plant
design project.

The first iteration of the risk assessment determined a core dam-
age frequency and identified the major system and operator activities
contributing to the risk. Design flaws were identified with several sys-
tems, including the service water system and the safeguards chilled
water system—systems critical to cooling safety and support systems
during emergency conditions. As a result of the risk assessment, sev-
eral design changes were made to reduce their contribution to risk.
Meanwhile, the core damage frequency was reduced by a factor of over
three. The second iteration several months later identified a different
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set of contributors, but against a much lower risk baseline due to the
improvements in the design. Again, there were some standout contri-
butors, most notably the systems for the recovery of the loss of off-site
electric power during station blackout.

The third iteration occurring later in the design process began to
manifest more balance in the performance of safety systems and less
opportunity for any single fix having a major contribution to reducing
the risk. In this case it was necessary to consider several design
changes to have a significant impact on the risk. However, by the
third iteration the mean core damage frequency had been reduced by
a factor of 10. By the fourth iteration and the near completion of the
design, the calculated core damage frequency had been reduced by a
factor of almost 17 and the safety systems were much more balanced
in their contribution to protecting the plant. There are some things
worth pointing out in the fourth iteration. The 52% contribution from
electric power may appear to be a source for further reducing the risk.
It is not a good source for corrective action because of its pervasive-
ness throughout the plant and its association with thousands of
subsystems and components. No single or few component, or subsys-
tem, fixes would materially improve the core damage frequency.

1. Electric Power
2. Auxiliary Feedwater
3. Two Trains of Electric Power Recovered
4. Low-Pressure Injection / Decay Heat Removal
5. Failure to Reclose PORV / PSVs
6. ESFAS / ECCAS
7. High-Pressure Injection Systems
8. Operator Recovery of Electric Power during
    Station Blackout
9. Sump Recirculation Water Source

10. Component Cooling Water
11. Throttle HPI Flow (Operator Action)
12. Failure of Main Steam Safety Valve to Reclose
13. Service Water
14. Safeguards Chilled Water
15. BWST Suction Valve
16. Containment Isolation
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FIGURE A.6. Contributors to core damage for four phases of risk
management.
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An analogy that sometimes clarifies the above process is the
mental exercise that comes from thinking of a lake with rocks rising
above the surface of the water and viewing the rocks as contributors
to risk. What happens when the big rocks are removed from the lake?
First, they are no longer there; second, the lake level drops as a result
of their removal; and third, new rocks appear because of the lower
lake level. Repeating this process is very analogous to what is taking
place with the risk assessment and design process portrayed in
Figure A.6. As the core damage frequency is reduced by removing
the important contributors, other contributors begin to appear that
become candidates for removal or modification. Eventually you get
to a point of diminishing risk benefit.

The point of this example is to illustrate the robust amount of
information that comes from a comprehensive risk assessment and
the options it provides for cost-effective risk management. The case
studies of Chapters 3–6 of this book involve much more limited scope
assessments and were primarily for the purpose of demonstrating the
six-step process of quantitative risk assessment.
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Appendix B:
Supporting Evidence for the
Case Study of the Hurricane
Risk in New Orleans, LA

B.1 Hurricane Risk Assessment for the Period 1900–2004

Chapter 3, Section 3.2.4, describes the overall quantification of the
human fatality risk of a major hurricane impacting New Orleans based
on hurricane data for the period 1900–2004. The data used in the quan-
tification of the event trees inChapter 3 is contained in Figures B.1–B.42
of this Appendix, where Figures B.1–B.15 are based on Table 3.4 of
Chapter 3 and the basis for Figures B.37–B.42 is discussed in Section
3.2. These figures show (1) the original uncertainty distribution (prior)
used for the initiating events and various branch points in the event
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Based on hurricane tracking records, 18 of the 41 hurricanes were categorized as being in 
the Gulf of Mexico for 48 hours or less before landfall. These hurricanes were placed in 
Initiating Event 1. There is a wide variation in the period of time between successive 
hurricanes making up Initiating Event 1, with a range of periodicity of approximately one per 
year to one per 20 years. The uncertainty about the frequency of Initiating Event 1 is shown 
above. A subjective “Prior” uncertainty distribution was generated and updated using 
Bayesian techniques with the actual experience of 18 hurricanes in 105 years. The mean 
value for the frequency of Initiating Event 1 was calculated to be equal to 0.176 hurricanes 
per year or approximately one Initiating Event 1 every 5.7 years.

FIGURE B.1. Uncertainty distribution, Initiating Event 1 frequency (hurricanes
from 1900–2004).
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Based on hurricane tracking records, 17 of the 41 hurricanes were categorized as being in 
the Gulf of Mexico for between 48 hours and 72 hours before landfall. These hurricanes were 
placed in Initiating Event 2. There is a wide variation in the period of time between 
successive hurricanes making up Initiating Event 2, with a range of periodicity of 
approximately two per year to one per 20 years. The uncertainty about the frequency of 
Initiating Event 2 is shown above. A subjective “Prior” uncertainty distribution was generated 
and updated using Bayesian techniques with the actual experience of 17 hurricanes in 105 
years. The mean value for the frequency of Initiating Event 2 was calculated to be equal to 
0.170 hurricanes per year or approximately one Initiating Event 1 every 5.8 years.

FIGURE B.2. Uncertainty distribution, Initiating Event 2 frequency (hurri-
canes from 1900–2004).
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Based on hurricane tracking records, 6 of the 41 hurricanes were categorized as being in the 
Gulf of Mexico for greater than 72 hours before landfall. These hurricanes were placed in 
Initiating Event 3. There is a wide variation in the period of time between successive 
hurricanes making up Initiating Event 3, with a range of periodicity of approximately one per 3 
years to one per 30 years. The uncertainty about the frequency of Initiating Event 2 is shown 
above. A subjective “Prior” uncertainty distribution was generated and updated using 
Bayesian techniques with the actual experience of 6 hurricanes in 105 years. The mean 
value for the frequency of Initiating Event 3 was calculated to be equal to 0.0538 hurricanes 
per year or approximately one Initiating Event 3 every 18 years.

FIGURE B.3. Uncertainty distribution, Initiating Event 3 frequency (hurri-
canes from 1900–2004).
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Of the 18 hurricanes listed in the category Initiating Event 1, 2 hurricanes were considered 
to directly impact New Orleans, unnamed hurricane of 1915 and Hurricane Betsy in 1965. 
Of the 18 hurricanes listed in the category Initiating Event 1, 2 hurricanes were considered 
to be close calls, unnamed hurricane of 1947 and Hurricane Andrew in 1992. The 
uncertainty about the fraction of Initiating Event 1 hurricanes that directly impact New 
Orleans is shown above. A subjective “Prior” uncertainty distribution was generated and 
updated using Bayesian techniques with the actual experience of 2 hurricanes out of 18 
hitting New Orleans. The mean value for the fraction of Initiating Event 1 hurricanes hitting 
New Orleans was calculated to be equal to 0.105, or approximately one of every ten 
hurricanes.

FIGURE B.4. Uncertainty distribution, Initiating Event 1 hits New Orleans
(hurricanes from 1900–2004).
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Of the 17 hurricanes listed in the category Initiating Event 2, 1 hurricane was considered to 
directly impact New Orleans, unnamed hurricane of 1909 (Grand Isle, LA). Of the 17 
hurricanes listed in the category Initiating Event 2, 1 hurricane was considered to be a close 
call, Hurricane Camille in 1969. The uncertainty about the fraction of Initiating Event 2 
hurricanes that directly impact New Orleans is shown above. A subjective “Prior” 
uncertainty distribution was generated and updated using Bayesian techniques with the 
actual experience of 1 hurricane out of 17 hitting New Orleans. The mean value for the 
fraction of Initiating Event 2 hurricanes hitting New Orleans was calculated to be equal to 
0.0847, or approximately 1 of every 13 hurricanes.

FIGURE B.5. Uncertainty distribution, Initiating Event 2 hits New Orleans
(hurricanes from 1900–2004).
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Of the six hurricanes listed in the category Initiating Event 3, there were no direct hits or 
close calls. The uncertainty about the fraction of Initiating Event 3 hurricanes that directly 
impact New Orleans is shown above. A subjective “Prior” uncertainty distribution was 
generated and updated using Bayesian techniques with the actual experience of zero 
hurricanes out of six hitting New Orleans. The mean value for the fraction of Initiating 
Event 3 hurricanes hitting New Orleans was calculated to be equal to 0.0348, or 
approximately 1 of every 29 hurricanes.

FIGURE B.6. Uncertainty distribution, Initiating Event 3 hits New Orleans
(hurricanes from 1900–2004).

35

30

25

20

15

10

5

0
0.010 0.020 0.030 0.040 0.050 0.070 0.100 0.150 0.200 0.300

P
er

ce
nt

Probability of Initiating Event 1 Being Category 5 at Landfall

Prior
1900-2004

Of the 18 hurricanes listed in the category Initiating Event 1, there were no hurricanes that 
were Category 5 at landfall. There was one hurricane (Allen, 1980) that weakened from 
Category 5 to Category 4 before landfall. The uncertainty about the fraction of Initiating 
Event 1 hurricane making landfall as Category 5 is shown above. A subjective “Prior” 
uncertainty distribution was generated and updated using Bayesian techniques with the 
actual experience of 0 hurricanes out of 18 hitting landfall as Category 5. The mean value 
for the fraction of Initiating Event 1 hurricanes hitting landfall as Category 5 was calculated 
to be equal to 0.0357, or approximately 1 of every 28 hurricanes.

FIGURE B.7. Uncertainty distribution, Initiating Event 1 hits as Category 5
(hurricanes from 1900–2004).
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Of the 18 hurricanes listed in the category Initiating Event 1, there were 4 hurricanes that 
were Category 4 at landfall. There were also four hurricanes that weakened from Category 
4 to Category 3 before landfall. The uncertainty about the fraction of Initiating Event 1 
hurricanes making landfall as Category 4 is shown above. A subjective “Prior” uncertainty 
distribution was generated and updated using Bayesian techniques with the actual 
experience of 4 hurricanes out of 18 hitting landfall as Category 4. The mean value for the 
fraction of Initiating Event 1 hurricanes hitting landfall as Category 4 was calculated to be 
equal to 0.2410, or approximately one of every four hurricanes.

FIGURE B.8. Uncertainty distribution, Initiating Event 1 hits as Category 4
(hurricanes from 1900–2004).

50

45

40

35

30

25

20

15

10

5

0
0.100 0.200 0.300 0.400 0.500 0.600 0.700 0.800 0.900 1.000

P
er

ce
nt

Probability of Initiating Event 1 Being Category 3 at Landfall

Prior
1900-2004

Prior
1900-2004

Of the 18 hurricanes listed in the category Initiating Event 1, there were 14 hurricanes that 
were Category 3 at landfall.  The uncertainty about the fraction of Initiating Event 1 
hurricanes making landfall as Category 3 is shown above. A subjective “Prior” uncertainty 
distribution was generated and updated using Bayesian techniques with the actual 
experience of 14 hurricanes out of 18 hitting landfall as Category 3. The mean value for the 
fraction of Initiating Event 1 hurricanes hitting landfall as Category 3 was calculated to be 
equal to 0.7320, or approximately three of every four hurricanes.

FIGURE B.9. Uncertainty distribution, Initiating Event 1 hits as Category 3
(hurricanes from 1900–2004).
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Of the 17 hurricanes listed in the category Initiating Event 2, there was 1 hurricane that was 
Category 5 at landfall (Camille, 1969). There were two hurricanes that weakened from 
Category 5 to Category 3 before landfall. The uncertainty about the fraction of Initiating 
Event 2 hurricanes making landfall as Category 5 is shown above. A subjective “Prior” 
uncertainty distribution was generated and updated using Bayesian techniques with the 
actual experience of 1 hurricane out of 17 hitting landfall as Category 5. The mean value for 
the fraction of Initiating Event 2 hurricanes hitting landfall as Category 5 was calculated to be 
equal to 0.046, or approximately 1 of every 22 hurricanes.

FIGURE B.10. Uncertainty distribution, Initiating Event 2 hits as Category 5
(hurricanes from 1900–2004).
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Of the 17 hurricanes listed in the category Initiating Event 2, there were 4 hurricanes that 
were Category 4 at landfall. There were also three hurricanes that weakened from Category 
4 to Category 3 before landfall. The uncertainty about the fraction of Initiating Event 2 
hurricanes making landfall as Category 4 is shown above. A subjective “Prior” uncertainty 
distribution was generated and updated using Bayesian techniques with the actual 
experience of 4 hurricanes out of 17 hitting landfall as Category 4. The mean value for the 
fraction of Initiating Event 2 hurricanes hitting landfall as Category 4 was calculated to be 
equal to 0.251, or approximately one of every four hurricanes.

FIGURE B.11. Uncertainty distribution, Initiating Event 2 hits as Category 4
(hurricanes from 1900–2004).
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Of the 17 hurricanes listed in the category Initiating Event 2, there were 12 hurricanes that 
were Category 3 at landfall. The uncertainty about the fraction of Initiating Event 2 
hurricanes making landfall as Category 3 is shown above. A subjective “Prior” uncertainty 
distribution was generated and updated using Bayesian techniques with the actual 
experience of 12 hurricanes out of 17 hitting landfall as Category 3. The mean value for the 
fraction of Initiating Event 2 hurricanes hitting landfall as Category 3 was calculated to be 
equal to 0.682, or approximately two of every three hurricanes.

FIGURE B.12. Uncertainty distribution, Initiating Event 2 hits as Category 3
(hurricanes from 1900–2004).
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Of the six hurricanes listed in the category Initiating Event 3, there was no hurricane that 
was Category 5 at landfall. The uncertainty about the fraction of Initiating Event #3 
hurricanes making landfall as Category 5 is shown above. A subjective “Prior” uncertainty 
distribution was generated and updated using Bayesian techniques with the actual 
experience of zero hurricanes out of six hitting landfall as Category 5. The mean value for 
the fraction of Initiating Event 3 hurricanes hitting landfall as Category 5 was calculated to 
be equal to 0.042, or approximately 1 of every 24 hurricanes.

FIGURE B.13. Uncertainty distribution, Initiating Event 3 hits as Category 5
(hurricanes from 1900–2004).

Appendix B: Supporting Evidence for the Case Study 277



Probability of Initiating Event 3 Being Category 4 at Landfall

P
er

ce
nt

0.010 0.020 0.050 0.100 0.200 0.300 0.400 0.500 0.600 0.700

45

40

35

30

25

20

15

10

5

0

Prior
1900-2004

Of the six hurricanes listed in the category Initiating Event 3, there was one hurricane that 
was Category 4 at landfall. There were also two hurricanes that weakened from Category 4 
to Category 3 before landfall. The uncertainty about the fraction of Initiating Event 3 
hurricanes making landfall as Category 4 is shown above. A subjective “Prior” uncertainty 
distribution was generated and updated using Bayesian techniques with the actual 
experience of one hurricane out of six hitting landfall as Category 4. The mean value for the 
fraction of Initiating Event 3 hurricanes hitting landfall as Category 4 was calculated to be 
equal to 0.160, or approximately one of every six hurricanes.

FIGURE B.14. Uncertainty distribution, Initiating Event 3 hits as Category 4
(hurricanes from 1900–2004).
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Of the six hurricanes listed in the category Initiating Event 3, there were five hurricanes that 
were Category 3 at landfall. The uncertainty about the fraction of Initiating Event 3 
hurricanes makes landfall as Category 3 is shown above. A subjective “Prior” uncertainty 
distribution was generated and updated using Bayesian techniques with the actual 
experience of five hurricanes out of six hitting landfall as Category 3. The mean value for 
the fraction of Initiating Event 3 hurricanes hitting landfall as Category 3 was calculated to 
be equal to 0.795, or approximately eight of every ten hurricanes.

FIGURE B.15. Uncertainty distribution, Initiating Event 3 hits as Category 3
(hurricanes from 1900–2004).
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For Initiating Event 1 making landfall as Category 5 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “minimal” evacuation is shown above. The 
uncertainty distribution is subjective. There was no Bayesian updating since there is no data 
to support an update. The mean percent of minimal evacuations was calculated from the 
uncertainty distribution to be 39.

FIGURE B.16. Uncertainty distribution, Initiating Event 1 hits as Category 5
following minimal evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 1 making landfall as Category 5 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “medium” evacuation is shown above. This 
uncertainty distribution is subjective. There was no Bayesian updating since there is no data 
to support an update. The mean percent of “medium” evacuations was calculated from the 
uncertainty distribution to be 59.

FIGURE B.17. Uncertainty distribution, Initiating Event 1 hits as Category 5
following medium evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 1 making landfall as Category 4 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “minimal” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “minimal” evacuations was calculated from the uncertainty 
distribution to be 29.

FIGURE B.18. Uncertainty distribution, Initiating Event 1 hits as Category 4
following minimal evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 1 making landfall as Category 4 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “medium” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “medium” evacuations was calculated from the uncertainty 
distribution to be 69.

FIGURE B.19. Uncertainty distribution, Initiating Event 1 hits as Category 4
following medium evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 1 making landfall as Category 3 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve a “minimal” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “minimal” evacuations was calculated from the uncertainty 
distribution to be 20.

FIGURE B.20. Uncertainty distribution, Initiating Event 1 hits as Category 3
following minimal evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 1 making landfall as Category 3 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “medium” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “medium” evacuations was calculated from the uncertainty 
distribution to be 79.5.

FIGURE B.21. Uncertainty distribution, Initiating Event 1 hits as Category 3
following medium evacuation (hurricanes from 1900–2004 and 1900–1950).
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Probability of Minimal Evacuation with Initiating Event 2 Making Landfall as Category 5

For an Initiating Event 2 making landfall as Category 5 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “minimal” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “minimal” evacuations was calculated from the uncertainty 
distribution to be 29.

FIGURE B.22. Uncertainty distribution, Initiating Event 2 hits as Category 5
following minimal evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 2 making landfall as Category 5 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “medium” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “medium” evacuation was calculated from the uncertainty 
distribution to be 69.

FIGURE B.23. Uncertainty distribution, Initiating Event 2 hits as Category 5
following medium evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 2 making landfall as Category 4 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “minimal” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “minimal” evacuation was calculated from the uncertainty 
distribution to be 20.

FIGURE B.24. Uncertainty distribution, Initiating Event 2 hits as Category 4
following minimal evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 2 making landfall as Category 4 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “medium” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “medium” evacuation was calculated from the uncertainty 
distribution to be 79.5.

FIGURE B.25. Uncertainty distribution, Initiating Event 2 hits as Category 4
following medium evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 2 making landfall as Category 3 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “minimal” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “minimal” evacuation was calculated from the uncertainty 
distribution to be 11.

FIGURE B.26. Uncertainty distribution, Initiating Event 2 hits as Category 3
following minimal evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 2 making landfall as Category 3 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “medium” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “medium” evacuation was calculated from the uncertainty 
distribution to be 89.

FIGURE B.27. Uncertainty distribution, Initiating Event 2 hits as Category 3
following medium evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 3 making landfall as Category 5 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “minimal” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “minimal” evacuation was calculated from the uncertainty 
distribution to be 20.

FIGURE B.28. Uncertainty distribution, Initiating Event 3 hits as Category 5
following minimal evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 3 making landfall as Category 5 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “medium” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “medium” evacuation was calculated from the uncertainty 
distribution to be 69.

FIGURE B.29. Uncertainty distribution, Initiating Event 3 hits as Category 5
following medium evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 3 making landfall as Category 5 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “full” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “full” evacuation was calculated from the uncertainty 
distribution to be 11.

FIGURE B.30. Uncertainty distribution, Initiating Event 3 hits as Category 5
following full evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 3 making landfall as Category 4 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “minimal” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “minimal” evacuation was calculated from the uncertainty 
distribution to be 11.

FIGURE B.31. Uncertainty distribution, Initiating Event 3 hits as Category 4
following minimal evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 3 making landfall as Category 4 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “medium” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “medium” evacuation was calculated from the uncertainty 
distribution to be 69.

FIGURE B.32. Uncertainty distribution, Initiating Event 3 hits as Category 4
following medium evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 3 making landfall as Category 4 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “full” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “full” evacuation was calculated from the uncertainty 
distribution to be 20.

FIGURE B.33. Uncertainty distribution, Initiating Event 3 hits as Category 4
following full evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 3 making landfall as Category 3 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “minimal” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “minimal” evacuation was calculated from the uncertainty 
distribution to be 11.

FIGURE B.34. Uncertainty distribution, Initiating Event 3 hits as Category 3
following minimal evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 3 making landfall as Category 3 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “medium” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “medium” evacuation was calculated from the uncertainty 
distribution to be 59.

FIGURE B.35. Uncertainty distribution, Initiating Event 3 hits as Category 3
following medium evacuation (hurricanes from 1900–2004 and 1900–1950).
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For an Initiating Event 3 making landfall as Category 3 hurricane, the uncertainty about the 
percentage of these hurricanes that will involve  “full” evacuation is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean percent of “full” evacuation was calculated from the uncertainty 
distribution to be 29.

FIGURE B.36. Uncertainty distribution, Initiating Event 3 hits as Category 3
following full evacuation (hurricanes from 1900–2004 and 1900–1950).
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Damage State 1 occurs if “minimal” evacuation is achieved during a Category 5 hurricane. 
The uncertainty about the number of fatalities for Damage State 1 is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean number of fatalities was calculated from the uncertainty distribution to 
be 104,000.

FIGURE B.37. Uncertainty distribution, Damage State 1 fatalities (hurricanes
from 1900–2004).
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Damage State 2 occurs if “medium” evacuation is achieved during a Category 5 hurricane 
or if “minimal” evacuation is achieved during a Category 4 hurricane. The uncertainty about 
the number of fatalities for Damage State 2 is shown above. This uncertainty is subjective. 
There was no Bayesian updating since there is no data to support an update. The mean 
number of fatalities was calculated from the uncertainty distribution to be 52,000.

FIGURE B.38. Uncertainty distribution, Damage State 2 fatalities (hurricanes
from 1900–2004).
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Damage State 3 occurs if “medium” evacuation is achieved during a Category 4 hurricane. 
The uncertainty about the number of fatalities for Damage State 3 is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean number of fatalities was calculated from the uncertainty distribution to 
be 26,000.

FIGURE B.39. Uncertainty distribution, Damage State 3 fatalities (hurricanes
from 1900–2004).
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Damage State 4 occurs if “full” evacuation is achieved during a Category 5 hurricane or if 
“minimal” evacuation is achieved during a Category 3 hurricane. The uncertainty about the 
number of fatalities for Damage State 4 is shown above. This uncertainty is subjective. 
There was no Bayesian updating since there is no data to support an update. The mean 
number of fatalities was calculated from the uncertainty distribution to be 2600.

FIGURE B.40. Uncertainty distribution, Damage State 4 fatalities (hurricanes
from 1900–2004).
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Damage State 5 occurs if “full” evacuation is achieved during a Category 4 hurricane or if 
“medium” evacuation is achieved during a Category 3 hurricane. The uncertainty about the 
number of fatalities for Damage State 5 is shown above. This uncertainty is subjective. 
There was no Bayesian updating since there is no data to support an update. The mean 
number of fatalities was calculated from the uncertainty distribution to be 1300.

FIGURE B.41. Uncertainty distribution, Damage State 5 fatalities (hurricanes
from 1900–2004).
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trees, (2) the data from 1900–2004 used to perform a Bayesian update on
the prior distribution, and (3) the updated uncertainty distribution. The
mean values used for the initiating events and branch points are
described in Chapter 3, Section 3.2.4, and are shown in Table 3.2.

B.2 Hurricane Risk Assessment for the Period 1900–1950

Using the same methodology as above, the human fatality risk of a
major hurricane impacting New Orleans based on hurricane data for
the period 1900–1950 was assessed to allow comparison of the risk
results using databases covering different time periods.

The same six-step risk assessment process was used for both
time periods. The following changes were made for the risk assess-
ment based on the 1900–1950 input data.

1. The input values changed for the initiating event frequencies.
See Figures B.43–B.45,which are based onTable 3.8 ofChapter 3.

2. The input values changed for the probability of a hurricane
impacting New Orleans. See Figures B.46–B.48, which are
based on Table 3.8 of Chapter 3.

3. The input values changed for the probability of an initiating event
making landfall as a major hurricane. See Figures B.49–B.57,
which are based on Table 3.8 of Chapter 3.

4. The input values changed for the probability of fatalities for
damage states. See Figures B.58–B.63, which are discussed in
Section 3.4.
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Probability of Fatalities for Damage State 6

Damage State 6 occurs if “full” evacuation is achieved during a Category 3 hurricane. The 
uncertainty about the number of fatalities for Damage State 6 is shown above. This 
uncertainty is subjective. There was no Bayesian updating since there is no data to support 
an update. The mean number of fatalities was calculated from the uncertainty distribution to 
be 65.

FIGURE B.42. Uncertainty distribution, Damage State 6 fatalities (hurricanes
from 1900–2004).
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Based on hurricane tracking records, 10 of the 23 hurricanes were categorized as being in 
the Gulf of Mexico for 48 hours or less before landfall.  These hurricanes were placed in 
Initiating Event 1.  As seen above, the same “Prior” uncertainty distribution for the years 
1900-2004 was used and updated using Bayesian techniques with the actual experience of 
ten hurricanes in 51 years.  The mean value for the frequency of Initiating Event 1 was 
calculated to be equal to 0.184 hurricanes per year or approximately one Initiating Event 1 
every 5.4 years.

FIGURE B.43. Uncertainty distribution, Initiating Event 1 frequency (hurri-
canes from 1900–1950).
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Based on hurricane tracking records, 10 of the 23 hurricanes were categorized as being in 
the Gulf of Mexico for between 48 hours and 72 hours before landfall.  These hurricanes 
were placed in Initiating Event#2.  As seen above, the same “Prior” uncertainty distribution 
for the years 1900-2004 was generated and updated using Bayesian techniques with the 
actual experience of ten hurricanes in 51 years.  The mean value for the frequency of 
Initiating Event 2 was calculated to be equal to 0.184 hurricanes per year or approximately 
one Initiating Event 2 every 5.4 years.

FIGURE B.44. Uncertainty distribution, Initiating Event 2 frequency (hurri-
canes from 1900–1950).
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Based on hurricane tracking records, 3 of the 23 hurricanes were categorized as being in 
the Gulf of Mexico for greater than 72 hours before landfall.  These hurricanes were placed 
in Initiating Event 3.  As seen above, the same “Prior” uncertainty distribution for the years 
1900-2004 was generated and updated using Bayesian techniques with the actual 
experience of three hurricanes in 51 years.  The mean value for the frequency of Initiating 
Event 3 was calculated to be equal to 0.0541 hurricanes per year or approximately one 
Initiating Event 3 every 18 years.

FIGURE B.45. Uncertainty distribution, Initiating Event 3 frequency (hurri-
canes from 1900–1950).
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Of the ten hurricanes listed in the category Initiating Event 1, one hurricane was considered 
to directly impact New Orleans, unnamed hurricane of 1915.  As seen above, the same 
“Prior” uncertainty distribution for the years 1900-2004 was generated and updated using 
Bayesian techniques with the actual experience of one hurricane out of ten hitting New 
Orleans.  The mean value for the fraction of Initiating Event 1 hurricanes hitting New 
Orleans was calculated to be equal to 0.100, or approximately one of every ten hurricanes.

FIGURE B.46. Uncertainty distribution, Initiating Event 1 hits New Orleans
(hurricanes from 1900–1950).
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Of the ten hurricanes listed in the category Initiating Event 2, one hurricane was considered 
to directly impact New Orleans, unnamed hurricane of 1909 (Grand Isle, LA).  As seen 
above, the same “Prior” uncertainty distribution for the years 1900-2004 was generated and 
updated using Bayesian techniques with the actual experience of one hurricane out of ten 
hitting New Orleans.  The mean value for the fraction of Initiating Event 2 hurricanes hitting 
New Orleans was calculated to be equal to 0.100, or approximately one of every ten 
hurricanes.

FIGURE B.47. Uncertainty distribution, Initiating Event 2 hits New Orleans
(hurricanes from 1900–1950).
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Of the three hurricanes listed in the category Initiating Event 3, there were no direct hits or 
close calls.  As seen above, the same “Prior” uncertainty distribution for the years 
1900-2004 was generated and updated using Bayesian techniques with the actual 
experience of zero hurricanes out of three hitting New Orleans.  The mean value for the 
fraction of Initiating Event 3 hurricanes hitting New Orleans was calculated to be equal to 
0.0376, or approximately 1 of every 27 hurricanes.

FIGURE B.48. Uncertainty distribution, Initiating Event 3 hits New Orleans
(hurricanes from 1900–1950).
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Of the ten hurricanes listed in the category Initiating Event 1, there were no hurricanes that 
were Category 5 at landfall.  As seen above, the same “Prior” uncertainty distribution for the 
years 1900-2004 was generated and updated using Bayesian techniques with the actual 
experience of zero hurricanes out of ten hitting landfall as Category 5.  The mean value for 
the fraction of Initiating Event 1 hurricanes hitting landfall as Category 5 was calculated to be 
equal to 0.0392, or approximately 1 of every 26 hurricanes.

FIGURE B.49. Uncertainty distribution, Initiating Event 1 hits as Category 5
(hurricanes from 1900–1950).
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Of the ten hurricanes listed in the category Initiating Event 1, there were three hurricanes 
that were Category 4 at landfall.  As seen above, the same “Prior” uncertainty distribution 
for the years 1900-2004 was generated and updated using Bayesian techniques with the 
actual experience of three hurricanes out of ten hitting landfall as Category 4.  The mean 
value for the fraction of Initiating Event 1 hurricanes hitting landfall as Category 4 was 
calculated to be equal to 0.2960, or approximately two of every seven hurricanes.

FIGURE B.50. Uncertainty distribution, Initiating Event 1 hits as Category 4
(hurricanes from 1900–1950).
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Of the ten hurricanes listed in the category Initiating Event 1, there were seven hurricanes 
that were Category 3 at landfall.  As seen above, the same “Prior” uncertainty distribution 
for the years 1900-2004 was generated and updated using Bayesian techniques with the 
actual experience of seven hurricanes out of ten hitting landfall as Category 3.  The mean 
value for the fraction of Initiating Event 1 hurricanes hitting landfall as Category 3 was 
calculated to be equal to 0.6740, or approximately two of every three hurricanes.

FIGURE B.51. Uncertainty distribution, Initiating Event 1 hits as Category 3
(hurricanes from 1900–1950).
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Of the ten hurricanes listed in the category Initiating Event 2, there were no hurricanes that 
were Category 5 at landfall.  As seen above, the same “Prior” uncertainty distribution for 
the years 1900-2004 was generated and updated using Bayesian techniques with the 
actual experience of zero hurricanes out of ten hitting landfall as Category 5.  The mean 
value for the fraction of Initiating Event 2 hurricanes hitting landfall as Category 5 was 
calculated to be equal to 0.039, or approximately 1 of every 26 hurricanes.

FIGURE B.52. Uncertainty distribution, Initiating Event 2 hits as Category 5
(hurricanes from 1900–1950).
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Of the ten hurricanes listed in the category Initiating Event 2, there were three hurricanes 
that were Category 4 at landfall.  As seen above, the same “Prior” uncertainty distribution 
for the years 1900-2004 was generated and updated using Bayesian techniques with the 
actual experience of three hurricanes out of ten hitting landfall as Category 4.  The mean 
value for the fraction of Initiating Event 2 hurricanes hitting landfall as Category 4 was 
calculated to be equal to 0.296, or approximately two of every seven hurricanes.

FIGURE B.53. Uncertainty distribution, Initiating Event 2 hits as Category 4
(hurricanes from 1900–1950).
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Of the ten hurricanes listed in the category Initiating Event 2, there were seven hurricanes 
that were Category 3 at landfall.  As seen above, the same “Prior” uncertainty distribution 
for the years 1900-2004 was generated and updated using Bayesian techniques with the 
actual experience of seven hurricanes out of ten hitting landfall as Category 3.  The mean 
value for the fraction of Initiating Event 2 hurricanes hitting landfall as Category 3 was 
calculated to be equal to 0.674, or approximately two of every three hurricanes.

FIGURE B.54. Uncertainty distribution, Initiating Event 2 hits as Category 3
(hurricanes from 1900–1950).
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Of the three hurricanes listed in the category Initiating Event 3, there was no hurricane that 
was Category 5 at landfall.  As seen above, the same “Prior” uncertainty distribution for the 
years 1900-2004 was generated and updated using Bayesian techniques with the actual 
experience of zero hurricanes out of three hitting landfall as Category 5.  The mean value 
for the fraction of Initiating Event 3 hurricanes hitting landfall as Category 5 was calculated 
to be equal to 0.045, or approximately 1 of every 22 hurricanes.

FIGURE B.55. Uncertainty distribution, Initiating Event 3 hits as Category 5
(hurricanes from 1900–1950).
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Of the three hurricanes listed in the category Initiating Event 3, there were no hurricanes 
that were Category 4 at landfall.  As seen above, the same “Prior” uncertainty distribution 
for the years 1900-2004 was generated and updated using Bayesian techniques with the 
actual experience of zero hurricanes out of three hitting landfall as Category 4.  The mean 
value for the fraction of Initiating Event 3 hurricanes hitting landfall as Category 4 was 
calculated to be equal to 0.113, or approximately one of every nine hurricanes.

FIGURE B.56. Uncertainty distribution, Initiating Event 3 hits as Category 4
(hurricanes from 1900–1950).
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Of the three hurricanes listed in the category Initiating Event 3, there were three 
hurricanes that were Category 3 at landfall.  As seen above, the same “Prior” uncertainty 
distribution for the years 1900-2004 was generated and updated using Bayesian 
techniques with the actual experience of three hurricanes out of three hitting landfall as 
Category 3.  The mean value for the fraction of Initiating Event 3 hurricanes hitting landfall 
as Category 3 was calculated to be equal to 0.866, or approximately nine of every ten 
hurricanes.

FIGURE B.57. Uncertainty distribution, Initiating Event 3 hits as Category 3
(hurricanes from 1900–1950).
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Damage State 1 occurs if “minimal” evacuation is achieved during a Category 5 hurricane.  
The uncertainty about the number of fatalities for Damage State 1 is shown above.  This 
uncertainty is subjective.  There was no Bayesian updating since there is no data to 
support an update.  The mean number of fatalities was calculated from the uncertainty 
distribution to be 61,600. 

FIGURE B.58. Uncertainty distribution, Damage State 1 fatalities (hurricanes
from 1900–1950).
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Damage State 2 occurs if “medium” evacuation is achieved during a Category 5 hurricane 
or if “minimal” evacuation is achieved during a Category 4 hurricane.  The uncertainty about 
the number of fatalities for Damage State 2 is shown above.  This uncertainty is subjective.  
There was no Bayesian updating since there is no data to support an update.  The mean 
number of fatalities was calculated from the uncertainty distribution to be 30,800.

FIGURE B.59. Uncertainty distribution, Damage State 2 fatalities (hurricanes
from 1900–1950).
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Damage State 3 occurs if “medium” evacuation is achieved during a Category 4 hurricane.  
The uncertainty about the number of fatalities for Damage State 3 is shown above.  This 
uncertainty is subjective.  There was no Bayesian updating since there is no data to 
support an update.  The mean number of fatalities was calculated from the uncertainty 
distribution to be 15,400.

FIGURE B.60. Uncertainty distribution, Damage State 3 fatalities (hurricanes
from 1900–1950).
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Damage State 4 occurs if “full” evacuation is achieved during a Category 5 hurricane or if 
“minimal” evacuation is achieved during a Category 3 hurricane.  The uncertainty about the 
number of fatalities for Damage State 4 is shown above.  This uncertainty is subjective.  
There was no Bayesian updating since there is no data to support an update.  The mean 
number of fatalities was calculated from the uncertainty distribution to be 1540.

FIGURE B.61. Uncertainty distribution, Damage State 4 fatalities (hurricanes
from 1900–1950).
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Damage State 5 occurs if “full” evacuation is achieved during a Category 4 hurricane or if 
“medium” evacuation is achieved during a Category 3 hurricane.  The uncertainty about the 
number of fatalities for Damage State 5 is shown above.  This uncertainty is subjective.  
There was no Bayesian updating since there is no data to support an update.  The mean 
number of fatalities was calculated from the uncertainty distribution to be 770.

FIGURE B.62. Uncertainty distribution, Damage State 5 fatalities (hurricanes
from 1900–1950).
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B.2.1 Initiating Events

An evaluation of the 23 major hurricanes making landfall from 1900
to 1950 resulted in the initiating event divisions shown in Table 3.8
of Chapter 3.

The uncertainties about the frequency of initiating events are
shown in Figures B.43–B.45.

The mean values for the frequencies of the initiating events are:

Initiating Event Frequency

1 1 in 5.4 years
2 1 in 5.4 years
3 1 in 18 years

B.2.2 Impact on New Orleans

The uncertainties about the fraction of initiating event hurricanes
that directly impact New Orleans are shown in Figures B.46–B.48.

The mean values for the fractions of each initiating event hurri-
canes impacting New Orleans are:
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Damage State 6 occurs if “full” evacuation is achieved during a Category 3 hurricane.
The uncertainty about the number of fatalities for Damage State 6 is shown above.  This 
uncertainty is subjective.  There was no Bayesian updating since there is no data to 
support an update.  The mean number of fatalities was calculated from the uncertainty 
distribution to be 38.

FIGURE B.63. Uncertainty distribution, Damage State 6 fatalities (hurricanes
from 1900–1950).
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Initiating Event Fraction Impacting New Orleans

1 1 of 10 hurricanes
2 1 of 10 hurricanes
3 1 of 27 hurricanes

B.2.3 Category at Landfall

The uncertainties about the fraction of initiating event hurricane
making landfall as each category are described in Figures B.49–B.57.

The mean values for the fractions of initiating event hurricanes
making landfall as each category are:

Initiating
Event Category

Fraction of Hurricanes Making
Landfall by Initiating Event and Category

1 5 1 of 26
1 4 2 of 7
1 3 2 of 3
2 5 1 of 26
2 4 2 of 7
2 3 2 of 3
3 5 1 of 22
3 4 1 of 9
3 3 9 of 10

B.2.4 Type of Evacuation

No changes were made to the distributions for evacuations for the
time period 1900–1950.

These distributions are shown in Figures B.16–B.36.

B.2.5 Damage States

The damage state distributions were changed to reflect the smaller
population in 1950 (770,000 vs 1.3 million).

Damage states are discussed in the “Damage States” section
under Section 3.2.3. The uncertainty about the number of fatalities
for the damage states is described in Figures B.58–B.63.
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Appendix C:
Supporting Evidence for the
Case Study on Asteroid Risk

C.1 Asteroid Risk Assessment for the 48 Contiguous
States of the United States of America

C.1.1 Initiating Events

As described in the “Initiating events” section under Section 4.2.3,
there are six initiating events used in the quantitative risk assessment
as shown in the table below:

Initiating
Event

Impact Energy
(Megatons of TNTE)

Recurrence
Interval (years)

Frequency
(Per Year)

1 0.1–10 8 1.34 � 10�1

2 10–10,000 260 3.84 � 10�3

3 10,000–100,000 81,000 1.24 � 10�5

4 100,000–1,000,000 470,000 2.15 � 10�6

5 1,000,000–10,000,000 3.8 Million 2.66 � 10�7

Global 50 Million 2.00 � 10�8

The asteroid impact frequencies and energies forming the basis
for the initiating events defined in the above table were based on the
processing of data developed by NASA1 and Toon.2 The NASA and
Toon data are “best estimate” median values, that is, point estimates.
In keeping with a probabilistic approach, it was necessary to cast the
Toon and NASA data into a form that accounts for uncertainty. Once
the recasting of the data was performed, then based on data quality
considerations the two databases were combined through a weighting
process into a single set of curves that provides the necessary uncer-
tainty distributions of asteroid impact frequency as a function of
energy. These are the impact frequency versus impact energy curves



forming the basis for Initiating Events 1–5. The global initiating event
was treated as a special case as discussed in Chapter 4.

The approach to accounting for the uncertainties in Initiating
Events 1–5 is consistent with recommended practice for assigning
uncertainties derived primarily from expert judgment. The uncer-
tainty distributions were not taken directly from the NASA and Toon
data, but from the authors’ processing of their data. The “best esti-
mate” values of NASA and Toon were assigned a 60% probability that
they are correct. Uncertainties about the best estimate values were
then assessed to derive “high” and “low” estimate values. Each of
the “high” and “low” estimate values was assigned a 20% probability
of being correct. Error factors were subjectively assigned to impact
energy intervals, where the error factor is defined as the ratio of the
square roots of the 95th and 5th percentile values. The assigned values
are shown in Table C.1.

Sources of uncertainty include: (1) the population of asteroids
within each size range, (2) the fraction of the population that impacts
the Earth, and (3) the velocity of the asteroid at impact. Moderate
uncertainty was assigned to the estimated frequencies at the low
end of the impact energy range. This accounts for the fact that mea-
surable impact frequency data is available for small objects with the
lowest energies. Somewhat higher uncertainty was assigned to the
estimated frequencies in the middle of the impact energy range. This
accounts for the fact that these impacts are very rare events, and less
effort has been made to identify and characterize the populations of
these moderate-size objects. Lower uncertainty was assigned to the
estimated frequencies at the high end of the impact energy range to
take into consideration the extensive efforts that have been made to
identify and classify very large asteroids having the potential to

TABLE C.1
Impact frequency uncertainty factors

Impact Energy (MT) Uncertainty Error Factor

10�2–10�1 5
10�1–1 5
1–10 5
10–102 6
102–103 6
103–104 7
104–105 6
105–106 5
106–107 4
>107 3
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impact the Earth. The “best estimate” frequency value was multiplied
by the error factor to derive the “high estimate” frequency and was
divided by the error factor to derive the “low estimate” frequency.

The NASA data did not cover the full range of the Toon impact
energies, especially at the low end of the energy range. Extrapolations
were made of the NASA data to cover the same range as the Toon
data. The result of this exercise is shown in Figure C.1.

The next task was to combine the Toon and NASA data into a
single data set of impact frequencies versus impact energies. The
NASA impact frequency estimates were assigned a weight of 0.70.
The NASA estimates were given greater weight because they were
derived from more recent asteroid population data. The NASA esti-
mates assume an impact velocity of 20 kilometers per second
(km/sec). The Toon impact frequency estimates, derived from older
asteroid population data, are assigned a weight of 0.30. The weighting
is judgmental. The Toon estimates assume an impact velocity of
15 km/sec. The weighting process was performed by taking slices at
discrete energies of Figure C.1 to obtain a distribution of the impact
frequencies for that energy. The median and mean frequency values
from each slice were preserved and the resulting 5th percentile and
95th percentile values were calculated, extrapolating and interpolat-
ing from the cumulative probability distribution for the slice. The
resulting percentiles were plotted as Figure C.2.
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FIGURE C.1. Comparison of NASA and Toon asteroid impact frequency and
energy estimates (NASA estimates extrapolated to cover full range of Toon
impact energies).
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Finally, the initiating event frequencies for the five asteroid
impact energy ranges were calculated from the curves of Figure C.2.

With respect to data, two events are noted. In 1908, an asteroid
impacted Siberia in Russia in the region of Tunguska. This asteroid pro-
duced an “air burst” over an uninhabited forest and flattened approxi-
mately 2000 km2 of forest. Toon indicates that on the basis of
comparison with atmospheric nuclear bomb tests, the Tunguska aster-
oid impact energy was in the range of 10–15 megatons TNT equivalent
(TNTE). However, some researchers have suggested that the kinetic
energy of the Tunguska asteroid may have been much larger.

Geological records indicate that a global event occurred approxi-
mately 65 million years ago during the Cretaceous–Tertiary (K–T)
boundary having an estimated impact energy of a billion megatons
of TNTE. Mass extinctions occurred following this event.

C.1.2 Impacts Water or Land

The Earth’s total water surface area is approximately 357 million km2,
some 70%of the Earth’s total surface area. The Earth’s total land surface
area is approximately 153 million km2, i.e., about 30% of the total.
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FIGURE C.2. Combined NASA and Toon asteroid impact frequency and
energy estimates (NASA weight: 0.70, Toon weight: 0.30).
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Impacts 48 States—Gulf of Mexico

The coastal distance of the states (Florida, Alabama, Mississippi,
Louisiana, and Texas) bordering the Gulf of Mexico was taken to be
2610 km. The total surface area of the Gulf of Mexico is approxi-
mately 1.6 million km2. Because of the configuration of the Gulf of
Mexico, the risk assessment did not include some portion of the Gulf
of Mexico that is close to Mexico. The total surface of the Gulf of
Mexico included in the risk assessment was 1.2 million km2. This is
approximately 0.34% of the Earth’s total water surface area or 1.2 mil-
lion divided by 357 million km2.

The ocean depths in the Gulf of Mexico are relatively shallow
compared to the Pacific and Atlantic oceans. Approximately 60% of
the Gulf of Mexico is composed of water less than 200 m in depth.
Approximately another 20% is part of a continental slope that varies
from 200 to 3000 m. The last 20%, classified here as deep water, is
greater than 3000 m.

The total surface of the Gulf of Mexico included in the risk
assessment (1.2 million km2) was broken into three classifications:
shallow water, medium water, and deep water. See Figure 4.6 of
Chapter 4. The total area of shallow water was taken to be
640,000 km2 (640,000 divided by 1.2 million km2 ¼ 53%) with an
average depth of 70 m. The total area of medium depth water was
260,000 km2 divided by 1.2 million km2 or 21%, with an average
depth of 1500 m. The total area of deep water was 320,000 km2

divided by 1.2 million km2 or 26%, with an average depth of 4000 m.

Impacts 48 States—Pacific Coast

The coastal distance of the states (Washington, Oregon, and California)
bordering the Pacific Ocean was taken to be 2070 km. The total surface
area of the Pacific Ocean considered in the case study was approxi-
mately 7.5 million km2. This surface area is approximately 2.1% of
the Earth’s total water surface area (7.5 million divided by 357 million
km2). To some degree, this surface area represents the Pacific Ocean
area that is within 2500 km of the Pacific coast of the 48 states.

The Pacific Ocean floor is relatively uniform with an average
depth of approximately 4000 m. The Pacific Ocean floor bordering
the United States drops off rather quickly. The risk assessment
assumed that there is no continental shelf and that the average depth
(4000 m) applied to all the regions in the Pacific Ocean.

The total surface of the Pacific Ocean included in the risk assess-
ment, 7.5 million km2, was broken into three areas: Region I—less
than 100 km from land, Region II—from 100 to 500 km to land, and
Region III—from 500 to 2500 km to land. See Figure 4.7 of Chapter 4.
The total area of Region I was taken to be 217,000 km2 divided
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by 7.5 million km2 or 2.9%, with an average depth of 4000 m. The total
area of Region II was taken to be 1.1 million km2 divided by 7.5 million
km2 or 14%, with an average depth of 4000 m. The total area of Region
III was taken to be 6.2 million km2 divided by 7.5 million km2 or 83%,
with an average depth of 4000 m.

Impacts 48 States—Atlantic Coast

The coastal distance of the states (Maine, New Hampshire, Rhode
Island,Massachusetts, Connecticut, New York, New Jersey, Delaware,
Maryland, Virginia, North Carolina, South Carolina, Georgia, and
Florida) bordering the Atlantic Ocean was calculated to be 3310 km.
The total surface area of theAtlanticOcean considered in the case study
was approximately 10.1million km2. This surface area is approximately
2.8% of the Earth’s total water surface area, i.e., 10.1 million divided by
357 million km2. To some degree, this Atlantic Ocean surface area
represents the area that is within 2500 km of the Atlantic coast of
the 48 states.

The Atlantic Ocean floor is relatively uniform with an average
depth of approximately 4000 m. The case study risk assessment
assumed that the continental shelf in the Atlantic Ocean floor was
limited and that the average depth of the Atlantic Ocean (4000 m)
applied to all the regions in the Atlantic Ocean.

The total surface of the Atlantic Ocean included in the case
study, 10.1 million km2, was divided into three regions: Region I—less
than 100 km from land, Region II—from 100 to 500 km to land, and
Region III—from 500 to 2500 km to land. See Figure 4.8 of Chapter 4.
The total area of Region I was taken to be 340,000 km2 divided by
10.1 million km2 or 3.4% with an average depth of 4000 m. The total
area of Region II was taken to be 1.6 million km2 divided by 10.1 mil-
lion km2 or 15% with an average depth of 4000 m. The total area of
Region III was taken to be 8.2 million km2 divided by 10.1 million
km2 or 81% with an average depth of 4000 m.

Impacts 48 States—Land

The 48 states land surface area is approximately 7.7 million km2. This
is approximately 5% of the Earth’s total land surface area (7.7 million
divided by 153 million km2).

A critical parameter with respect to fatalities following an aster-
oid impact is population density in the impact area. Obviously, the
number of fatalities would be directly proportional to the population
density for a given impact. In the case study risk assessment, the land
area of the 48 states was divided into three categories. These cate-
gories were: land areas with high population density (metropolitan
areas with greater than 200 people/km2), medium population density
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(metropolitan areas with less than 200 people/km2), and land areas
with low population density (non-metropolitan areas).

Using the year 2000 U.S. census data for metropolitan areas, the
following table shows the population, land area, population density,
and fraction of land by category.

Population
Density

Total
Population

Total
Land Area

(km2)

Population
Density
(km2)

Fraction of
Land Area
in Category

High 116,157,107 310,828 374 0.041
Medium 108,546,506 1,244,337 87.2 0.162
Low 54,879,824 6,109,891 9 0.797
Total 279,583,437 7,665,056 36.5

There were 41 metropolitan areas in the high population density
category. The largest land area was approximately 21,000 km2 (metro-
politan New York City).

The average land area of the high-density sites was approxi-
mately 7600 km2.

There were 237 metropolitan areas in the medium population
density category. The largest land area was approximately
93,000 km2 (metropolitan Los Angeles). The average land area of the
medium density sites was approximately 5200 km2.

C.1.3 Water Damage Area

The damage area of a tsunami depends on:

l The coastline impacted by the asteroid.
l The energy impact of the asteroid.
l Theamplitudeofthetsunamiattheedgeoftheasteroid impactsite.
l The amplitude of the tsunami when it reaches the shoreline.
l The distance inland that the tsunami travels.

The damage area of the tsunami is the product of the coastline
impacted times the distance inland.

Data developed by Toon is the basis for the calculations in the
case study for damage area of an asteroid impacting water.

Coastline Impacted by the Asteroid

The coastline impacted by the asteroid in the Gulf of Mexico is dis-
cussed in the “Impacts 48 States—Gulf of Mexico” section and is
the entire Gulf of Mexico coastline for all initiating events and all
impact sites. The value used was 2610 km.
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The coastline impacted by the asteroid in the Pacific Ocean is
discussed in the “Impacts 48 States—Pacific Coast” section and is
summarized in the table below for all initiating events. The regions
are defined in Figure 4.7 of Chapter 4.

Pacific Region Coastline Impacted (km)

I 200
II 1200
III 2070

The coastline impacted by the asteroid in the Atlantic Ocean is
discussed in the “Impacts 48 States—Atlantic Coast” section and is
summarized in the table below for all initiating events. The regions
are defined in Figure 4.8 of Chapter 4.

Atlantic Region Coastline Impacted (km)

I 200
II 1200
III 3310

Energy Impact

The impact energy and frequency of the asteroid is defined by the
initiating events and is discussed in the “High Energy Asteroids”
section under Section 4.2.2 and the “Initiating Events” section under
Section 4.2.3, and Section C.1.1.

Damage Area

The calculation of the damage area is described below.
The amplitude of the tsunami at the impact site, the amplitude

of the tsunami at the shoreline, and the maximum distance the tsu-
nami reaches inland are described by Toon. The damage area is
defined as the product of the coastline impacted times the distance
inland that the tsunami travels.

The amplitude of the tsunami (W) at the impact site in km is the
smaller of (0.66)(0.68)(Y)1/4 or (0.3)do where Y is the impact energy of
the asteroid in megatons and do is the depth of the ocean at the impact
site in km.
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The amplitude of the tsunami (A) at the shoreline is defined as
the amplitude of the tsunami at the impact site (W) divided by the dis-
tance from the impact site to the shoreline in km (D).

The maximum distance the tsunami reaches inland ¼ (10)4 (A)4/3,
where A is the amplitude of the tsunami at the shoreline calculated
above. The maximum distance the tsunami reaches inland was
reduced to account for factors such as reefs, barrier islands, continen-
tal shelves, etc. The uncertainty distributions for the distance inland
are shown in Figures C.3–C.12.

The results are summarized in the table below:

Initiating Event

Impact

Depth

(km)

Wave
Amplitude

at Impact

(km)

Distance
from

Land

(km)

Wave

Amplitude
at

Shoreline

(km)

Mean
Distance

Inland

(km)

Mean
Damage

Area

(km2)

2–5—Gulf—
shallow

0.07 0.021 100 0.00021 0.0674 176

2–5—Gulf—
medium

1.5 0.45 300 0.0015 1.017 2650

2—Gulf—deep 4.0 0.9 400 0.002275 1.592 4160
3–5—Gulf—

deep
4.0 1.2 400 0.003 2.325 5022

2—Atlantic or
Pacific Region I

4.0 0.91 75 0.0121 14.8 2960

3–5—Atlantic or
Pacific Region I

4.0 1.2 75 0.016 23.08 4616

2—Atlantic or
Pacific Region II

4.0 0.91 450 0.00205 1.398 1680

3–5—Atlantic or
Pacific Region II

4.0 1.2 450 0.0027 2.005 2406

2—Atlantic or
Pacific Region III

4.0 0.91 1750 0.00052 0.231 765

3–5—Atlantic or
Pacific Region III

4.0 1.2 1750 0.000686 0.327 1080

C.1.4 Land Blast Area

Figures 5 and 19 in the Toon reference were used to determine a cor-
relation between asteroid impact energy and blast area. Using the
impact energy, the blast area was then correlated to the initiating
event frequencies described in the “Initiating Events” section under
Section 4.2.3 of Chapter 4 and Section C.1.1. The following results
were developed.
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FIGURE C.4. Gulf of Mexico tsunami uncertainty distribution (medium
water, distance inland, all initiating events).
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FIGURE C.5. Gulf of Mexico tsunami uncertainty distribution (deep water,
distance inland, Initiating Event 2).
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FIGURE C.6. Gulf of Mexico tsunami uncertainty distribution (deep water,
distance inland, Initiating Events 3–5).
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FIGURE C.7. Atlantic or Pacific tsunami uncertainty distribution (Region I,
distance inland, Initiating Event 2).
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FIGURE C.8. Atlantic or Pacific tsunami uncertainty distribution (Region I,
distance inland, Initiating Events 3–5).
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FIGURE C.9. Atlantic or Pacific tsunami uncertainty distribution (Region II,
distance inland, Initiating Event 2).
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FIGURE C.10. Atlantic or Pacific tsunami uncertainty distribution (Region II,
distance inland, Initiating Events 3–5).
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FIGURE C.11. Atlantic or Pacific tsunami uncertainty distribution (Region
III, distance inland, Initiating Event 2).
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FIGURE C.12. Atlantic or Pacific tsunami uncertainty distribution (Region
III, distance inland, Initiating Events 3–5).
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Impact Energy (Megatons
of TNTE)

Frequency Per Year
(Mean)

Blast Area
(km2)

0.1 1.38E�1a 20
0.2 7.00E�2 100
0.4 4.00E�2 250
0.8 3.00E�2 350
1.0 2.26E�2 400
2.0 1.00E�2 550
4.0 8.00E�3 700
8.0 4.00E�3 800
10 3.84E�3 900
20 2.00E�3 1200
40 1.00E�3 1400
80 6.00E�4 1600
100 4.71E�4 1700
200 2.00E�4 2500
400 1.80E�4 3000
800 1.20E�4 4300
1000 9.10E�5 6000
2000 5.00E�5 8000
4000 3.00E�5 10,000
8000 1.80E�5 13,000
10,000 1.49E�5 15,000
20,000 9.00E�5 19,000
40,000 5.00E�6 25,000
80,000 3.00E�6 40,000
100,000 2.47E�6 50,000
200,000 1.10E�6 95,000
400,000 8.00E�7 130,000
800,000 4.00E�7 190,000
1,000,000 3.22E�7 230,000
2,000,000 1.50E�7 480,000
4,000,000 1.00E�7 700,000
8,000,000 7.00E�8 1,000,000
10,000,000 5.59E�8 1,200,000

aThe notation of 1.38E�1 is the same as 1.38 � 10�1, which is the same as 0.138.

This table was then modified to the intervals of each initiating
event first by weighting the blast area by the frequency of the interval
and then expanding the range of blast area for each initiating event to
cover the uncertainties. This led to the uncertainty distributions in
Figures C.13–C.17.
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FIGURE C.13. U.S. 48 states land blast area uncertainty distribution (Initiat-
ing Event 1).
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FIGURE C.14. U.S. 48 states land blast area uncertainty distribution (Initiat-
ing Event 2).
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FIGURE C.15. U.S. 48 states land blast area uncertainty distribution (Initiat-
ing Event 3).
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FIGURE C.16. U.S. 48 states land blast area uncertainty distribution (Initiat-
ing Event 4).
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The mean values are summarized in the table below.

Initiating Event Mean Blast Area (km2)

1 176
2 1420
3 26,000
4 137,000
5 742,000

C.1.5 Coastal Population Density

The coastal population is assumed to be located within 80 km of the
shoreline for the Gulf of Mexico and the Atlantic Ocean. The coastal
population is assumed to be located within 100 km of the shoreline
for the Pacific Ocean. The year 2000 U.S. census was used for the
coastal population data. The year 2000 U.S. census and the year
1990 U.S. census were used for the land area data.

Gulf of Mexico

There were 19 metropolitan areas on the Gulf of Mexico coast
between Brownsville, Texas, and Naples, Florida, with a total popula-
tion of 13,838,934 and a total metropolitan land area of approximately
92,117 km2, which yields an average population density of approxi-
mately 150 people/km2. Using the coastal length of 2610 km and an
inland assumption of 80 km, the total area is 208,880 km2. On this
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FIGURE C.17. U.S. 48 states land blast area uncertainty distribution (Initiat-
ing Event 5).
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basis, the non-metropolitan area is 116,683 km2, and we assume a
population density of 9 people/km2 resulting in a non-metropolitan
population of 1,050,000 people. With these assumptions, the average
coastal population density for the Gulf of Mexico coast is 71.4
people/km2. The results are summarized in the table below. The
uncertainty distribution for the Gulf states coastal population density
is shown in Figure C.18.

Gulf of Mexico Metropolitan
Non-

Metropolitan Total

Population 13,838,934 1,050,000 14,888,934
Area (km2) 92,117 116,683 208,880
Population density/km2 150 9 71.4

Pacific Ocean

There were eight metropolitan areas on the Pacific coast between Bel-
lingham, Washington, and San Diego, California, with a total popula-
tion of 30,996,204 and a total metropolitan land area of approximately
164,990 km2, which yields an average population density of approxi-
mately 188 people/km2. Using the coastal length of 2070 km and an
inland assumption of 100 km, the total area is 207,000 km2. On this
basis, the non-metropolitan area is 42,010 km2, and we assume a
population density of nine people/km2 resulting in a non-metropoli-
tan population of 378,090 people. With these assumptions, the average
coastal population density for the Pacific coast is 152 people/km2.
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FIGURE C.18. Gulf states coastal population density uncertainty distribution
(all initiating events).
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The results are summarized in the table below. The uncertainty distri-
bution for the Pacific coast population density is shown in
Figure C.19.

Pacific Metropolitan
Non-

Metropolitan Total

Population 30,996,204 378,090 31,374,294
Area (km2) 164,990 42,010 207,000
Population density/km2 188 9 152

Atlantic Ocean

There were 22 metropolitan areas on the Atlantic coast between Port-
land, Maine, and Miami, Florida, with a total population of 52,367,336
and a total metropolitan land area of approximately 126,434 km2,
which yields an average population density of approximately 414
people/km2. Using the coastal length of 3310 km and an inland
assumption of 80 km, the total area is 264,800 km2. On this basis,
the non-metropolitan area is 138,366 km2, and we assume a popula-
tion density of nine people/km2 resulting in a non-metropolitan popu-
lation of 1,245,294 people. With these assumptions, the average
coastal population density for the Atlantic coast is 203 people/km2.
The results are summarized in the table below. The uncertainty distri-
bution for the Atlantic coast population density is shown in
Figure C.20.
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FIGURE C.19. Pacific states coastal population density uncertainty distribu-
tion (all initiating events).
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Atlantic Metropolitan
Non-

Metropolitan Total

Population 52,367,336 1,245,294 53,612,630
Area (km2) 126,434 138,366 264,800
Population density (km2) 414 9 203

C.1.6 Land Population Density

As discussed in the “Impacts 48 States—Land” section, using the
year 2000 U.S. census data for metropolitan areas, the following table
was produced showing the population, land area, population density,
and fraction of land area in each category that were used in the risk
assessment.

Population
Density

Total
Population

Total
Land Area

(km2)

Population
Density
(km2)

Fraction of
Land Area
in Category

High 116,157,107 310,828 374 0.041
Medium 108,546,506 1,244,337 87.2 0.162
Low 54,879,824 6,109,891 9 0.797
Total 279,583,437 7,665,056 36.5
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FIGURE C.20. Atlantic states coastal population density uncertainty distribu-
tion (all initiating events).
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The average land area of the high-density sites was approxi-
mately 7600 km2. The average land area of the medium-density sites
was approximately 5200 km2.

The land population densities shown in the table above were
adequate for the calculation of the people at risk following an asteroid
impact on land as long as the blast area was smaller than the average
land area of the high-density sites (7600 km2) or smaller than the aver-
age land area of the medium-density sites (5200 km2). When the blast
area was larger than the high or medium average land area for the met-
ropolitan areas, the population density in the blast area needed to be
changed because some people from a low-density population area
would not survive the impact. It was assumed that the high- and
medium-density areas were surrounded by low-density areas.

The mean blast areas for Initiating Event 1 (176 km2) and Initiating
Event 2 (1420 km2) were lower than average high- and medium-density
areas. Thus, the population densities in the table above could be used
with no modification in the calculation of the people at risk for Initiating
Events 1 and 2. However, the mean blast areas for Initiating Event 3
(26,000 km2), Initiating Event 4 (137,000 km2), and Initiating Event 5
(742,000 km2)weremuch larger than the averagehigh- ormedium-density
average land areas and the population densities needed to be modified.

The modifications were completed by:

1. Multiplying the average land area by the appropriate popula-
tion density (high or medium) to get a total population in
the high or medium portion.

2. Subtracting the average land area (high or medium) from the
blast area and multiplying the difference by nine people/km2

to get the total population in the surrounding area.
3. Adding the two populations calculated above to get the total

population in the blast area.
4. Dividing the total population in the blast area by the blast

area to get the population density for the total blast area.

For land impact, these calculations produced the population
densities shown in the table below.

Initiating
Event

High-Density Impact
(People/km2)

Medium-Density
Site (People/km2)

Low-Density
Site (People/km2)

1 374 87.2 9
2 374 87.2 9
3 208 42.8 9
4 46 21.5 9
5 15.3 11.3 9
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The uncertainty distributions for the population densities for
land impact are shown in Figures C.21–C.29.
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FIGURE C.21. U.S. 48 states land high population density uncertainty distri-
bution (Initiating Events 1 and 2).
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FIGURE C.22. U.S. 48 states land medium population density uncertainty
distribution (Initiating Events 1 and 2).
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C.1.7 Water Fatality Fraction

The number of human fatalities following an asteroid impact in the
ocean will depend on the tsunami amplitude at the shoreline. In the
quantitative risk assessment case study of Chapter 4, the assumption
was made that the larger the tsunami amplitude at the shoreline,
the larger the fatality fraction. The amplitude of the tsunami at the
shoreline is calculated as described in the “Damage Area” section
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FIGURE C.23. U.S. 48 states land low population density uncertainty distri-
bution (all initiating events).
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FIGURE C.24. U.S. 48 states land high population density uncertainty distri-
bution (Initiating Event 3).
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and is inversely proportional to the distance from the asteroid impact
site to the shoreline. However, this calculation is based on a model
that assumes deep water from the impact site to the shoreline with
no continental shelf out from the shoreline or offshore reefs or barrier
islands to break up the tsunami. This assumption is considered appro-
priate for large portions of the Pacific and Atlantic oceans, but not for
the Gulf of Mexico. Also, when the wave hits the shoreline, there will
be amplification effects depending on the shape of the shoreline,
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FIGURE C.25. U.S. 48 states land medium population density uncertainty
distribution (Initiating Event 3).

14 24 35 44 53 59 63 75 162

P
er

ce
nt

25

20

15

10

5

0

Population Density (people/km2)

FIGURE C.26. U.S. 48 states land high population density uncertainty distri-
bution (Initiating Event 4).
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whether features such as coves and bays are present in the shoreline,
and the slope of the land beneath the ocean approaching the shoreline.

For the Atlantic and Pacific oceans, the fatality fraction was
assigned a value of 1.0 when the tsunami amplitude at the shoreline
was calculated to be 2 m or greater. For the Gulf of Mexico, the fatal-
ity fraction was assigned a value of 1.0 when the tsunami amplitude at
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FIGURE C.27. U.S. 48 states land medium population density uncertainty
distribution (Initiating Event 4).
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FIGURE C.28. U.S. 48 states land high population density uncertainty distri-
bution (Initiating Event 5).
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the shoreline was calculated to be 6 m or more. The values assumed
for smaller wave amplitudes at the shoreline are shown in the table
below.

Calculated Wave
Amplitude at the
Shoreline (m)

Fatality
Fraction—Gulf of

Mexico
Fatality Fraction—
Atlantic or Pacific

0.5 0.08 0.15
1.0 0.12 0.33
1.5 0.15 0.80
2.0 0.20 1.0
2.5 0.28 1.0
3.0 0.40 1.0
3.5 0.52 1.0
4.0 0.68 1.0
4.5 0.80 1.0
5.0 0.88 1.0
5.5 0.95 1.0
6.0 1.0 1.0
6.5 1.0 1.0
7.0 1.0 1.0

Based on the above model, an examination of Table 4.2 of
Chapter 4 indicates that 20 sequences of the 51 regional sequences
require uncertainty distributions with respect to the fatality fraction
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FIGURE C.29. U.S. 48 states land medium population density uncertainty
distribution (Initiating Event 5).
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following an asteroid impact on water near the shoreline of the 48
states. All the other regional sequences assume that the fatality frac-
tion is 1.0; that is, for these other regional sequences, everyone in
the damage area is a fatality. There are six uncertainty distributions
for tsunami fatality fractions (see Figures C.30–C.35).
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FIGURE C.30. Gulf of Mexico tsunami fatality fraction uncertainty distribu-
tion (wave amplitude 0.21 m).
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FIGURE C.31. Gulf of Mexico tsunami fatality fraction uncertainty distribu-
tion (wave amplitude 1.5 m).
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FIGURE C.33. Gulf of Mexico tsunami fatality fraction uncertainty distribu-
tion (wave amplitude 3.0 m).
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FIGURE C.32. Gulf of Mexico tsunami fatality fraction uncertainty distribu-
tion (wave amplitude 2.3 m).
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FIGURE C.34. Atlantic or Pacific tsunami fatality fraction uncertainty distri-
bution (wave amplitude 0.52 m).
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FIGURE C.35. Atlantic or Pacific tsunami fatality fraction uncertainty distri-
bution (wave amplitude 0.69 m).
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Figure Region Wave Amplitude (m)

C.30 Gulf of Mexico 0.21
C.31 Gulf of Mexico 1.50
C.32 Gulf of Mexico 2.30
C.33 Gulf of Mexico 3.00
C.34 Atlantic or Pacific 0.52
C.35 Atlantic or Pacific 0.69

C.1.8 Land Fatality Fraction

For asteroids with an impact energy greater than 10,000 megatons, the
assumption is that everyone in the blast area is a fatality, i.e., the
fatality fraction is 1.0. For Initiating Events 1 and 2, two uncertainty
distributions were generated for the fatality fraction following impact
on land. For Initiating Event 1, the mean value of the fatality fraction
is 0.332. For Initiating Event 2, the mean value is 0.570. The uncer-
tainty distribution for the fatality fraction for Initiating Event 1 is
shown in Figure C.36. The uncertainty distribution for the fatality
fraction for Initiating Event 2 is shown in Figure C.37.
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FIGURE C.36. U.S. 48 states land fatality fraction uncertainty distribution
(Initiating Event 1).
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C.2 Asteroid Risk Assessment for Metropolitan
New Orleans, LA

The approach is to follow the same steps as above and simply indicate
the differences in the two models, that is, the 48 states model and
New Orleans.

C.2.1 Initiating Events

No change from the above model.

C.2.2 Impacts Water or Land

Impacts 48 states—Gulf of Mexico (no change).
Impacts 48 states—Pacific coast (deleted sequences from the

model).
Impacts 48 states—Atlantic coast (deleted sequences from the

model).
Impacts 48 states—land. The Earth’s total land surface area is

approximately 153 million km2. The surface area of New
Orleans is approximately 5980 km2. The probability of the
asteroid directly impacting New Orleans is (0.3)(5980/
153,000,000) ¼ 1.17 � 10�5.

C.2.3 Water Damage Area

The damage area is the entire New Orleans metropolitan area,
5980 km2 with the resultant population at risk of 1.34 million people.
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FIGURE C.37. U.S. 48 states land fatality fraction uncertainty distribution
(Initiating Event 2).
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C.2.4 Land Blast Area

The damage area was confined to the New Orleans land area regard-
less of the impact energy of the asteroid. That is, the fatality conse-
quences did not include populations beyond New Orleans for those
asteroids resulting in larger damage areas. The table below shows
the values used.

Initiating Event Mean Blast Area (km2)

1 176
2 1420
3 5980
4 5980
5 5980

C.2.5 Coastal Population Density

The coastal population was assumed to consist only of the New
Orleans population, which had a density of 224 people/km2.

C.2.6 Land Population Density

The land population was assumed to consist only of the New Orleans
population, that is, a density of 224 people/km2.

C.2.7 Water Fatality Fraction

The fatality fraction for New Orleans following an asteroid impact
in the Gulf of Mexico was assumed to be twice the fatality fraction
used in the 48 states model due to the unique characteristics of
New Orleans. The uncertainty distributions for fatality fractions
used in the 48 states model were modified as shown in Figures
C.38–C.41.

Figure Wave Amplitude (m) Mean Fatality Fraction

C.38 0.21 0.100
C.39 1.50 0.300
C.40 2.30 0.560
C.41 3.00 0.740

C.2.8 Land Fatality Fraction

No change.
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FIGURE C.39. Gulf of Mexico tsunami fatality fraction uncertainty distribu-
tion for New Orleans (wave amplitude 1.5 m).
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FIGURE C.38. Gulf of Mexico tsunami fatality fraction uncertainty distribu-
tion for New Orleans (wave amplitude 0.21 m).
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FIGURE C.41. Gulf of Mexico tsunami fatality fraction uncertainty distribu-
tion for New Orleans (wave amplitude 3.0 m).

Fatality Fraction

0.00 0.10 0.20 0.30 0.400.35 0.45 0.50 0.60 0.70 0.80 0.90 1.00

P
er

ce
nt

20

18

16

14

12

10

8

6

4

2

0

FIGURE C.40. Gulf of Mexico tsunami fatality fraction uncertainty distribu-
tion for New Orleans (wave amplitude 2.3 m).
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