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Preface to the Second Edition 

Since the appearance of the first edition many further developments 
have taken place in the area of "combinatorial commutative algebra." 
Perhaps the most interesting advances concern the face ring of a simplicial 
complex, the subject of Chapter 2. Therefore I have added an additional 
chapter summarizing new work in this area. It provides strong additional 
evidence of the felicitous symbiosis between the subjects of combinatorics 
and commutative algebra. I have also added a collection of exercises 
taken from a course taught at M.I.T. Chapters 0-2 have been corrected 
and brought up-to-date in only minor ways. 

I am grateful to the staff at Birkhauser for their help in preparing 
this new edition. Ann Kostant in particular has been an ideal editor, 
while Sarah Jaffe has done an excellent job of T ĵXing the original text of 
the first edition and merging the list of references there with the many 
new references. Finally I wish to thank the numerous persons who have 
contributed valuable suggestions concerning the material in Chapter 3, 
including Ron Adin, Louis Billera, Anders Bjorner, Art Duval, David 
Eisenbud, Takayuki Hibi, Tony larrobino, Gil Kalai, and Christian Pesk-
ine. 

Richard Stanley 
Cambridge, Massachusetts 
October 20, 1995 



Preface to the First Edition 

These notes are based on a series of eight lectures given at the Uni
versity of Stockholm during April and May, 1981. They were intended 
to give an overview of two topics from "combinatorial commutative alge
bra," viz., (1) solutions to linear equations in nonnegative integers (which 
is equivalent to the theory of invariants of a torus acting linearly on a 
polynomial ring), and (2) the face ring of a simplicial complex. In order 
to give a broad perspective many details and specialized topics have been 
regretfully omitted. In general, proofs have been provided only for those 
results which were obscure or inaccessible in the literature at the time of 
the lectures. The original lectures presupposed considerable background 
in commutative algebra, homological algebra, and algebraic topology. In 
order to broaden the accessibility of these notes, Chapter 0 has been 
prepared with the kind assistance of Karen Collins. This chapter pro
vides most of the background information in algebra, combinatorics, and 
topology needed to read the subsequent chapters. 

I wish to express my gratitude to the University of Stockholm, in par
ticular to Jan-Erik Roos, for the kind invitation to visit in conjunction 
with the year devoted to algebraic geometry and commutative algebra 
at the Institut Mittag-Leffler. I am also grateful for the many insightful 
comments and suggestions made by persons attending the lectures, in
cluding Anders Bjorner, Ralf Froberg, Christer Lech, and Jan-Erik Roos. 
Special appreciation goes to Anders Bjorner for the time-consuming and 
relatively thankless task of writing up these lecture notes. Finally I wish 
to thank Maura A. McNiff and Ruby Aguirre for their excellent prepara
tion of the manuscript. 

Richard Stanley 
Cambridge, Massachusetts 
May, 1983 



Notation 
C complex numbers 
N nonnegative integers 
P positive integers 
Q rational numbers 
R real numbers 
Z integers 
R"*" nonnegative real numbers 
[n] for n € N, the set {1 ,2 , . . . , n} 
A/'-matrix a matrix whose entries belong to the set N 
N[x] polynomials in x whose coefficients 

belong to the set N 
N[[x]] formal power series in x whose coefficients 

belong to the set N 
# 5 cardinality of the finite set S 
I • I cardinality or geometric realization, according to context 
T CS r is a subset of S 
TcS r is a subset of 5 and T 7̂  5 
a > 0 for a vector a = ( a i , . . . , an) € R'*, 

this means ai > 0 for all i 
k* nonzero elements of the field k 
kE vector space over k with basis E 
= symbol for isomorphism 
^ symbol for homeomorphism 
©, LI direct sum (of vector spaces or modules) 
i m / image f{M) of the homomorphism f : M -^ N 
ker / kernel of / : M —̂  AT 
volP volume (= Lebesgue measure) of the set V QMP' 
6tj the Kronecker delta (= 1 if i = jf, and = 0 ii i ^ j) 



Chapter 0 

Background 

1 Combinatorics 

The purpose of this introduction is to provide the reader with the relevant 
background from combinatorics, algebra, and topology for understanding 
of the text. In general the reader may prefer to begin with Chapter 1 and 
refer back to this chapter only when necessary. We assume the reader 
is famiUar with standard (first-year graduate) material but has no spe
cialized knowledge of combinatorics, commutative algebra, homological 
algebra, or algebraic topology. 

We begin with a discussion of rational power series in one variable [162, 
Ch. 4]. Let F{x) = I]n>o/(^)^"^ ^ C;[[x]] be a formal power series with 
complex coefficients. We say F{x) is rational if there exist polynomials 
P{x),Q{x) e C[x] for which F{x) = P{x)/Q{x), i.e., F{x)Q{x) = P{x) 
in the ring C[[a:]]. Without loss of generality we may assume Q{0) = 1. 
Define degF(x) = degP(x) — degQ(x). 

1.1 Theorem. Let ai^a2,--^^adbea fixed sequence of complex numbers ̂  
d > 1 and a^^ Q- The following conditions on a function / : N —> C are 
equivalent: 

where Q{x) = 1 + aix + •••-!- adX^ and P{x) is a polynomial in x 
of degree less than d. 

(ii) For all n>Q, 

f{n + d) 4- aif{n + d - 1) + • • • + adf{n) = 0 . (1) 
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(iii) For all n > 0, 

f{n) = J:Pi{nh^, (2) 
t=i 

where 1 + a ix H h Q̂dX̂  = nf=i(l - 7i^)^; /̂̂ ^ 7* '̂  are distinct, 
and Pi{n) is a polynomial in n of degree less than di. 

Sketch of proof. Fix Q{x) = 1 + aix H h adX^, Define four complex 
vector spaces as follows: 

V î = 

V-i -

Vs --

= {f-.N-^C 

= { / : N ^ C 
= { / : N ^ C 

such that (i) holds} 

such that (ii) holds} 

such that (iii) holds} 

V^ = { / : N - ^ C such that En>o/(^)^^ = E < ^ » ( ^ ) ( l - 7 i ^ ) " ' ^ ' 
t= i 

for some polynomials Gi{x) of degree less than di, where 7i and 

di have the same meaning as in (iii)} 
It is easily seen that dimV^ = d for 1 < j < 4. One readily shows 

Vi C ^2, V^ C Ki, F4 C 1/3. Hence 14 = ^2 = V̂ 3(= V^), D 

We next consider rational functions F{x) = P{x)/Q{x) with degP > 
degQ, i.e., degF(x) > 0. 

1.2 Proposi t ion. Let / : N —> C and suppose that 

Y:f{n)x'^ = P{x)/Q{x) 
n>0 

where P^Q E C[x]. Then there is a unique finite set Ej CN (the excep
tional set of f) and a unique function / i :£?/—> C* = C — {0} such that 
the function 5 : N —> C defined by 

^^""'^Xfin) i) + / i(n) , if neEf , 

satisfies ]Cn>o5(^)^'^ = P'{^)/Q{^)J where R 6 C[x] and degR < degQ. 
Moreover, assuming Ef ^ 0 (i.e., degP > degQ), define m{f) = max{2 : 
ie Ef}. Then: 

(i) m( / ) = d e g P - d e g g , 

(ii) m( / ) 25 the largest integer n for which (1) fails to hold, 

(iii) Writing Q{x) = ni(l""7t^)''* ^ above, there are unique polynomials 
Pii' " yPk for which (2) holds for n sufficiently large. Then m{f) 
is the largest integer n for which (2) fails. 
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Sketch of proof. By the division algorithm for C[x], there axe unique 
polynomials L{x) and R{x) with degR < degQ, such that 

Q{x) - "-^^^ ^ Q{x) • 

We then define Ej, g{n), and / i (n) by 

Ef = {i : the coefficient of x^ in L{x) is nonzero} 

neEf 

The proof follows easily. D 

If n G Ef^ then we call / (n) an exceptional value of / . Thus / has no 
exceptional values if and only if degP{x)/Q{x) < 0. 

Two special ca^es of Theorem 1.1 will be of interest to us here. 

1.3 Corollary. Let / : N ^ C, and let d e N. The following three 
conditions are equivalent: 

where P{x) € C[x] and deg P < d. 

(ii) For all n>0, 

(In the calculus of finite differences this condition is written Z^'^Y(^) 
= 0.; 

(iii) / (n) IS a polynomial function of n of degree at most d. (Moreover, 
f{n) has degree exactly d if and only if P(\) ^ 0. In this case, the 
leading coefficient of f{n) is P{l)/d\.) 
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1.4 Definition. A quasipolynomial (known by many other names, such 
as "pseudo-polynomial" and "pol5aiomial on residue classes") of degree d 
is a function / : N -> C (or / : Z —• C) of the form 

/ (n) = Cd{n)n'^ + Crf_i(n)n''-^ H + co(n) , 

where each Ct{n) is a periodic function (with integer period), and where 
Cd(n) is not identically zero. Equivalently, / is a quasipolynomial if there 
exists an integer N > 0 (viz., a common period of co,Ci,... ,Cd) and 
polynomials /o, / i , •. •, /AT-I such that 

/ (n) = /i(n) if n = i (mod iV) . 

The integer N (which is not unique) will be called a quasiperiod of / . 

1.5 Corollary. The following conditions on a function / : N —• C and 
integer N > 0 are equivalent: 

(i) f is a quasipolynomial of quasiperiod N. 

(ii) En>o/(^)^ ' ' = ^ , '^here P{x),Q{x) E C[x], every zero a ofQ(x) 
satisfies a^ = 1 (provided P{x)/Q{x) has been reduced to lowest 
terms)J and deg P < deg Q. 

(iii) For all n > 0, f^ 

t = l 

where each Pi is a polynomial function of n and each 7̂  satisfies 

For instance (see Ch. 1, Cor. 4.2), if 

where V{x) € C[x] and degV < a -f 26, then / (n) is a quasipolynomial 
of quasiperiod two. Thus there are polynomials g{n), h{n) for which 

fin) = gin) + {-irh{n). 

We next discuss the problem of solving linear homogenous equations 
in nonnegative integers. Let $ be an r x n Z-matrix, and define 

E^ = {/? € N" I $/? = 0} . 
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Thus Ei^ is the set of solutions in nonnegative integers to the system 
$/3 = 0 of homogeneous Unear equations with integer coefficients. Clearly 
E<p forms a submonoid of N", i.e., is closed under addition and contains 
0. Chapter I is devoted primarily to the study of the monoid JS^ and the 
related set E^p^a of solutions to $ ^ = a. 

Hilbert deduced from his Basis Theorem (see Theorem 2.2 below) 
that E<E> is a finitely-generated monoid. A simple direct proof was given 
by Gordan in 1900. If we define a formal power series 

E^{x) = E ^^ 

where x^ = xf̂  • • • x^" and /3 = (ySi,..., /?„), then it was shown by Hilbert 
that E<p{x) is a rational function of x. In 1903 E. B. Elliott described an 
algorithm for computing E^{x) and discussed some special cases. This 
algorithm was subsequently used by MacMahon [119, Sections VIII-X] 
to investigate a wide variety of combinatorial problems. In particular, in 
[119, Section VIII, Ch. VII] he computes the number Hs{r) of 3 x 3 N-
matrices whose row and column sums are equal to r. (Such matrices are 
called integer stochastic matrices or magic squares.) Anand, Dumir, and 
Gupta [5] rediscovered MacMahon's result and made some conjectures 
(see Ch. I, Conj. l.l(i)-(iii)) about the number Hn{r) oinxn N-matrices 
with line sum r. Stanley [147] proved the conjectures of Anand-Dumir-
Gupta and generalized them to "magic labelings of graphs." This in
cluded a related conjecture of Carlitz on symmetric matrices with equal 
line sums. Stanley's proof was based upon the Elliott-MacMahon algo
rithm and the Hilbert syzygy theorem of commutative algebra (see Ch. 
1.11). In these notes we will prove these results using different tools from 
commutative algebra. An independent geometric proof was also given by 
E. Ehrhart [71]. 

Next we review some geometric notions. Some standard references 
are [86], [127], [44], and [188]. 

A (convex) poly tope V is the convex hull of finitely many points in R'̂ . 
Equivalently, P is a bounded intersection of finitely many half-spaces. A 
convex polytope is homeomorphic to a closed d-dimensional ball for some 
d, called the dimension of V and denoted dim'P. A supporting hyperplane 
of V is an (affine) hyperplane 7i which intersects V and for which V is 
contained in one of the two closed half-spaces determined by Ti. The 
intersection P fl H is a face of P , and we also call the empty set 0 a face 
(of dimension —1). A 0-dimensional face is a vertex of V, and a (d — 1)-
dimensional face is a facet Every face F of 'P is itself a convex polytope. 
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and a face G of F is a face of V. The boundary dV of V is the union of 
all faces of V except V itself. It coincides with the notion of boundary in 
the usual topological sense. 

A polytope V* is dual to V if there is an inclusion-reversing one-to-one 
correspondence F —* F* between the faces FofV and F* of V*. Every 
polytope V has a dual, which we won't bother to construct here. 

A polyhedral complex is a collection F of polytopes in R^ satisfying 

(a) If P € r and F is a face of V, then F G T, and 

(b) If V, V e r , then P fl 7 '̂ is a common face of V and V. 

A (convex) cone C is a subset of R^ which is closed under the operation 
of taking nonnegative linear combinations. A cone C is polyhedral if it is 
the intersection of finitely many closed half-spaces (which must all contain 
0 in their boundary). The dimension dimC of a polyhedral cone C may 
be defined as the dimension of its linear span. We define a face of C as 
we did for polytopes, except that 0 is never a face. If {0} is a face, we 
call it the vertex of C. A 1-dimensional face is an extreme ray. 

2 Commutative algebra and homological 
algebra 

Our basic references are [6], [92], [93], [120], and [121]. Hilton and Wu 
[93] is recommended in particular as a relatively painless introduction to 
homological algebra. 

All our rings A are commutative with identity 1. In particular, every 
subring of A contains 1. 

2.1 Definition. A ring A is said to be noetherian if it satisfies the 
following equivalent conditions: 

(a) Every nonempty set of ideals in A has a maximal element. 

(b) Every ascending chain lo Q h Q • " of ideals of A eventually stabi
lizes (i.e., /i = /i_j.i for all large i). 

(c) Every ideal of A is finitely-generated. 

2.2 Hilbert Basis Theorem. If A is noetherian, then the polynomial 
ring A[x] is noetherian. 
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2.3 Example. Clearly any field k is noetherian. By repeated application 
of the theorem, A:[xi,..., Xn] is noetherian. 

2.4 Proposition. If A is noetherian and B is a homomorphic image of 
Af then B is noetherian. In other words, if A is noetherian, then so is 
A/1 for any ideal I of A. 

2.5 Definition, (a) A ring A is an (integral) domain if it has no zero-
divisors, i.e., if xy = 0 in i4 then a: = 0 or y = 0. 

(b) A is reduced if it has no nonzero nilpotent elements, i.e., if x'̂  = 0 
ior X E A and n > 0, then x = 0. 

2.6 Definition. The radical Rad (I) of an ideal I oi A'ls the ideal of A 
defined by 

Rad(/) = {x E A\x^ G / for some n > 0} . 

2.7 Definition. A prime ideal p of ^ satisfies: 
p ^ A and if xy G p, then x G p or y € p. 

Remark. Rad(p) = p for all prime ideals p of A. 

2.8 Definition. Let 5 be a multiplicatively closed subset of A such that 
1 G 5. Then the ring of fractions of A with respect to S is 

5 - U = { [ - l | a G A , ses\ 

where \^\ is an equivalence class of fractions defined as follows: 

— = — if (aiS2 — a2Si)t = 0 for some t e S , 
Si S2 

The usual rules of addition and multiplication of fractions make S~^A 
into a ring. 

Let / G >l and S = {1, / , / ^ , . . . } . Then S'^A is usually written Aj. 
Let p be a prime ideal. Then S = A — p \s multiplicatively closed. 

S~^A is usually written A^ and is called "localization of A at p." 

2.9 Definition. An A-module M is an abelian group (with the group 
operation denoted by -f-) on which A acts linearly. That is, if a and b are 
in A and x, y are in M, then 

a(x -f y) = ax -\- ay 

(a -h b)x = ax 4- 6x 

{ab)x = a{bx) 

Ix = X . 
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We write ax or xa interchangeably. 

Remark. Any ideal / of A is an i4-module. In particular, A is an A-
module. 

Remark. If >l is a field, then an i4-module is a vector space over A. 

2.10 Definition. A free A-module M is isomorphic to \}j^j Mj, where 
each Mj is isomorphic to >! as an >i-module. A basis for a free i4-module 
M is a set B of elements of M such that each u E M can be uniquely 
written in the form 

u = / ^ x^e , Xe ^ /{, 
eeB 

where all but finitely many Xe = 0. If |B| = n < oo, then M = A^. If A 
is noetherian then all bases have the same cardinality, called the rank of 
M. 

2.11 Definition. An i4-module M is finitely-generated if there exist 
ui,,.. ,Un in M such that 

M = Aui H 1- Aun , 

i.e., every element u of M can be written (not necessarily uniquely) in 
the form u = XiUi -\ h XnUn, x^ G A. 

2.12 Proposition. M can he generated by n elements if and only if M 
is isomorphic to a quotient of the free A-module A^. 

Note that an A-module M has one generator (M is called cyclic) if 
and only if it is isomorphic to A/1 for some ideal I oi A. Although as 
an i4-module A/1 is generated by one element (viz., 1), as a ring it may 
require any number of generators. 

2.13 Definition, (a) The annihilator Ann M of the i4-module M is the 
ideal of A given by 

AnnM = {x € A | xM = 0} . 

(b) An element x € 4̂ is a non-zero-divisor on M if whenever u£ M 
and xu = 0, then ti = 0. In other words, the map M -^ M given by 
multiplication by x is injective. 

Now let A be a subring of a ring B. We say that J5 is a finite A-algebra 
if B if finitely-generated as an >l-module, i.e., B = XiA-{-X2A'i \-XnA 
for some finite set of elements x i , . . . , Xn of B (see Definition 2.11). We 
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also say that 5 is a finitely-generated ^-algebra (or of finite type over A) 
if there are finitely many elements x i , . . . , Xn of B such that every element 
of B can be written as a polynomial in x i , . . . , x„ with coefficients in A. 
We then write B = A[xi,... .Xn]- Finally we say that B is integral over A 
if every element of B is the root of a monic polynomial whose coefficients 
belong to A. We then have: 

finite type + integral = finite. 

For instance, if JB is a finitely-generated algebra over a field k C B and A 
is a subalgebra of B, then B is automatically of finite type over A (since 
B is of finite type over k C. A). Thus in this situation, integral=finite. 

2.14 Noether Normalization Lemma. Let k be a field and A ^ 0 be 
a finitely-generated k-algebra. Then there exist elements 2/i,... ,t/r ^ A 
such that 2/1, . . . , yr CLI^^ algebraically independent over k and A is integral 
over k[yu...,yr]. 

A version of this result for graded algebras appears in Chapter 1, 
Lemma 5.2. 

2.15 Definition. Let Mi,M2,M3 be >l-modules, and 

/ i : Ml -^ M2 

/2 : M2 -^ Ms 

be i4-module homomorphisms. Then 

0 —^ Ml - ^ M2 - ^ M3 —>0 

is a short exact sequence if / i is injective, /2 is surjective and im/ i = 
ker/2. (Hence M3 = M2/M1.) 

More generally, define a sequence of >l-module homomorphisms 

, Ml - ^ M2 - ^ M3 - ^ M4 —^ • • • 

to be a (long) exact sequence if im/t = kev fi-^i for all i. 
Three useful properties of short exact sequences 0 —̂  Mi -^ M2 —> 

M3 -^ 0 are the following: 
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(a) M2 satisfies ACC if and only if Mi and M3 do. Here ACC denotes 
the ascending chain condition: every ascending chain NQ C Ni C - --
of >l-submodules of an yl-module N eventually stabilizes. Note 
that A itself satisfies ACC (as an A-module) if and only if A is 
noetherian. 

(b) M2 satisfies DCC if and only if Mi and M3 do. Here DCC denotes 
the descending chain condition: every descending chain NQDNID • • • 
of i4-submodules of N eventually stabihzes. A module or ring sat
isfying DCC is called artinian. 

N O T E : If a ring A (commutative, with identity) satisfies DCC, 
then it satisfies ACC, but not conversely. However, an i4-module 
may satisfy DCC but not ACC. For instance, the set M = k[x'^] 
of polynomials in x"^ over a field k has an obvious structure as a 
module over k[x] (set x^ = 0 in M for a > 0). Then M satisfies 
DCC but not ACC. 

(c) Let Ml, M2, M3 be finitely-generated. If 0 -^ Mi -^ M2 -> M3 -> 0 
is exact, then 

rank Mi — rank M2 + rank M3 = 0 , 

where rank M is the largest n for which M contains a submodule 
isomorphic to A^. 

2.16 Definition. Let I be an ideal of the ring A satisfying flJ" = (0). 
We have the quotient maps Pn-\-\ ' A/I^^^ —> A/I^, n > 1. A sequence 
(xi,X2,...) with Xn € A/I^ is coherent if Pn+î ^n+i = ^n for all n > L 
There is an obvious ring structure that can be put on the set of coherent 
sequences. The resulting ring is the I-adic completion of A, denoted A, 
We may identify A with the subring of A consisting of all eventually 
constant coherent sequences. 

Similarly, if M is an i4-module, then we have quotient maps ^,^1 : 
M/I^'-^^M —> M/I^'M, n > L We define the /-adic completion M of 
M exactly analogously to A. Then M has the natural structure of an 
v4-module. 

For example, \i A ^ k[xi,..., Xm\ and / = ( x i , . . . , x^) , then A = 
fc[[xi,..., Xm]]- More generally: 
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2.17 Proposition. Let A be noetherian and I = XiA H h XmA. Then 

A^A[[Xu.^..Xm]]/iXi-Xr,..,,Xm-Xm)-

2.18 Definition. A category C consists of: 

(a) A class of objects A.B^C,... 

(b) To each pair of objects A, 5 of C, a set C{A, B) of morphisms from 
Ato B. U f e C{A, B), then write f : A^ B, 

(c) To each triple, A, B, C of C, a law of composition 

C{A,B) x C ( 5 , C ) ^ C ( A C ) , 

where we write gf = h ii (/, g) H-̂  /i, subject to the axioms: 

(ai) The sets C{Ai,Bi) and C{A2,B2) are disjoint unless Ai = A2 and 
^1 = B2, 

(as) Given f : A ^ B, g : B -^ C, h : C -^ D, then h{gf) = {hg)f. 

(as) To each object A there is a morphism 1̂ ^ : A -^ A such that for any 
f : A —^ B and p : C ~> A, we have / l ^ = / and lAg = g-

The main category of concern to us will be C = A-Mod, whose objects 
are A-modules and whose morphisms are i4-module homomorphisms. 

2.19 Definition. A (covariant) functor F \C —^V between categories C 
and I^ is a rule associating with each object X in C an object FX in V, 
and with each morphism / : X -^ F in C a morphism Ff : FX -^ FY 
in V such that 

F{fg) = {Ff){Fg) 

Fix = I F X • 

For a contravariant functor^ we have Ff : FY —> FX and F{fg) = 
{F9){Ff). 
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2,20 Definition. Let M, N be i4-modules. Let C be the free A-module 
^MxN ^ j ^ ^Yie free module with one generator for each element of M x TV). 
Let D be the submodule of C generated by all elements of the following 
types: 

{x-i-x\y)-{x,y)-{x\y) 
{x,y + y')-{x,y)-{x,y') 

{ax, y) - a(x, y) 
{x,ay)-a{x,y) . 

Let T = C/D. For each basis element {x, y) of C, let x ®y be its 
image in T. Then T is the tensor product of M and AT, denoted by M ® iV 
or M (8)̂  N, 

By construction, we have g:MxN-^M®N such that g{x,y) := 
a: ® 2/ is an i4-bilinear map. The tensor product satisfies the following 
universal property: Let P be an A-module. Then if / : M (g) iV -* P is 
an i4-biUnear map, there exists / i : M x AT —> P, an i4-bilinear map, that 
makes the following diagram commute: 

i /̂  
MXN 

If we fix A and M, then the map F : A-Mod -^ A-Mod given by 
F{N) = M®AN (or N®AM) is a covariant functor. In other words, given 
f : X -^Y there is a (canonical) way of defining M ® / : M<^X —> MiS>Y 
satisfying the definition of functor, viz., 

(M ® f){u (8) x) = ti ® f{x) . 

2.21 Example, (a) Let M = AT = A = A:[x], where fc is a field (or any 
ring). Then M (S)kN ^ k[x, y], while M(SIAN ^ A. 

(b) For any i4-module M and ring A, we have that M (8)A A is isomor
phic to M via m (8) a H-* ma. 

(c) If A is an algebra over a field k and K is an extension field of k 
(so -RT is a fc-vector space), then by "extending the scalars of A to K" we 
mean forming the /f-algebra A (8)fc K. 
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(d) If 5 is a multiplicatively closed subset of A containing 1, then we 
define the module of fractions S^^M with respect to S of the -A-module 
M b y 

We may regard S~^M either as an A-module or 5~M-module. 
(e) If / is an ideal of A and A the /-adic completion of A, then the 

/-adic completion M of M is given by 

M^ M®AA. 

2.22 Definition. An 74-module P is projective if for every surjective 
homomorphism f : M -^ N and homomorphism g : P ^^ N, there exists 
a homomorphism h : P -^ M making the following diagram commute: 

M—^N •O 

h\ 

Equivalently P is projective if every short exact sequence 0 —̂  L - ^ 
L' ^ P —^ 0 splits, i.e., L' = L®P such that a{u) = (u, 0), I5{u, v) = v. 
This turns out to be the same as saying that P is a direct summand of a 
free module. Hence: 

2.23 Proposition. Free modules are projective. 

2.24 Theorem. Let A = k[xi,..., Xn], where k is afield. Then projective 
A-modules are free. 

N O T E . This theorem, proved independently by Quillen and Suslin, 
solves a famous problem of Serre. We will only be concerned with graded-
^-modules (see Chapter 1.2). In this case, the theorem that graded pro
jective modules over fc[a;i,..., Xn] are free is much easier to prove and was 
known from the beginnings of homological algebra. 

2.25 Definition, (a) A chain complex C over a ring A is a sequence 
C = {Cq,dq} of A-modules Cq and homomorphisms dq : Cq -^ Cg_i such 
that dqdq^i = 0. This is denoted 
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Since dqdq^i = 0, we have im9^+i C kerdq. Define the q-th homology 
group of C by 

Hq{C) = keidq/imdq^i . 

(b) A cochain complex C over 4̂ is a sequence C = {Cq,6q} of A-
modules Cq and homomorphisms Sq : Cq -^ Cg+i such that SqSq^i = 0. 
This is denoted 

. . . • O g _ i > O g • ^ g + 1 ^ * * • • 

Define the g- /̂i cohomology group of C by 

H%C)=kevSq/imSq.i . 

Note that the difference between chain complexes and cochain com
plexes, and between homology and cohomology, is purely formal. Every 
cochain complex can be converted to a chain complex by reindexing. 

2.26 Definition. A projective (respectively, free) resolution of an A-
module M is an exact sequence 

V: ^Pi^Po-^M-^O 

of projective (respectively, free) i4-modules P^. (It is easily seen that 
projective resolutions of M always exist.) 

2.27 Definition. Let M be an i4-module, and let P be a projective 
resolution of M as above. If N is another i4-module, then we have a 
chain complex 

Define 

Tor;J(M, N) = Hn{V ® N) = ker(an ® 1)/ Mdn-^i ® 1) 

The i4-module Tor^(M,iV) does not depend, up to isomorphism, on 
the choice of projective resolution of M. Moreover, both Tor^(M, —) and 
Tor^(~,iV) are covariant functors. Note that TOTQ{M,N) = M ®A ^ . 
A basic property of Tor is the isomorphism Tor^(M, N) = Tor^(Ar, M). 
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2.28 Definition. If M and N are A-modules, then Hom4(M, AT) de
notes the set of all i4-module homomorphisms f : M —* N. The set 
HornA{My N) has the structure of an A-module via 

{xf){u) = x{f{u)) , 

for X e A, f e Hom>i(M, N), u E M. If M and Â  are free yl-modules of 
ranks m and n, then one can identify in an obvious way (after choosing 
bases for M and A )̂ elements of Hom>i(M, A )̂ with m x n matrices over 
A. We also set M* = Hom>i(M, A). If M is free with basis u i , . . . , n^, 
then M* is free with dual basis u j , . . . , uj^ defined by u*{uj) = 6ij. 

Next we note that Hom^(—, N) is a contravariant functor. Namely, if 
/ : X —̂  y is a homomorphism of v4-modules, then define 

r : Hom^(r,Ar) -^ Hom^(X, A )̂ 

as follows: given g :Y -^ N and u £ X.let {pg){u) = gf{u). 

2.29 Definition. With V,M,N as in Definition 2.27, we have a cochain 
complex: 

Hom^(:P, A )̂ : • • • ̂  Hom(P„^i, Â ) ^ ^ ^ ^ Hom(Pn, N) ^ 

• • • ̂  Hom(Fo, A )̂ ^ Hom(M, Â ) ^ 0 . 

Define 

Ext:i(M, Â ) = H'^iEomAiV.N)) = ker^^+i / im^: . 

Again, the yl-module Ext^(M, AT) does not depend, up to isomorphism, 
on the choice of V. Moreover, Ext^(—, Â ) is a contravariant functor. 
Note that Ext^(M, N) = Hom^(M, A )̂. (Also, Ext^(M, - ) is a covariant 
functor, but we will not need this fact.) 

2.30 Definition. An yl-module / is injective if for every homomorphism 
f : M —^ I and injective homomorphism g : M -^ N^ there exists a 
homomorphism h : N -^ I making the following diagram commute: 

0 ^M—^^-^N 

r 
In other words, a homomorphism into / can be extended (from M to 

the larger module A'̂  which may be regarded as containing M). Equiv-
alently, / is injective if it is a direct summand of every module which 
contains it. 
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2.31 Definition and Theorem. Given an >l-module M, there is a 
unique (up to isomorphism) injective A-module EA{M) containing M, 
with the property that every injective >l-module containing M also con
tains EA{M). EA{M) is called the injective hull or injective envelope of 
M. 

2.32 Example. Let A = fc[a:i,-• • ,a:n], where A: is a field. Regard k 
as an A-module via the isomorphism k ^ A/{x\A + --- -\- XnA), Then 
EA[k) = fcfxf^ • • •, x^^]. Note that £̂ >i(A:) is not finitely-generated. 

2.33 Definition. An injective resolution of an >l-module M is an exact 
sequence 

I : 0 - > M ~ > / o - - > / i - ^ - - - , 

where each I^ is an injective A-module. (It is easily seen that injective 
resolutions of M always exist.) 

2.34 Definition. Let C = A-Mod. A functor F : C —> C is additive if 

F{M © iV) = F{M) © F{N) , 

for all objects M,N eC. A functor F is left-exact if for every short exact 
sequence 

0 -^ Ml - ^ M2 - ^ Ms ^ 0 , 

the complex 

0 -^ FMi -^ FM2 - ^ FM3 

is exact. A left-exact functor is additive. An example of a left-exact 
(covariant) functor is HomA(iV, —) for some fixed N EC, 

2.35 Definition. Take an injective resolution of M € C = A-Mod, say 

Let F be a covariant left-exact functor. Applying F to Z, we obtain a 
cochain complex 

F J : 0 - ~ > F M - ^ : ^ F / o - ^ ^ F / i ~ ^ ^ . . . . 

The nth right derived functor R^F is defined on objects by 

EJ'FiM) - / / ^ (FJ ) = kerF6„/imF«n-i • 

(For / € C{M, N) there is a natural definition of RT^Ff so that H^F 
is indeed a (covariant) functor. We won't define R^Ff here, except to 
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note that if / : M —• M is given by multiplication by x € A, then 
R^Ff is also given by multiplication by x.) Note that by left-exactness 
R^F{M) ^ F{M). 

One could also define the right derived functor of a contravariant func
tor, and the left derived functors of covariant and contravariant functors 
(which would include Tor^(-, A/'),Tor^(M, ~ ) , and ExtA{-,N) as spe
cial cases), but we will only need Definition 2.35 here. 

2.36 Proposition. In the setup of the previous definition^ let 0 —• 
Ml —> M2 —^ M3 -^ Q be a short exact sequence in A-Mod. There is 
then a long exact sequence 

> R^FMi -^-^ RJ'FM2 -^-^ R'FMs ~-̂ ^̂ ^̂  K'-^FMi —> • • • 

> R'FMs ^ ^ ^ ^ i?^FMi - ^ ^ i?«FM2 - ^ R^^FM^ —> 0 . 

(We will not define the homomorphisms ujn here.) 

2.37 Definition. An augmented chain complex (over a ring A) is a pair 
(C, e), where C = {Cg, 5^} is a chain complex satisfying C^ = 0 if q < 0, 
and € : Co —̂  A is an epimorphism satisfying e^i = 0. This is denoted 

( C , e ) : - - - ^ C i ^ C o - ^ ^ ^ 0 . 

The reduced homology groups Hq{C) (with respect to the augmentation e) 
are the homology groups of the augmented chain complex (C, e). Because 
A is a projective (in fact, free) i4-module, the epimorphism e : Co —^ A 
splits. It follows that homology and reduced homology are related by 

''^^'^^-\//o(C)eA, g = o. 

Note that also H-i{C) = A. 
Similarly of course we can define augmented cochain complex, reduced 

cochain complex, and reduced cohomology groups. The only difference 
is that the monomorphism e : i4 -^ Co will not in general split, since A 
need not be an injective A-module. Of course, if A is a field fc, then A is 
injective and thus H^{C) ^ H^{C) © k. 
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2.38 Definition. Let C = {Cq.dg} and C = {C^,3^} be two chain (or 
cochain) complexes over A. The tensor product C (SiC' = {-Dn, €„} is the 
chain (or cochain) complex defined by 

Dn = {c^cx = II (a®c;) 

en(Ci(8)cp = a,Ci®c; + (-i)*c,®a;c;. 
The reader should check that en-ien = 0 (or enCn-i = 0). 

For example, in Chapter 1.6 there is considered over a ring R a com
plex ®f^i (0 —> /? —• iZy, —> 0), where /?y, denotes localization. When 
5 = 2 this becomes 

0 -^ R® R -^ {R® Ry,) ® {Ri^ Ry^) -^ Ry, ® Ry^ -^ 0 . 

Now R®M^R and Ryi®Ry2- ^iy2- Hence we obtain 

2.39. Definition. Let M be an >l-module and a;i,...,Xr € A. For 
1 < i < r let Aci be a free >l-module of rank one with a specified basis 
Ci. Let K{xi) denote the chain complex satisfying: 

Koixi) = A, Ki{xi) = Ae^ 

K,{x,) = 0, if 9 ^ 0,1 

di{xei) = xxi . 

This is denoted 
K{x,) : 0 -^ Ae, - ^ ^ -^ 0 . 

If M is an A-module, then we have a complex 

/(:(xi,M) = K{xi) ® M : 0 - ~ > M e , - ^ M - - > 0 . 

Define the Koszul complexK{xi^,.., Xr, M) of M with respect to Xi , . . . , Xr 
by 

K{xu..., Xr, M) = /i:(xi, M) (8) • • • ® K{xrj M) . 

If we put ei^...i^ = Ui (8) • • • <8) t^r, where tî  = e» for i G { i i , . . . , i^} and 
ẑ i = 1 for other i, then Kq{xi,..., Xn, M) is a free A-module with basis 
{ t̂i- ig 11 < n < • • • < ig < ^} and thus of rank ( M . If m € M , then 

q 

i= i 

where tj denotes that ij is missing. This formula is called a Koszul rela-
tion. 
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3 Topology 

We now give some basic definitions and results from algebraic topology. 
Any text on algebraic topology should suffice as a reference; for the most 
part we follow Spanier[145]. 

An (abstract) simplicial complex A on a vertex set V is a collection 
of subsets F of V satisfying: 

(a) iix eV then {x} G A, 

(b) if F G A and G C F, then G G A. 

Elements of A are called faces or simplices. If | F | = g' -h 1, then F is 
a q-face or q-simplex. We frequently identify the vertex x with the face 
{x}. 

Suppose V is finite, say V = {xi,... ^Xn}- Let Ci be the ith unit 
coordinate vector in E". Given a subset F C K, define 

|F | = cx{e,|x, G F } , 

where ex denotes convex hull. Thus if F is an (abstract) g-simplex, then 
|F | is a geometric g-simplex in M .̂ Define the geometric realization |A| 
of the simplicial complex A by 

|A| = U 1̂ 1 • 
F€A 

Thus I A| inherits from the usual topology on M" the structure of a topo
logical space. If X is a topological space homeomorphic to |A|, then we 
(somewhat inaccurately) call A a triangulation of X. More generally, if 
r == {ap : F G A — {0}} is a set of Euclidean simplices ap C M^ such 
that (a) dimcTiT = | F | — 1, (b) if G C F then ac is a face of a^, and (c) 
o^FDG = o^F^c^G^ then we sometimes call the space X = Uap a geometric 
realization of A. 

An oriented q-simplex of A is a g-simplex F together with an equiva
lence class of total orderings of F , two orderings being equivalent if they 
differ by an even permutation of the vertices. Denote by [VQ.VI, ... ,Vq] 
the oriented g'-simplex consisting of the g-simplex F = {^;o,t'i, •. • iVq}y 
together with the equivalence class of orderings containing VQ < Vi < 
' " < Vq. Fix a ring A (commutative with 1). Let Gg(A) be the free A-
module with basis consisting of the oriented g'-simplices in A, modulo the 
relations ai-\-a2 = 0 whenever ai and (72 axe diff'erent oriented g-simplices 
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corresponding to the same g-simplex of A. Thus Cq{A) = 0 ior q < 0, 
and for g > 0 Cq{A) is a free A-module with rank equal to the number 
of 9-simpUces of A. If A is empty, then Cq{A) = 0 for all q. 

We define homomorphisms dq : Cq{A) -^ Cg_i(A) for g > 1 by defin
ing them on the basis elements by 

9 
dq[vo, Vu...,Vq]=- X ^ ( - l ) * [ V o , Vi, . . . ,V^, . . . ,Vq] , 

t=0 

where Vi denotes that Vt is missing. It is easily verified that dq indeed 
extends to a homomorphism Cq{A) -> C^^i(A), and that dqdq^i = 0. 
The chain complex C(A) = {Cq{A)ydq} is the oriented chain complex 
of A. If A 7»̂  0, then A contains 0 as a face (of dimension —1). Let 
C_i(A) be the free i4-module with basis {0}, and define an augmenta
tion e : Co(A) -^ C-i{A) = ^ by e{x) = 0 for every vertex x £ V. 
The augmented chain complex (C(A), e) is the augmented oriented chain 
complex of A (over ^4). 

3.1 Definition. The q-th reduced homology group of A with coefficients 
Ay denoted Hq{A;A)y is defined to be the qth homology group of the 
augmented oriented chain complex of A (over A), 

Thus the distinction between reduced and ordinary simplicial homol
ogy comes about from whether or not we regard the empty set 0 as a 
face. 

3.2 Definition. The reduced Euler characteristic x ( ^ ) ^f ^ is defined 

by 
X(A)= $ : ( - l ) ' ' r a n k i f , ( A ; > l ) . 

It is independent of A and is also given by 

X(A) = - 1 + /o - / i + . . . , 

where / , is the number of g-simpUces in A. If x(A) is the ordinary Euler 
characteristic then x(A) = x(A) — 1. 

N O T E . If A # {0}, then H,(A; >l) = 0 for g < 0. If A = {0}, then 

H,({0},A)^{^' ^- ^ 

In particular, x({0}) = —1. If on the other hand A = 0, then Hq{A; A) = 
0 for all q, 

3.3 Proposition. If A ^ {0} or 0, then HQ{A\ A) is a free A-module 
whose rank is one less than the number of connected components of A. 
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We now wish to define the homology groups of a space X, rather than 
a simpUcial complex A. Let A' be a nonempty topological space. Let A^ 
denote the standard g-dimensional ordered geometric simplex {po, ^. ^ ,Pq) 
whose vertices p^ are the unit coordinate vectors in R^'^^. A singular q-
simplex in X is a continuous map 

a : A^ ^ X . 

Let Cq{X) be the free ^-module generated by all singular g-simplices. 
The elements of Cq are formal finite linear combintations X]a CaC, where 
(7 is a singular g'-simplex and c<̂  G A. Given a vertex Pi of A^, there is 
an obvious linear map 6̂  : A^~^ —* A^ which sends A^"^ to the face of 
A^ opposite Pi. The ith face of cr, denoted by a^^\ is defined to be the 
singular {q — l)-simplex which is the composite 

a^^ =(joe\: A^"^ -^ A^ -> X . 

We now define a linear map (= yl-module homomorphism) dq : Cq -^ Cq-i 

2=0 

where cr is a singular ^-simplex. It is easily checked that dq-idq = 0, so 
C{X) = {Cq{X)^dq} is a chain complex, the singular chain complex of 
X (over A). Define an augmentation e : Co{X) —> ̂  by e{a) = 1 for 
all singular 0-simplices a. The augmented chain complex C{X) is the 
augmented singular chain complex of X (over A). 

3.4 Definition. The qth reduced singular homology group of X with coef
ficients A, denoted Hq{X\ A)^ is the qth homology group of the augmented 
singular chain complex of X (over A). 

3.5 Definition. The reduced Euler characteristic x{^) of ^ is defined 

by 
X W = E(-l)''^anki/,(X;A). 

It is independent of A. 
If A is a simplicial complex and Ai and A2 are subcomplexes of A, 

then there is an exact sequence (whose definition we omit) 

• •^ -> :ff,(Ai n A^) ^ :^,(Ai) ® H,(A2) -> 

^ , ( A i U A2) ^ 5,_i(Ai n A2) ^ • • • 
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(with all coefficients A), called the reduced Mayer-Vietoris sequence of 
Ai and A2. Similarly, if X is a topological space and Xi,X2 are "nice" 
subspaces (e.g., if Xi UX2 = (IntxiuX2 -^1) ̂  (IntxiuX2 ^2)^ where Inty Z 
denotes the relative interior of Z in the space y ) , then we have a reduced 
Mayer-Vietoris sequence of Xi and X2 exactly analogous to that of Ai 
and A2. 

We now come to the relationship between simplicial and singular ho
mology. 

3.6 Theorem. Let A be a finite simplicial complex and X = |A|. Then 
there is a (canonical) isomorphism 

H,{A;A)^H,{X;A), 

for all q. 

3.7 Proposition. Let S*^"^ denote a {d— 1)-dimensional sphere, and let 
lAI^S'^-^ Then 

^.(^^^'-{o; :;':l 

3.8 Definition. A simplicial complex A or topological space X is acyclic 
(over A) if its reduced homology with coefficients A vanishe^in all degrees 
q, (Thus the simplicial complex {0} is not acyclic, since ^_i({0};>l) = 
A ) 

3.9 Definition. Let y be a subspace of X. Then the singular chain 
module Cq{Y) is a submodule of Cq{X), so we have a quotient complex 
C{X,Y) = C{X)/C{Y) = {Cg{X)/Cq{Y),dq}. Define the relative ho
mology of X modulo Y (with coefficients 4̂) by 

HqiX,Y;A)==Hq{C{X,Y)). 

We next want to define reduced cohomology of simplicial complexes 
and spaces. The simplest way (though not the most geometric) is to 
dualize the corresponding chain complexes. 
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3.10 Definition. Let C'(A) = C(A, e) be the augmented oriented chain 
complex of the simpUcial complex A, over the ring A. The q-th reduced 
singular cohomology group of A with coefficients A is defined to be 

^ ' ( A ; A) = :^«(Hom^(C'(A), A)) , 

where HomA(C"(A),i4) is the cochain complex obtained by applying the 
functor Hom^(—,>1) to C(A) . Exactly analogously define H''{X]A) 
and H^(X,Y]A). Sometimes one identifies the free modules Cq{A) and 
C^{A) = ]iomA{Cq{A),A) by identifying the basis of oriented ^-chains a 
of Cg{A) with its dual basis in C^(A). Similarly one can identify Cg{X) 
with C^(X). 

There is a close connection between homology and cohomology of A 
or X arising from the "universal-coefficient theorem for cohomology." We 
merely mention the (easy) special case that when v4 is a field k, there are 
"canonical" isomorphisms 

Hq{A;k) ^ Uomk{H'^{A;k),k) 

Hg{X;k) -^ Eomk{H'^{X;k),k). 

Thus in particular when Hq{A;k) is finite-dimensional (e.g., when A is 
finite) we have Hq{A]k) = H^{A;k) and similarly for X, but these iso
morphisms are not canonical. 

3.11 Definition. A topological n-manifold (without boundary) is a Haus-
dorff space in which each point has an open neighborhood homeomorphic 
to W^. An n-manifold with boundary is a Hausdorff" space X in which 
each point has an open neighborhood which is homeomorphic with R'^ or 
M^ = {(xu ...,Xn)eW\x^> O}. The boundary dX of X consists of 
those points with no open neighborhood homeomorphic to R". It follows 
easily that dX is either empty or an (n ~ l)-manifold. 

Suppose X is a compact connected n-manifold with boundary. Then 
one can show Hn{X^ dX] A) is either 0 or isomorphic to A. 

3.12 Definition. A compact connected n-manifold X with boundary 
is orientable (over A) if HniX,dX;A) = A. (The usual definition of 
orientable is more technical but equivalent to the one given here.) 

3.13 Proposition. Every compact connected n-manifold X with bound
ary is orientable over a field of characteristic two. 

3.14 Poincare Duality Theorem. If a compact connected n-manifold 
X is orientable over A, then Hg(X]A) = H'^~'^{X]A). 



24 0. Background 

3.15 Definition. An n-dimensional pseudomanifold without boundary 
(respectively, with boundary) is a simplicial complex A such that: 

(a) Every simplex of A is the face of an n-simplex of A. 

(b) Every (n — l)-simplex of A is the face of exactly two (respectively, 
at most two) n-simphces of A. 

(c) If F and F ' are n-simplices of A, there is a finite sequence F = 
Fi, F 2 , . . . , Fy„ = F ' of n-simplices of A such that F, and Fi^i have 
an (n — l)-face in common for 1 < z < m. 

The boundary dA of a pseudomanifold A consists of those faces F 
contained in some (n — l)-simplex of A which is the face of exactly one 
n-simplex of A. 

3.16 Proposition and Definition. Let A be a finite n-dimensional 
pseudomanifold with boundary. Then either Hn{A,dA\A) = i4 or 0. In 
the former case we say that A is orientable over A\ otherwise nonori-
entable. 

3.17 Definition. Let / be the unit interval [0,1]. The suspension EX of 
a topological space X is defined to be the quotient space of X x / in which 
X X 0 is identified to one point and X x 1 is identified to another point. 
The U'fold suspension E"X is defined recursively by E^X = E(E"~^X). 

3.18 Proposition. For any X and q, 

H,{X;A)^H,^i{^X;A). 



Chapter I 

Nonnegative Integral Solutions to 
Linear Equations 

1 Integer stochastic matrices 
(magic squares) 

The first topic will concern the problem of solving Unear equations in 
nonnegative integers. In particular, we will consider the following problem 
which goes back to MacMahon. Let 

Hn{r) := number of n x n N-matrices having line sums r, 

where a line is a row or column, and an N-matrix is a matrix whose 
entries belong to N. Such a matrix is called an integer stochastic matrix 
or magic square. Keeping r fixed, one finds that Hn{0) = 1, Hnil) = n!, 
and Anand, Dumir and Gupta [5] showed that 

See also Stanley [154, Ex. 6.11]. Keeping n fixed, one finds that ifi(r) = 
l,H2{r) ==r-hl, and MacMahon [119, Sect. 407] showed that 

-3w=rr)-rr)-rr). 
Guided by this evidence Anand, Dumir and Gupta [5] formulated the 
following 

1.1 Conjecture. Fixn > 1. Then 

(i) / / ( r ) € C[r] 
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(ii) degffn = ( n ~ l ) 2 

(iii) Hn{-1) = / / n ( - 2 ) = . . . = Hr^i-^n + 1) = 0 , 

/ / n ( - n - r ) = ( ~ i r - ^ / / „ ( r ) . 

This conjecture can be shown (see [162, Cor. 4.24 and Cor. 4.31]) 
equivalent to: 

^ ^n(r)A = (̂  ^ xY^-')'^' ' d = n ^ ~ 3 n + 2 , 

/lo + /ii H \- hd^O , and /î  = /id_i , i = 0 , 1 , . . . , d . 

The following additional conjectures can be made: 

(iv) hi > 0, 

(v) ho<hi<'" < h[d/2]' 

We will verify conjectures (i) to (iv). Conjecture (v) is still open. The 
solution will appear as a special case of solving linear diophantine equa
tions. This will be done in a ring-theoretic setting, and we will now review 
the relevant commutative algebra. 

2 Graded algebras and modules 

Let A; be a field, and let R be an N"^-graded connected commutative 
fe-algebra with identity. Thus, 

/? = J J /Ja (vector space direct sum) , RaR(3 Q Ra-^0 , RQ^ k , 

Elements x £ RQ are said to be homogeneous of degree a, denoted deg x = 
a. Let 

a 

and 

The ideal R^ (called the irrelevant ideal) is maximal; in fact, it is the 
unique maximal homogeneous ideal. 
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A Z'^-graded i?-module M has a decomposition of the form 

M = ] J MQ (vector space direct sum) , RaMp C Mai-p , 

and a map (j) \ M --^ N between two such modules is degree-preserving 
(or graded) if (f>{Ma) C N^, for all a. As above, write H{M) = UaMa-
A submodule N C M is homogeneous if generated by homogeneous ele
ments, and such a submodule has the structure of a graded /^-module by 
Na = N D Ma. In particular, this defines homogeneous ideal. If TV is a 
homogeneous submodule of M, then also M/N is a graded i?-module: 

M/N = U ( ^ / ^ ) - ' (^/A^)a = MjNa . 
a 

Prom now on we assume that i? is a finitely-generated fc-algebra, i.e., of 
finite type (equivalently, noetherian), and that all graded i?-modules are 
finitely-generated, unless the contrary is explicitly stated. Sometimes it is 
convenient to be able to consider i?-modules as modules over a polynomial 
ring. Let yi,2/2, • • • ,2/s ^ ^{R+), degy^ = Si e N"^ - {0}. Introduce 
new variables ŷ  with degVi = S^, and let A = k[Yi^... ,Ys]. Define a 
graded >l-module structure on R (and hence on any graded i?-module) 
by ŷ  • X = yiX if x G /?. R will be a finitely-generated A-module if 
and only if R is integral over the subring k[yi^..., ys]. In particular, if 
yii • • • yVs generate R then the homomorphism A -^ R defined by 1̂  i—> ŷ  
is surjective, so i? = A/1 for some homogeneous ideal I C A. 

Let M be a finitely-generated Z'^-graded jR-module. 

2.1 Definition. H{M,a) = dimfeM^ < oo, a E Z^, 

F(M,A)== Yl H{M,a)X' . 

H{M^ a) is called the Hilbert function of M and F(M, A) is called the 
Hilbert series of M. Here A = (Ai, A2,.. . , A^), a = (ai, a 2 , . . . , am), and 
A- = Ar A?^... A«-. Clearly, F{M, A) E Z [[Ai,..., A^]] [K\ . . . , A^i], 
since there cannot be arbitrarily large negative exponents due to finite 
generation. 

Given M and 0 G i? let (0 : 6>) := {w € M | l9ii = 0}. (0 : 6) is 
a homogeneous submodule of M. Proofs for the following lemma and 
theorem can be found in Atiyah-Macdonald [6, Ch. 11] or in Stanley 
[155, Thm. 3.1]. 
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2-2 Lemma. Let 6 e Ra.ai^O. Then 

This lemma easily implies the following: 

2.3 Theorem. Suppose R is generated by yi,y2> • • >y«,degj/j = 5̂  7̂  0. 
Then for some 13 eZ"^ and P{M, A) G Z[A], 

F(M X) - x^_f(Ml3— 

3 Elementary aspects of N-solutions to 
linear equations 

Let us now retmrn to consider N-solutions to linear systems of equations 
over Z. Many of the details which we omit on this topic may be found in 
[160]. A more elementary approach appears in [162, Ch. 4.6]. Let $ be 
an r X n Z-matrix, r <n^ and rank $ = r. Let 

£ ;* :={)9€N^ |$ /3 = a } , 

and for a 6 Z^ let -E$,a := {/? 6 N'* | $/? = a } . Ei^is clearly a submonoid 
of N^, and £?<>,Q is an "£?-module," i.e., JK^ + £?*,a Q E^^a-

Let /?* := kE^, the monoid algebra of E^ over fc. We identify /3 E E^f 
with x^ = 0:̂ X̂2̂  • • • x̂ **, so that R^ C fc[xi, X2,. . . , x^] as a subalgebra 
generated by monomials. Let M^,a •= kE^^^a- Then M^,Q is a Z^-graded 
i?^-module, with grading degx^ = p. Clearly, 

F(H*,A)= 53 A ,̂ 

and also 
F(M*,«,A)= X^ A .̂ 

Hence, in this case the ring and module are completely determined by 
their Hilbert series. 
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An aside on invariant theory 

Let 7i denote the i-th column of $ , so $ = [71,72,..., 7n], and let 

T= I u 
72 

0 

0 
: i i = ( u i , t / 2 , - - - , ^ r ) 6 (A:*)'* 

T is an r-dimensional torus C GL(n, fc), considered as an algebraic group 
over fc, and T acts on i? = A:[xi, X2,. . . , Xn] by rXi = u^'Xi^ where r = 
diag(ti^^^^'^^...,^^'^"). Then 

R^ :={teR\T't==t, Vr e T} = i?<& . 

Also, for a € Z'' and r = diag (u^\u^^,... ,u^-) € T, let XQ(T) = li"* € A;*. 
XQ is a one-dimensional character of T and 

Rl^~{t£R\r-t=^Xa{r)'t, WeTj^M^^a-

Thus, some of the developments we present for R^ (and M^^a ) can be 
seen as special cases of general results about invariant rings of reductive 
algebraic groups acting on polynomial rings (e.g. Cohen-Macaulayness, 
due to Hochster and Roberts). 

3.1 Theorem. i?$ is a finitely-generated k-algebra. 

Proof. Let / be the ideal of J? = k[xi, X2,.. . , Xn] generated by (i?*)^. 
By the Hilbert Basis Theorem / is finitely-generated, i.e., we can find 
x^^,x^^,...,X** in (R^)^ which generate / as an ideal of R. 

We want to show that E^ is a finitely-generated monoid. Claim: 
(5i, 62, . . . , (5t generate E^. Let /? € E^. Since x^ G / , we get (3 = <5i-l-7,7 G 
N^. But P,6i € E^ implies 7 E -E^ (this is the crucial property of this 
monoid). Having peeled off one generator ^j , we continue until we get p 
expressed as a sum of <5i's. D 

3.2 Theorem. M ,̂̂ ^ is a finitely-generated R^-module. The proof is 
similar. 

We now want to find a "smallest" subset {61,62^ . ,6t} C £Ĵ  such 
that R^ is a finitely-generated k[x^\x^^^..., x'^'l-module. 
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3.3 Definition. /? G -B* is fundamental if j3 = 7 + (5, 7,6 € -B* implies 
7 = /? or 6 = yS. 

FUND^i := set of fundamental elements of E^ . 

It is clear that FUND$ generates £"$, and that every set which gen
erates Eip contains FUND*. In particular, |FUND<>| < 00 and 

lU = k[x^ IS e FUND<|.] . 

3.4 Definition. 0 £ Eq, is completely fundamental if whenever n > 0 
and n/? = 7 + 5 for 7,5 G £^$, then 7 = nj/? for some 0 < ni < n. 

CF<t := set of completely fundamental elements of E^. 

3.5 Example. Let $ = [11 — 2], so we are looking for N-solutions to 
X + y - 22: = 0. Then 

FUND* = {(201), (021), (111)} , and 

CF$ = {(201), (021)} , since 2(111) = (201) -h (021) . 

In the general situation, consider now the set of R"*'-solutions 0 to 
$/? = 0. It forms a convex polyhedral cone C$ whose unique vertex is 
the origin. The integer points nearest 0 on each extreme ray of C* form 
the set CF^. Furthermore, the faces of C* (intersections with supporting 
hyperplanes) are in one-to-one correspondence with {supp/?|/? € £^*}, 
where p = (A, A , • • • ,/?n) € N", supp/? = {i | A > 0}. 

3.6 Example. Consider xi + X2 — x^ — X4 ^ 0. The cone of solutions 
looks like 

1010 

Olio 
so it has the facial structure of a square. Also, the supports of solutions, 
ordered by inclusion, yield the face-lattice of a square: 
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1234 

134 

3.7 Theorem. Let 61,62, ...,6teE<^, and S = fc[x^S x^^^..., x^'] C R^. 
Then R^ is a finitely-generated S-module (equivalently: integral over S) 
if and only if for every (3 G CF<E» there are I <i <t and j > 0 such that 

Proof. See Proposition 2.2 in Stanley [147]. Visualizing the situation 
geometrically a proof can be gleaned from the following remarks. 

"<^": If (5 € E^, then n6 = E/3ecF* /̂?/?i which in R<t, is (x^)" = iKa:^)''^. 
Hence R^ is integral over k[x^ \ f3 G CF$]. 

"=>": If the (5i's miss some extreme ray jf/3, there is no way of reaching any 
nonzero point on the ray using nonnegative linear combinations. D 

3.8 Corollary. When F{R^, A) = YlpeE^ ^^ *̂  written in lowest terms, 
the denominator is Tlp^cF^i^ *~ '^^)* 

Proof. Let CF<i> = {A, y02, •«•, Ps}^ and let A = k[Yu ^2, • • •, Ysh deg 
Yi — Pi. R^ is an A-module via the multiplication Yi-x^ = x^'^^\ In fact, 
the previous theorem shows that R^ is a finitely-generated A-module. 
Hence O/^GCF^CI ~~ ^^) is a denominator. To see that it is the least de
nominator, consult [147, Thm. 2.5]. D 

In an analogous way it can be shown that either F(M^,a) A) = 0 or 
else has the same denominator as F{R^, A). The former case occurs, e.g., 
for $ = [2 - 2 ] , a = 1. 
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4 Integer stochastic matrices again 

As an application of the preceding, consider 

£J$ = |(aij)7j=i \aij € N, line sums equalj , 

r ^ 

The question of which are the completely fundamental elements of E^ 
is in this case answered by the Birkhoff-von Neumann theorem (which 
says that the extreme points of the convex set of doubly stochastic ma
trices are the permutation matrices). It follows that every QJ G E^ is a 
sum of permutation matrices, so 

FUND<|» = CF^f = {permutation matrices} . 

Thus, F{R^, A) = P(A)/n( l - A^), the product taken over all n x n per

mutation matrices. Letting ^y = { r̂  ' • ^ i » ^^ ^^^^ nA°j^ = x**"® ®""̂ , 

we derive 

which proves that Hn{r) is a polynomial for large r (cf. the first part 
of the Anand-Dumir-Gupta conjecture). It will be shown that Hn{r) is 
a polynomial for all r, i.e., that degPi < n!. The substitution Ay = 
f X i =̂  1 2 
< ^ ' . , . is equivalent to "specializing" the N"* -grading of FU to an 
N-grading by defining deg (lIA^JM = line sum of (ay) = J^^ aij. 

Now let JB$ :=^ {nxn symmetric N matrices having equal line sums}. 
In this case FUND<^ is much harder to describe; fundamental elements 
with arbitrarily large line-sums can be shown to exist. 

4.1 Theorem. / / /? € CF^, then the line sum of ^ is 1 or 2, 

Proof. For /? € CF^,, by the Birkhoff-von Neumann theorem 9̂ = $D aiTT̂ , 
TTt permutation matrices, â  € N. Hence, 2/3 = /? -I- /?̂  = S^iC^i -^ TTJ), 
from which the proof follows. D 

Remark. It is possible to characterize the nxn completely fundamental 
symmetric matrices, and for / (n ) = |CF$| it can be shown that 
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4.2 Corollary. Let S„{r) := #{/3 € £;* | line sum of 13 is r}. Then 

Proof. Specialize the grading: deg x^ = line sum of /3^ and apply Corol
lary 3.7. • 

The form of the generating function reveals that 

Snir) = Pn{r) + {-lYQnir) , Fn, Qn ^ Q[r] , 

for large r, and since Sn(r) > 0 for such r, degP„ > degQ^. 

5 Dimension, depth, and Cohen—Macaulay 
modules 

Now some more review of commutative algebra. Let R be an N'^-graded 
/c-algebra, and let M be a Z"^-graded i?-module. The Krull dimension is 
defined by the following equal numbers: 

dim R = maximum number of (homogeneous) elements of R 
algebraically independent over k 

= length of longest chain of prime ideals of R 
= order to which A = 1 is a pole of F{R, A) (if m = 1). 

dim M = dim(/?/Ann M) 
= order to which A = 1 is a pole of F{M, A) (if m = 1). 

Although the last condition refers to the m = 1 case, by specialization 
of the grading it can apply also in the general case. 

5.1 Definition. A partial h.s.o.p. (homogeneous system of parameters) 
for M is a sequence ^i, ̂ 2, • • •, ^r € H{R^) such that dim M/{9iM-^62M-\-

[-OrM) — dim M — r. An h.s.o.p. is a partial h.s.o.p. with r = dimM. 
Equivalently, 6i, ^2, • • •, d̂ € 7i{R^) is an h.s.o.p. foTM<=^d — d imM 
and M is a finitely-generated k[9i,62,. •., ^d]-module. 

Being a partial h.s.o.p. imphes being algebraically independent over 
k, but not conversely. Under what conditions does an h.s.o.p. exist? 
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5.2 Noether Normalization Lemma. Ifm = 1 there exists an h.s.cp. 
for M. jy |A:| = oo and R is generated by Ri (or even that R is integral 
over the subalgebra k[Ri] generated by Ri), then we can choose an h.s.o.p. 
from Ri. 

The theorem fails for m > 1, e.g., R = k[x, y]/{xy) with degx = (1,0), 
degy = (0,1) lacks an h.s.o.p.. 

Let us return momentarily to the ring Ri^, Using that monomials 
X^^ y X^^ J . . . , X^^ , for Pi e E^, are algebraically independent over k if and 
only if the vectors /3i, /?2, • • •, A ^r^ linearly independent over Q, we find: 

dim Riff = maximum number of linearly independent elements in £̂ $ 
= dimension of vector space spanned by Eip over Q 
= n - rank(<E>) (assuming that 3/? > 0, yS G E<p). 

Now recall the polynomials (for r large) Hn{r) and Pn{T^) related to the 
enumeration of n x n (symmetric) N-matrices with constant line-sum r, 

5.3 Corollary. 

(i) deg//„(r) = ( n - l ) 2 , 

( i i)degP„(r) = Q . 

Proof. The degree of these polynomials is one less than the order to 
which A = 1 is a pole of F(i?$, A). In the first case $ is an (2n ~ 2) x n^-
matrix and in the second case an (n — 1) x f'̂ ^ ;'"^^^^i^> so the proof 
follows from the above description of dim R^. D 

Recall that we had Sn{r) = Pn(r) -f (~l)^Qn(r), with degQn < 
deg Pn = u ) - Concerning the problem of finding deg Qn the following 
can be proved. 

5.4 Theoremi. Let Eq^ := {n x n symmetric N-matrices tvith equal line 
sums}, degx^ := line sum of 0. Let 

fn := min{j | ̂ i, 02, • •, d̂ is an h.s.o.p. for Re , 
deg01 = . . . = deg^j = 2 , deg0,+i = • • • = deg^^ = 1} . 

Then , . 
j ("- ') , n odd 
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5.5 Theorem. degQn = fn — 'i" 

Proof. Stanley [151, Prop. 5.4] showed that degQn < fn"^ and conjec
tured that equahty holds. This conjecture was proved by Jia [103], [104]. 

D 

5.6 Definition. ^1,^25--j^r ^ H{R^) is a homogeneous M-sequence 
(regular sequence) if ^i+i is a non-zero-divisor on M/{6iM H + OiM), 
0 < i < r. Equivalently, ^1, 2̂» • • •»^r are algebraically independent over 
k and M is a free k[6i, 2̂? • • • ? ^r]-niodule. 

An M-sequence is a partial h.s.o.p., and if TTI = 1 any two maximal 
M-sequences have the same length. The latter is not true for m > 1, 
e.g. letting R = k[x,y,z\/{xy - z^), degx = (2,0), degy = (0,2), 
and degz = (1,1), then {x, y} and {z} are maximal homogeneous R-
sequences. In terms of the Hilbert series we get the following characteri
zation: 0i,92, •.. ,9r € W(/?4-) is an M-sequence if and only if 

F{M/{e,M-h-- + erM),x) 
F{M, A) = 

nLi(l-A^-g^O 

5.7 Definition, (i) If m = 1, let depth M := length of longest homoge
neous M-sequence. 

(ii) If m > 1, specialize the grading to a Z-grading in any way and de
fine depth M as in (i). (It can be shown that this definition is independent 
of t>he specialization.) 

It is clear that depth M < dimM. The case of equahty, i.e., when 
some h.s.o.p. is regular, is of particular importance. 

5.8 Definition. M is Cohen-Macaulay if depth M = dimM. 

5.9 Theorem. Let M have an h.s.o.p. Then M is Cohen-Macaulay 

<=> every h.s.o.p. is regular 
'^ M is a finitely-generated and free k[9]-module for some (equivalently, 

every) h.s.o.p. 6 = (^1,^2, •• • ^dd)-

5.10 Theorem. Let M be Cohen-Macaulay, with an h.s.o.p, 9 = 
(^1,02,..., 0rf). Let 771,7/2,..., r/t e n{M). Then M = ]\\=i r]xk[9] if and 
only 2/771,772, •••, 77̂  is a k-basis for M/9M. For such a choice of 9^s and 
rj 's it follows that 

F(M,A) 
n,^^i(l-Adeg^.) 

Returning to our ring R<p once more, we can now state the following 
theorem, which will be proved later. 
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5.11 Theorein(Hochster [94]). /?<> is Cohen-Macaulay. 

5.12 Corollary. 

E ^ n W y = ^ ^ - ^ ^ l ^ P(A)GN[A]. 

The point of Corollary 5.12 is that the polynomial P(A) has nonneg
ative coefficients. The corollary follows since permutation matrices have 
degree one. It is an open problem to compute P(X) or even F( l ) in a sim
ple way. In particular, can P( l ) be computed more quickly than P(A)? 
For some work related to the problem of computing P(A), see [63], [64]. 

5.13 Theorem. Let dimi?$ = d. There exist free commutative monoids 
Gi, G2," ,Gt C E^, all of rank d, and also 7?i, 7/2> • • • ? Vt ^ E^j such that 
E<^ = U!=i(^2 + Gt), where U denotes disjoint union. 

In terms of the ring this theorem says that /?$ = Ui=i x'^^k[Gi]. This 
is analogous to the Cohen-Macaulay property, but diflFers in that the 
Gi's change. The proof is combinatorial, and uses the shellability of 
convex poly topes (due to Bruggesser and Mani). The proof is sketched 
in [160, §5]. In [160, Conj. 5.1] there is a conjectured generalization for 
any Cohen-Macaulay N'^-graded algebra. 

5.14 Example. For the equation xi -f 0:2 — 0:3 — X4 = 0 we get 

R^ = fc[xiX3,XiX4, 0:2X3] © X2X4fc[XiX4,X2X3,X2X4] . 

Here X1X3 corresponds to the solution (1,0,1,0) as usual, and the geom
etry of the cone of solutions after triangulation is 

X, X, 9 -n X, X, 

X2X, 

Geometrically, we have taken all integer points in cone A^ and "pushed 
off" cone B from its intersection with A by translation by (0,1,0,1). 

6 Local cohomology 

We now turn to the proof that /?^ is Cohen-Macaulay, and more generally 
to the question of deciding depth M^^^. For this we shall use the tool of 
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local cohomology, which will first be reviewed. As always, all rings R and 
modules M are graded. Local cohomology will be defined with respect to 
the irrelevant ideal R+, 

Let LR^[M) = L{M) = {?x G M | i ? > = 0 for some n > 0}. If 
f : M —* N, then L{f) : L{M) —^ L{N) by restriction. It is easy to check 
that L is a left-exact additive functor, so we can take the right-derived 
functors R^L. 

6.1 Definition. H'{M) = H]^^{M) = R'LR^{M), 

Some of the fundamental properties of local cohomology W{M) will 
now be stated. (A good general reference is [48].) In particular, the 
reader unfamiliar or unenamored with homological algebra can adopt the 
following theorem as the definition of W{M), In the following Ry^ denotes 
R localized at y^ (i.e., with respect to the multiplicative set generated by 
yt), and My^ = M ®RRy^. 

6.2 Theorem. 

H\M) = W (g)(0 ^R^Ry^-^0)®M 
2 = 1 

^0 . AJ ^l . T T Ayr ^2 ^ T T Tij 63 , 6^ , 

L * 
= ker 6^4.1/im^t , 

where j/i, ^2, - ^ ,ys ^ H{R+) and Rad(?/i, ,..,ys) = R^. 

The complex ®Ui{0 -> i? -> /?y, -> 0) 0 M is denoted /C(y^,M). 
Local cohomology is depth sensitive in the following sense. 

6.3 Theorem. H\M) = 0 unless e = depth M < i < d imM = d; and 
H%M) ^ 0, H^{M) ^ 0. 

Theorem 6.2 imposes on W{M) in a natural way the structure of a 
Z^-graded module: H\M) = UaeZ- H\M)^. Since W{M) is known to 
be artinian, it follows that W{M)a = 0 for a » 0. However, W{M) is 
usually not finitely-generated. Define 

F{W{M),\)= Y. {dimkH\M)^)X' . 
eels'" 

6.4 Theorem. F(M,A)oo = T,US-^yF{W{M),\)-
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In this formula F(M, A)cx) signifies that F(M, A) is to be expanded 
as a Laurent series around oo. For instance, for R = k[x], H^{R) = 
x''k[x-'] and F{RA) = jh =" ~ T 3 ^ = -En<oA^ = -F{H'{R)A)^ 
Let degF(/?, A) denote the degree as a rational function, i.e., degree of 
numerator minus degree of denominator. 

6.5 Corollary, / / m = 1 and W{R)a = 0 for all a > 0 and all ij then 
deg F{R,X) < 0 . 

Proof. Write (uniquely) F(/?, A) = G{R, X) + L{R, A) where deg G{R, A) 
< 0 and L(i?, A) E Z[A]. The expansion G{R, X)oo has only negative 
exponents, while L(i?, A)oo = L{R,X). Hence if H*{R)a = 0 for a > 0 
and all i, then by the previous theorem F(i?, A) = G{R^ A). D 

The condition deg(i?. A) < 0 is equivalent to saying that the Hilbert 
function H{R,n) has no "exceptional" values. E.g., if R is generated by 
J?i then //( /?, n) is a polynomial for all n > 0. 

7 Local cohomology of the modules M^^a 

Let $ be an r X n Z-matrix and a € Z*̂  as before, and recall the definitions 
of £?$, E^^ai R^ and M^̂ Q. Let E^ denote the group generated by E^p in 
Z", and let Ei^^a •= E^+E^^a^ the coset of JSo in Z^ containing iE ,̂a- The 
nonnegative real solutions to $/3 = 0 form a convex polyhedral cone C$ = 
{/? € (R"*')'* I $/3 = 0}. Any cross-section of C$, i.e., bounded intersection 
with a hyperplane meeting the relative interior of C$, is a convex poly tope, 
and different cross-sections are combinatorially equivalent. If F is a face 
of the cross-section poly tope V^, define suppF := supp/3 for any p G 
F — dF, where as before supp(/3i,..., /5n) = {i | A > 0}. 

We now try to compute the local cohomology of Rip by considering the 
complex /C(y°°, M), M = M<̂ ,a- Recall the set of completely fundamental 
solutions CF4» = {61,62, - --ySs}, consisting of the integer points nearest 
the origin on the extreme rays of C*. Thus, CF^ is in one-to-one corre
spondence with the vertices of the poly tope V^. Set yi = x*' € Rip. We 
know by Theorem 3.7 that Rad(yi , . . . , y^) = i?^.. For (3 € Eip^a consider 
the part of /C(y^, M) of degree /3 : 

O-M^-.U(M,.)^--U(M„.„,) ->••• . (1) 

In, say, My^y^ we have inverted everything on the face spanned by 2/1 
and yj. So, to get something of degree /? in My^y^ take anything in Ei^^a 
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and subtract Si and 6j any number of times (i.e., multiply by x~̂ » and 
x~*j). In general, there is something in My^ ...y^^ of degree (3 if and only 
if AT ((5ij H h 6iJ + /? > Q iov N » 0. This condition is equivalent 
to supp_/? C suppF, where F is the face spanned by 6^^,..,,6i^ and 
supp_(/?i,.. . , /3n) = {«IA < 0}) the negative support of /?. Thus 

d i m . ( M , ^ . . . , . . ) ^ = | ^ ^ ot 
supp_ (3 C supp F 

otherwise . 

So all the pieces of the /?-part (1) of K{y'^,M) are 0- or 1-dimensional 
vector spaces. Now, the key fact is that we can identify the complex (1) 
with the augmented chain complex of the simplicial complex A ĵ whose 
faces are the sets S C CF$ such that 

supp_ /? C (J (supp 6) 
seCF^-s 

= supp (face F of V^ spanned by 

al l(5€CF<j,-5) . 

We may therefore compute local cohomology by computing reduced sim
plicial homology. For further details, see [160]. 

7.1 Example . Consider the equation Xi -{- X2 — Xs — X4 = 2, i.e., let 
$ = [ 1 1 - 1 - 1] and a = 2. Here FUND^ = CF^ consists of 
the four elements (1,0,1,0), (1,0,0,1), (0,1,0,1), (0,1,1,0), so yi = 0:1X3, 
7/2 = 2:1X4, i/3 = X2X4 and y4 = X2X3. Geometrically, V^ is a square. 
Let /3 = ( 0 , 0 , - 1 , - 1 ) and M = M^^a, and write Mi = {MyJ^, Mjj = 

(My^y) , and so on. Then the complex (1) takes the following form, 

where the non-zero pieces are underlined: 

0 -^ M -^ Ml © M2 © M3 ® M4 —> 

-4 i l^ffi A^ffiMi4©M23© A ^ f f i i ^ (2) 

- ^ M123 © M124 © M134 © M234 ^ M1234 - ^ 0 . 

Taking complements of the underlined elements we find that 

A^ = {34, 24,13,12,4,3, 2 ,1 ,0} , 

and the homology of A^ (a circle) is non-zero only in dimension one, 
corresponding to the M12 © • • • part of (2). In terms of local cohomology 
this means that dim^(^^(M^,a)^) = 1, so M^^a is not Cohen-Macaulay, 
since dim M$ Q = 3. 
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Let V* be the dual poly tope oi V =^ V^, and define T^ = UF*, the 
union over all faces F oiV such that supp_ /? C supp F , where F* in the 
face of V* corresponding to F under the order-reversing bijection between 
the face lattices of V and P*. Thus, F^ is a polyhedral subcomplex of 
V*. Let d = dimi?<>, so d imP = d — 1, and let 5 = |CF^|. Our next 
result show that we can replace the simplicial complex A/j by the more 
tractable F/j. 

7.2 Theorem. HiiV^^k) ^ Hs-d^iiAp^k). 
The proof uses Alexander duality twice and also a theorem on lattice 

homology of J. Folkman [76]. See [160, Lemma 2.8]. In view of this 
result we conjecture that Ap has the homotopy type of the (5 — d)-fold 
suspension of F/j. 

7.3 Theorem. Let M = M$,Q, d = dimM. Then as vector spaces over 
k 

\ 0 , otherwise. 

Keeping in mind that //i(0; fc) = fc if i = — 1 and = 0 otherwise, we 
deduce the following. 

7.4 Corollary. M is Cohen-Macaulay if and only if for all /3 € F^,a 
either F/j = 0 or F^ is acyclic. 

T . 5 C o r o l , a , y . H ^ , M ) . . { S ; '^i^^T " " ' ' ' ' 

For the Cohen-Macaulay condition above note that F/3 = 0 if and 
only if supp__ /? C supp F implies F = V. Also, if a = 0 then Tp = 
0 <=> supp_/9 = suppP (there is a simple geometric proof for this). In 
particular, if there exists 7 G F$ such that 7 > 0, then for 0 £ E^ iTp = 
0 -4=> /? < 0 (strict inequality in all coordinates). Hence, for a = 0 there 
is the following "reciprocity" result (when F^ HP" 7*̂  0): 

R^ is spanned by nonnegative solutions to $/? = 0, and 

H^{R^) is spanned by strictly negative solutions to $/? = 0. 

In general, ^''(M*,^) = A:{x^|/3 € F$,a,F/j = 0}, with the /?<^-module 
structure given by 

\ 0 , otherwise, 

for 7 € £;»,x^ € W(M*,c). 
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7.6 Corollary, (a) (Hochster [94]) iZ ,̂ is Cohen-Macaulay, and (b) for 
any specialization of R^ to an N-grading, degF(i?4»,7) < 0. 

Proof, (a) We must show that if /? € ^ $ and Vp ^0 then Vp is acycUc. 
Assume that /3 satisfies these hypotheses. We will sketch an argument 
that r^ is in fact a ball. We may assume P ^ E^, since if 0 £ E^ then 
Fp = V*. Stand at point /? in the d-dimensional vector space spanned by 
the cone C^, and look at V. It is not hard to show, since Fp ^ 0, that the 
faces oiV visible from 0 (regarding C^ as opaque) form a (d--2)-ball. The 
faces F you don't see are those such that supp_ /? C supp F. Passing to 
the dual poly tope V*, the non-visible part of V goes to Tp. By polytopal 
duality Tp is a ball (and hence acyclic). 

(b) Part (a) gives that F{R^, X)oo = {-IYF{H'^{R^),X). Thus, 
F(i?^,A)oo has no exponents > 0, so as before we conclude that the 
Hilbert function of R^ has no exceptional values. D 

Thus we have also proved Corollary 5.12. An analogue of Corollary 
5.12 for symmetric magic squares follows in the same way. 

While the modules M^^a niay fail to be Cohen-Macaulay in general, 
some of them which are "close enough" to R^ are in fact Cohen-Macaulay. 
Let us mention some results in this direction. 

7.7 Corollary. Suppose there exists 7 = (71 , . . . , 7„) € Q"", —1 < 7i < 0, 
such that $ 7 = a. Then M^^ is Cohen-Macaulay. 

Proof. Let $/3 = a, /3 G E$,a. Then <I>(̂  - 7) = 0 and supp_ (3 = 
supp_(/3 — 7). Tp depends only on supp_ /?, so Vp = Tm{^-'y)^ where m 
is chosen so that m(/3 — 7) is integral. Since R^ is Cohen-Macaulay the 
complex Trri{p~'y) is empty or acyclic. Hence, so is Tp and we are done. D 

As an aside we mention that given $ = [piP2 • • * Pn] the number of a's 
satisfying the hypotheses of the previous corollary equals 

Y^ {~IY~^ g.c.d. (j X j-minors of [̂ ^ • • • ^ J ) . 

lin. indep 

7.8 Corollary. Let $ = [a i , . . . , a s , -61 , . . . , -6^ ] , â ,6<, > 0, s,t > 0. 
Thus, d — dimjR^, = s-\-t—l. Let^ r] = a stand for ^a^x^—Y,bjyj = a. 
Then for 0 < i < d: 

H\M^^^) 

r fc , if i = s, and ^ uA = ^ for some x < 0 and y > 0 

k , ifi = t, and $ p = a for some x > 0 and y < 0 

0 , otherwise . 
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Consequently, 

depth M^^a = S 

0 , 2/M4>,a = 0 

5 , if 3 solution x <0, y >0 

i , if 3 solution a; > 0, j / < 0 
I 5 -h ^ — 1 , otherwise . 

The proof is based on topology — it is possible to compute the com
plexes r^ explicitly. Note that the middle two conditions are mutually 
exclusive; if there exists a solution x < 0, y > 0 then a < 0 and in the 
other case a > 0. 

In conclusion we mention the following result, though no applica
tions of it have yet been found. It was discovered independently by M. 
Hochster, the author, and perhaps others. 

7.9 Theorem. Let E C N"* be a finitely-generated monoid. Let G C 
Z^ he a finitely-generated "E-module," ie . , E + G C G. Let R = kE 
and M = kG. Let V = {A?/?2J • • • > A} Q E such that R is integral 
over k [x^^, x^^,. . . , x̂ * | (the subalgebra generated by the x^* ^s). Let A = 

^[yi? ?/2» • • •, yt] -^ ^ [x^^, x^2 ̂  ^ x^A be the surjection given by yi H-> X^* . 
(Thus M is a finitely-generated A-module.) Ify^G, define a simplicial 
complex Ay on the vertex set V having faces { A j , . . . , A^} such that 7 — 
Ai Pir^ G. Then the Betti numbers pfiM) := dim^ Tor,^(M, A;) 
satisfy _ 

^ ^ ( M ) = 5 : d i m , / f , ^ i ( A ^ ; A ; ) . 
7€G 

8 Reciprocity 

Some reciprocity theorems in the theory of linear diophantine equations 
which were originally proved by combinatorial methods find a pleasing 
explanation in the setting of Cohen-Macaulay modules and local coho-
mology. For instance, the formula 

FilU^XU^i-lf E ^̂  
S U P P ^ /?S=BUpp V 

first proved in 1973 [147, Thm. 4.1] now follows from the reciprocity of lo
cal cohomology (Theorem 6.4), the Cohen-Macaulayness of /?$ (Corollary 
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7.6), and Corollary 7.5. In the same way we could derive the following for
mula, implicit in [148, Thm. 10.2]: If there exists a 7 = (71 , . . . , 7n) € Q", 
~1 < 7i < 0, such that $ 7 = a, then 

î (M*,a,A)^ = (-l)'' 5 A^ (3) 

8Upp_ /?=SUpp V 

In fact, it is clear from the previous section that the following more general 
statement is valid. 

8.1 Theorem. / /M^,^ is Cohen-Macaulay then (3) holds. 

Leaving the Cohen-Macaualy case the formula (3) will in general fail. 
However, using the local cohomology expansion one can still get an exact 
formula revealing the error. 

8.2. Reciprocity Theorem. Let d — dimM^*,^ fl^<^ ̂  = depth M^^^. 
Then 

F(M^,«,A)^ = ^ ( - i r X: (dimfcifd-.-i(r/j;A:))A^ 

= 5 x(^^)A^ 

where x denotes reduced Euler characteristic. 

Proof. Insert the formula for F{W{M^^a)i^) obtained from Theorem 
7.3 into the reciprocity formula of local cohomology (Theorem 6.4). D 

The main term (z = d) corresponds to the right hand side of (3) and 
the other terms are corrections. It is now evident when these corrections 
vanish. In particular, Cohen-Macaulayness is not necessary for (3). 

8.3 Corollary. (3) holds if and only if for all /? € E^^a such that F^ 7̂  0, 
we have xi^/s) = 0-

Let P{n) e C[n], degP = d - 1, and let 

F{x) = Y^ P{n)x'' = W{x){l - x)-^ , degW <d. 
n>0 

The following reciprocity theorem is actually true not just for polynomials 
P{n), but for functions E L i Piip)!"^^ where P^{n) e C[n] and 0 ^ 7, € C. 
However, we will only need the polynomial case. Even more general 
results were given in [137, §44] and [140, §3], with an explicit statement 
of Theorem 8.4 itself for functions J2 Pt{T^)l? appearing in [138, p. 5]. 



44 I. Nonnegative Integral Solutions to Linear Equations 

8.4 Theorem. F{x)^ = -ErKO^W^"*-

Proof. Consider the C[a:]-module {EneZ / ( ^ ) ^ " \f :Z-^C}. Let G{x) = 
EneZ ^(^)2;'^. Since the dth difference is 0 for a polynomial of degree 
d - 1, i.e., Eto{-^y~'{f)P(^-^i) = 0 for all n, we get (1 -2:)^G(a:) = 0. 
Hence, W{x) = (1 - XYF{X) = - ( 1 - x)^ En<o i^(n)x'* which shows that 
F{x) and — ]Cn<o -P(^)a:^ are equal as rational functions. D 

9 Reciprocity for integer stochastic 
matrices 

Let us once more return to the problem of enumerating magic squares. 
Recall that Hn{r) denotes the polynomial which for r > 0 counts the 
number of n x n N-matrices having Une sum r for all lines (i.e., rows and 
columns). Also, for r < 0 let Hnir) be the number of n x n matrices 
of strictly negative integers having constant Une sum r. Set F{x) := 
lCr>o Hn{r)x^, By our earlier reciprocity results 

r<0 

and by Theorem 8.4, 

r<0 

Hence, Hn{r) = (—l)"'"^/f„(—r) for all r < 0. There exists a simple 
transformation between the positive and strictly negative cases as follows: 
M is an N-matrix with line sum r if and only if —M — J is a matrix of 
strictly negative integers having line sum —n — r, where J is the n x n 
matrix of all Ts. This bijection shows that Hn{r) = //«(—^ — ^)- Hence, 
we conclude that 

Hn{r) = ( ~ i r - ^ H „ ( ~ n - r ) , and 

Hni-l) = Hn{-2) = . . . = H n ( - n + l ) = 0 . 

All parts (i)-(iv) of the Anand-Dumir-Gupta conjecture have now been 
verified. We remark that with this information it is possible to explicitly 
determine the polynomials Hn{r) for small values of n. For instance, 
for the case n = 3 (first done by MacMahon) we know that H3(~l) = 
H3{-2) = 0, HsiO) = H3(-3) = 1 and H^il) = Hs{-4) = 6, and being a 
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polynomial of degree (3 - 1)^ = 4 these six values determine H^{r). With 
the aid of a computer Hn{r) has been explicitly computed up to n = 6 
[102]. 

10 Rational points in integral polytopes 

A topic closely related to the theory of linear diophantine equations is 
that of integral convex polytopes, which we will now mention in passing. 
Let P C M^ be a convex d-dimensional poly tope with vertices Z^. For 
m > 0 let 

i{r^m) = # { a € P | m a € Z ^ } , 

i(p, m) = #{a er-dV\maeZ''} . 

For instance, if V is the square in M^ having vertices (0,0), (1,0), (0,1) 
and (1,1) then i{V,m) = {m + lf andI(P ,m) = ( m - l ) ^ . The following 
result is due to Ehrhart [69] [70] (made more precise by Macdonald [117] 
[118]). It also follows from [147], was proved independently in [124] and 
[158], and is a simple consequence of Corollary 3.7, Corollary 7.6(b), 
Theorem 8.1, and Theorem 8.4. 

10.1 Theorem. i{V,m) andi{V,m) are polynomials of degree d^ i{V,0) 
= 1, and i{V, m) = ( - l )^ i (P , - m ) . 

10.2 Example . Let V = Q>n = {doubly stochastic n x n matrices} C M'̂  . 
fin is a convex polytope of dimension (n — 1)^, and by the Birkhoff-
von Neumann theorem its vertices are the permutation matrices. One 
finds that 2(il„,m) = #{n x n N-matrices with constant line sum m} = 
Hn{m) and iiVin, m) = #{n x n P-matrices with constant line sum m} = 
Hn{—'m). Thus the earlier results on the enumeration of magic squares 
(Anand-Dumir-Gupta conjecture) can also be derived via the preceding 
theorem. 

10.3 Theorem. Let d = n. Then i{V,m) — (vol V)vfi^-\- lower terms. 

Proof. Fix m > 0. For every a E V such that ma E li^, surround a by 
a d-dimensional cube of side m"^. There are by definition i{V,ra) such 
cubes, each of volume m.~^. Hence, essentially by the definition of the 
Riemann integral, we get lim„i^oo iiV, m)m~'^ = vol 7 .̂ D 

10.4 Corollary. Any d values ofi{V,m), m > 1, orz{V,m), m > 1, 
determine the volume ofV. 
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For instance, for d = 2 we see that volP is determined by i{V, 1) and 
i{V,l). Such a result was proved by Pick [136] for nonconvex polygonal 
regions, and Pick's theorem can be obtained by subdivision from the 
convex case considered here. Observe that in terms of d H-1 consecutive 
values of i{V^ m) we have 

d 

vol^ = irE(-l) '" ' ( !) i (^>^ + J') 
j = 0 

11 Free resolutions 

For further developments we shall need to review again some algebraic 
background. Let /? be a finitely-generated N"*-graded fc-algebra and M a 
finitely-generated Z"^-graded i?-module. As usual M can be regarded as 
a finitely-generated module over a polynomial ring A. If xi, X2,. . . , x^ G 
H{R^) generate i?, then make the surjection A = fc[yi,y2) • • jj/s] —^ 
R^Vi -̂-> Xi, degree-preserving by setting degj/j = degx^. 

11.1 Definition. A finite free resolution (f.f.r.) of M (as a graded A-
module) is an exact sequence 

0-> A t - ^ ^ A e - i - ^ ^ ^ ^ ^ A ^ _ ^ A o - i ^ M - ^ 0 (4) 

where the A '̂s are free finitely-generated graded A-modules: 

K = A{au) e A{a2t) ® • • • 0 A{aq^^) , a^i e IT" , 

and A{Q) = A with grading A{pL)^ = V4^_Q, and where the maps (t>i are 
degree-preserving. 

The homological dimension of M, hd>i M, is the minimal t possible in 
(4). By the Hilbert syzygy theorem hdA M < s ^ d im^. The following 
sharper result is due to Auslander and Buchsbaum. 

11.2 Theorem, hd^i M = s - depth M. 

The f.f.r. (4) is said to be minimal if each Â  has smallest possible 
rank (it can easily be shown that these ranks can be simultaneously min
imized). If (4) is minimal let I3^{M) := rank A .̂ An equivalent definition 
of the Betti numbers p^ is ^,^(M) = dim*: Torf (M, k). 

The Hilbert series can be read off immediately from any finite free 
resolution (4). 
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11.3 Theorem. F{M,X) = ^ ( -1 )*F(A„A) 
t=0 

11.4 Example. Let A = k[x,y,z,w], R = A/{xyz,xw,yw,zw), and for 
simplicity let degx = degt/ = degz = degw = 1. Consider the following 
f.f.r. of R: 

0 <^3 A' <f>2 01 

[z -y X 0] 0 
0 
0 
w 

y 
z 
0 

-yz 

—X 

0 
z 
0 

0 • 

—X 

-y 
0 J 

xyz] 
xw 
yz 

- z'^ J 

R-*0 

This f.f.r. can quickly be seen to be minimal (assuming it is indeed an 
f.f.r.) using the following criterion. 

11.5 Proposi t ion. An f.f.r. is minimal if and only if no matrix entry 
belongs to k*. 

The degrees of basic elements in the above f.f.r. are 

^A 

4 3,3,3,4 3,2,2,2 

A 

0 

R 

so we can read off the Hilbert series 

F{RA) = (1 - \Y 

Now hdA i? = 3 = 4 - depth i?, so depth i? = 1. But dim R = 2,soR'\s 
not Cohen-Macaulay. 

If a Hilbert series has been computed by other means it is not in 
general possible to decompose as to see the Betti numbers. For instance, 
with A and i? as in the previous example let Ri = A/{xz, xw, yw). Then 
F(i?i, A) = F(i?, A) = ( 1 - A ) - ^ ( 1 - 3 A 2 + 2 A 3 ) , but Ri is Cohen-Macaulay 
and R is not. From the numerator 1 -3A^-I-2A^ of F{R, A) it is impossible 
to determine (without further information) the "correct" decomposition 
1 - (3A2 + A3) + (3A3 + A )̂ - X\ 
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12 Duality and canonical modules 

An f.f.r. (4) can be dualized by applying the functor Hom^(-,i4). If 
A = A{ai)®' • '®A{ag) then A* = EomA{A,A) = i 4 ( - a i ) e - • •©>l(~a^), 
so A* is a free module of the same rank but with a different grading. AH 
arrows are reversed, and the matrices expressing these arrows change 
to their transposes. For instance, the dual of the f.f.r. of the preceding 
example is as follows: 

0 ^0 ^A 

[xyz xw yw zw] 
0 
y 

—X 

0 

^A* n 0 
0 0 
z 0 
0 z 

-X -y 

w' 
tjz 

0 
0. 

z"] 
-y\ 

X 

oj 
Clearly <̂ *̂ .i<̂ * = 0, so the dualized resolution is a complex, but it is in 
general not exact. The homology of a dualized (minimal) free resolution 
of an i?-module M, considered as A-module, is one of the fundamental 
functors of homological algebra (which is independent of the free resolu
tion, minimal or not). 

12.1 Definition. Ext\{M,A) = ker(^*^i/im<^*. The injective hulloi 
k as a.n A = fc[z/i,..., j/sj-module is EA{k) = fc[t/f ^ , . . . , yj^]. This given 
we define the (Matlis) dual module of any Z'^-graded i4-module M by 

M^ = Hom^(M,£;4(fc)) . 

M^ is made into a graded module by saying that <̂  : M -> JByi(fc) has 
degree a if ^(M/j) C EA{k)i3-a for all /? G Z"*. The module M^ is always 
artinian (i.e., satisfies the descending chain condition on submodules), 
but will not be finitely-generated unless M is artinian (which is the same 
as dimfc M < oo since we are assuming M is finitely-generated). 

Fact 1. F(M^, A) = F(M,A-^). 

Fact 2. M^^ = M, the A^-adic completion of M. 

12.2 Example. Let A = k[x,y], R = A/{xy), degx = (1,0) and degy = 
(0,1). A homogeneous fc-basis for RY consists of those 0 : /? —> fc[x~^, y"^] 
such that 0(1) = 1 or 0(1) = a:""",n > 0, or 0(1) = y^^.n > 0, since we 
cannot have negative exponents of both x and y appear in the image of 
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the element 1. Thus, 

F{R\X) = 1 + E ( V + A2^) , and 
n>0 

FiR,\) = l + E W + 2̂) • 
n>0 

The functors Ext and ^ are related to local cohomology by the follow
ing remarkable result [87, §6] [48, Ch. 3.5 and Thm. 3.6.19]. 

12.3 Local Duality Theorem. Ext\{M,Ay = H'-'{M). 

Let M be a Cohen-Macaulay module of dimension d with a minimal 
free resolution 

0 > At - ^ ^ At-i - ^ ^ ^ ^ ^ Ao > M > 0 . 

Let fi(M) = coker (/>* = A; ' / im0; = Ext7^(M, A). Equivalently, fi(M) 
is the unique finitely-generated i?-module whose completion Q(M) = 
fi(M) ®R R is isomorphic to H'^iM'^). Then 

0 > A* - ^ ^ A* > ^ A* > Q{M) -^ 0 (5) 

is an exact sequence, because Cohen-Macaulayness ensures that W{M) ^ 
0 only for i — d, hence by local duality Ext^(M, A) ^ 0 only for i = 
s — d = hd^ M = t. In fact, (5) is a minimal free resolution of rt{M). 
f](M) is called the canonical module of M, and it can be shown directly 
that as an /?-module f2(M) is independent of A. It is seen from (4) that 
the Betti numbers of 0(M) are the reverse of those of M: 

A^(Q(M)) = /3,^(M), t = h d ^ M . 

Q{M) has a natural Z^-grading such that F(Q(M), A) = ( - l ) ^ F (M, 1/A) 
as rational functions. In the following table we record the way that the 
Hilbert series varies with the fundamental modules associated with the 
Cohen-Macaulay module M. The subscripts 0 and oo signify expansion 
of a rational function around the origin and infinity respectively. 

Module 

M 

M^ 

fi(M) 

Q{My = H'^{M) 

Hilbert series 

F(M,A)o 

F{MM\)^ 

{-\YF{MMX), 

i-ir F{M,XU 

= Yla l^a^ 

= zZa f^a^ 

— 2Za '^ot^ 

= Ea/laA-" 
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Define the socle of a module M by soc M := {u e M \ R^u = 0}. It 
follows from noetherianness that dimjb soc M < oo. 

12.4 Theorem. Let M be a Cohen-Macaulay module of dimension d 
over A = k[xi^..., x^]. Then the following numbers are equal: 

(a) PtaiM) 

(b) the minimum number of generators of Cl{M) (as an A-module or 
an R-module) 

(c) dimifeSocif''(M) 

(d) diTcik soc M/{6iM H h OaM) for any h.s.o.p. 0 i , . . . , ^d-

Proof. The equivalence of (a), (b) and (c) follows from properties men
tioned earlier, such as (l{M) = H^{My, etc. (c) equals (d) by straight
forward use of the long exact sequence for local cohomology. D 

The number just characterized is called the type of M. 

12.5 Theorem. Let R = A/1 be Cohen-Macaulay. Then the following 
are equivalent: 

(a) type fl = 1, 

(b) Vt{R) = R (up to a shift in grading), 

A Cohen-Macaulay ring of type one is said to be Gorenstein. Thus a 
minimal free resolution of a Gorenstein ring is "self-dual." In particular, 

12.6 Theorem. If R is Gorenstein then for some a G Z"*, 

F ( i l , l /A) = (-l)''A°F(i?,A). 

Proof. F{R, l/A)o = (-l)<'F(n(i2), A) = (-1)''A°F(il, A). 
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If m = 1 and R is Gorenstein with Hilbert series 

'^'*'"= n?=,(i-A^.) • '^'"'-

then by the previous theorem hi = ht-t, i = 0 , 1 , . . . , t, and a = ^ — E7t = 
degF = max{j |//'^(fl)j 7̂  0}. Also, if a > 0 and each 7, = 1 then a 
is the last value where the Hilbert function and the Hilbert polynomial 
disagree. 

The converse to the preceding theorem is false. For instance, the ring 
k[x,y]/{x^,xy,y'^), degx = degy = 1, is Cohen-Macaulay, artinian and 
F{R^ A) = X^F (i?, 1/A), but is not Gorenstein. For a reduced counterex
ample one can take k[x,y,z^w]/{xyz^xw,yw). In the positive direction 
the following can be said [155, Thm. 4.4]. 

12.7 Theorem. / / R is an N^-graded Cohen-Macaulay domain, then 
R is Gorenstein if and only if F{R,X) = (—l)^A"F(i?, 1/A) for some 

Let us now review a few more facts about canonical modules of Cohen-
Macaulay rings. Two references are [88] and [48, Ch. 3]. 

12.8 Theorem. Q(i?) is isomorphic to an ideal I of R if and only if Rp 
is Gorenstein for every minimal prime p (e.g., if R is a domain). 

If m = 1 we can obtain an isomorphism fl{R) = I as graded mod
ules, up to a shift in grading. This is in general false for m > 1. 
Take R = k[x,y,z]/{xy,xz,yz), degx = (1,0,0),degy = (0,1,0) and 
deg2: = (0,0,1). Then i? is a Cohen-Macaulay ring, the localization at 
every minimal prime is a field, and Q,{R) = {x — y,x — z), but there is no 
way of realizing f2(/?) as a homogeneous ideal. However, if m > 1 and R 
is a domain one can realize fi (/?) = / as graded modules up to a shift in 
grading. 

12.9 Theorem. If Vt{R) ^ / then R/I is Gorenstein and either I = R 
or dim R/I = dim R— 1. 

12.10 Theorem. Let61,... ,9d be an h.s.o.p. forM andS = k[9i,... ,9^]. 
Then n(M) ^ Hom5(M, 5). 

The isomorphism here is as i?-modules. There is a standard way of 
making Hom5(M, 5) into an ii-module: ii x e R, (f) E Hom5(M, 5) and 
u E M, define {x(/)){u) = (f){xu). 
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13 A final look at linear equations 

We shall now return for the last time to the rings R^ of linear diophantine 
equations. Recall that $ is an r x n Z-matrix of maximal rank, E^ = 
{/? G N"* I $ ^ = 0} and R^ = kE^, the monoid algebra of £"$ over A:. 
The following discussion could be extended to the modules M^^a, but for 
simplicity we consider only R^ which is always Cohen-Macaulay. Assume 
there exists p e E^ such that /? > 0. Recall that //^(i?$) ^ k{x^ \ $/? = 
0,/3 < 0} and that in general Cl{M) = //^(M)^. 

13.1 Corollary. n{R^) ^ k{x^\(3e E^, (3 > 0}. 

Thus, fi(i?<>) is isomorphic to an ideal in /?$. Since R^ is a domain 
we know n(i?$) can in fact be reaUzed as a graded ideal, and the above 
corollary identifies this ideal. 

13.2 Corollary. R^ is Gorenstein if and only if there exists a unique 
minimal p > 0 in Ei^ (i.e., 2/7 > 0, 7 € -E"̂ , then j — (3 >0). 

13.3 Corollary. R^ is Gorenstein if ( 1 , 1 , . . . , 1) 6 E'̂ *. 

The last result has a nice equivalent formulation in terms of invariant 
theory: if T C SLn{k) is a torus acting on R = k[xi,..., Xn], then R^ 
is Gorenstein. In this connection we would like to mention the following 
conjecture of Hochster, Stanley and others: If G C SLn{k) is linearly re
ductive, then R^ is Gorenstein. This is known to be true for finite groups 
(Watanabe [183]), tori (just shown) and semisimple groups (Hochster and 
Roberts [96]). However, a counterexample was given by Knop [112] (see 
also [48, Exer. 6.5.8]). Also, R^ is known to be Cohen-Macaulay for any 
hnearly reductive G C GLn{k) (Hochster and Roberts [96]). For further 
information see [48, §6.5]. 

Finally, consider again the algebra of magic squares. Let £̂ $ be the 
set of n X n N-matrices having equal line sums. 

1 . . . 1 

1 . . . 1 
E Eip , hence R^ is Gorenstein, 

hence Hn{R) = (~l)^-^/fn(-n - r) 

Conversely, if the last equality is proved combinatorially, which can be 
done, then F(i?4», A) = (~l)^A"F(i2*, 1/A), which by Theorem 12.7 im
plies that R^ is Gorenstein since i?^ is a domain. The same arguments 
go through also for symmetric magic squares. 



Chapter II 

The Face Ring of a Simplicial 
Complex 

1 Elementary properties of the face ring 
Let A be a finite simplicial complex on the vertex set V = { x i , . . . , x^}. 
Recall that this means that A is a collection of subsets of V such that 
FCGeA=>FeA and {x^} e A for all Xi e V. The elements 
of A are called faces. If F G A, then define d imF := \F\ — 1 and 
dim A :== maXireA(dim F). Let d = dim A 4- L Given any field k we now 
define the face ring (or Stanley-Reisner ring) A;[A] of the complex A. 

1.1 Definition. A:[A] = k[x\,..., x-n\/I^, where 

/A = {Xi^X^^"'Xi^ \ii<i2<"' <ir y {Xi^,X,^,...,X^^] ^ A) . 

1.2 Example. Consider the following plane projection of a triangulation 
of the 2-sphere 

Here I^ = (0:10:4, XiXe, X3X4, 0:2X5X6, ^20:30:5). 

1.3 Theorem, dim ^[A] = 1 -f dim A = d. 
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Proof, dim A:[A] = maximal cardinality of an algebraically independent 
set of vertices x , j , . . . , Xij = maximal cardinality of any face. D 

Let fi be the number of i-dimensional faces of A. Since 0 G A (unless 
A = 0) and dim0 = ~ l , we get / - i = 1 for A ^ 0. Also, /o = |V|. 
The d-tuple / (A) = (/o,/i , • - • , /d-i) is called the f-vector of A. The 
theme for much of the following is to glean combinatorial information on 
/-vectors from algebraic information on face rings. 

1.4 Theorem. Define degx, = 1. Then 

H{k[/^lrn)=l^a^i^fm^l\ ^ 
m = 0 

m > 0 

Equivalently, 

Note that the expression J2 fiC^J) evaluated at m = 0 gives the Euler 
characteristic of A. Thus, the Hilbert function of A;[A] lacks exceptional 
values if and only if x ( ^ ) = 1. To prove the above theorem it is easiest 
to work with a finer grading and then specialize. Define the fine grading 
of A;[A] by degXj = (0 , . . . , 0 ,1 ,0 , . . . , 0) € Z", the ith unit coordinate 
vector. Let suppx^^x^^ • • •x '̂* = {xi|ai > 0}. Clearly, all monomials 
u = Xi*X2̂  • • •x^'' such that suppix € A form a fc-basis for fc[A]. By 
counting such monomials u according to their support F € A we arrive 
at the following expression for the Hilbert series of the fine grading: 

F(MA],A)=i: n A r -

Now replace all Aj by A to obtain Theorem 1.4. 

2 / -vectors and /i-vectors of complexes 
and multicomplexes 

What can be said in general about /-vectors of simplicial complexes? 
There is the following characterization given independently by Schiitzen-
berger, Kruskal and Katona in response to a conjecture by Schiitzenberger 
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(see [85] for references). This result is known as the Kruskal-Katona the
orem, since it was not reahzed at first that Schiitzenberger [143] actually 
had the first proof. Given two integers, ^, z > 0 write 

A unique such expansion exists. Define 

2.1 Theorem (Schiitzenberger, Kruskal, Katona). A vector (fo^fi, 
• • • 1 fd-i) ^ Z^ is the f-vector of some [d — 1)-dimensional simplicial 
complex A if and only if 

0 < A+i < //^^'^ , 0<t<d~2. 

For instance, for i = 0 : / i < /Q = ("̂ ĵ- Theorem 2.1 is proved using 
the following construction. List all i-element subsets ai < a2 < • • • < ai 
of N in reverse lexicographic order. For instance, for i = 3 the list starts 
012, 013, 023, 123, 014, 024, 124, 034, 134, 234, 015, 0 2 5 , . . . . Given 
/ = (/o, / i , . . . , /d-i) , ft > 0, let A/ = {0} UUto {first / , (z-f l)-element 
sets in above order}. One then verifies that the following are equivalent: 

(i) / is the /-vector of a simplicial complex A, 

(ii) A/ is a simplicial complex, 

(iii) / ,+i<y;^^^ ' \z = o , i , . . . , d - 2 . 

The difficult implication is (i) =^ (ii). For a nice proof of Theorem 2.1, 
see Greene-Kleitman [85, Sect. 8]. 

Along with simplicial complexes we shall need the more general no
tion of multicomplexes. A multicomplex F on V = {x i , . . . , Xn} is a set of 
monomials x?^ • • • x^"" such that u eT, v\u implies v EF. SO a simplicial 
complex corresponds to the case of squarefree monomials. Multicom
plexes are sometimes called "semisimplicial complexes" by topologists. 
For a multicomplex F, let h^ := jf={u G F | degu = z}, and define the 
h-vector /i(F) = (/IQ, / i i , . . •)• An /i-vector may be infinite, and if F f̂  0 
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then ho = 1. If /î  = 0 for i > d we also write h{T) = {ho,..., /id). A se
quence {ho, / i i , . . .) which is the /i-vector of some nonempty multicomplex 
r will be called an M-vector (after F. S. Macaulay, because of Theorems 
2.2 and 2.3). 

Recall the definition of i^*\ and define in analogy with the earlier 
notation 

2.2 Theorem (essentially Macaulay [113]). {ho,hi,,..) is an M-
vector if and only if ho = I and 0 < hi^i < h;^\ i> I. 

Just as in the case of simplicial complexes, list all monomials of degree 
i in reverse lexicographic order. E.g., for i = 3: 

3 2 2 3 2 2 2 
X j , X-^X2, X\X2, *̂ 2» '^I'^Si »̂ 1*̂ 2»̂ 3» »̂ 2*̂ 3> •̂ 1*^3) • • • • 

Given h = {ho, /ii,. •.) with ho = 1, let Th = Ut>o {first ht monomials of 
degree i in above order}. To prove Theorem 2.2, one then verifies that 
the following are equivalent: 

(i) h is an M-vector, 

(ii) r^ is a multicomplex, 

(iii) 0<hi^i <hi'\i> 1. 

Again, the difficult implication is (i) => (ii). Concerning the proof, 
Macaulay [113, p. 537] states: "The proof of the theorem . . . is given 
only to place it on record. It is too long and complicated to provide 
any but the most tedious reading." Macaulay's assessment is certainly 
accurate. Simpler proofs were given by Sperner, Whipple, and finally 
Clements and Lindstrom. Clements and Lindstrom [57] in fact prove a 
"generalized Macaulay theorem" which contains both the Kruskal-Katona 
and the Max:aulay theorems as special cases. 

The preceding enumerative considerations are closely related to the 
topic of Hilbert functions of graded algebras. 

2.3 Theorem (Macaulay [113]). Let R be an N-graded k-algebm gen
erated by Xiy... ,Xn € H{R-^). Then R has a k-basis which is a multi-
complex on {Xi, . . . , Xn)' 
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To prove this result one puts the monomials in x i , . . . , x^ into reverse 
lexicographic order, selects a fc-basis for R by taking the lexicographically 
earliest linearly independent subsequence of monomials, and then one 
shows that this basis forms a multicomplex. For details, see [155, Thm. 
2.1]. 

2.4 Corollary. Fix a field k. Let H : N -^ Z. Then the following are 
equivalent: 

(i) (i/(0), iy(l), ..,)is an M-vector, 

(ii) there exists a graded algebra R = RQ® Ri® • --, generated by Ri, 
such that H{R^i) — H{i). 

Proof, (ii) => (i) is immediate from the previous theorem. 
(i) => (ii): Let F be a multicomplex on {x i , . . . , Xn} such that /i(F) = 

(i/(0), / / ( I ) , . . . ) , and let R = k[xu .. •, Xn]/ {x^'... < " ^ F). D 

Now we define the /i-vector of a graded algebra. Let R = Ro®Ri®" -
be generated by i?i, dimi? = d. Thus, 

F ( f i , A ) ^ ^ ° + ^_^^^+-", ho + hX + .-.eZ[X]. 

Call the vector h{R) = {ho, hi,... ,hi) the h-vector of R, where /ij = 0 
for i > L Thus two vectors that differ only in the number of traihng O's 
are considered equivalent in this context. 

2.5 Corollary. Fix d > 0. Let {ho,..., /i^) € 2^"^^ The following are 
equivalent: 

(i) {ho,... ,hi) is an M-vector 

(ii) there exists a d-dimensional Cohen-Macaulay graded algebra R = 
Flo® R\® ' • 'j generated by Ri, such that h{R) = (/IQ, ,.. ,hi). 

Proof, (i) => (ii): Let 5 = 5o © • • • © 5^ be generated by 5i, with 
H{S,i) = h^ (by the previous theorem). Let R = 5 [x i , . . . ,Xd]. Then 
R is Cohen-Macaulay; for a regular sequence of length d we can take 
Xi , . . . , Xd; and when we mod out by them we are left with S. 

(ii) => (i): Let 6i,... ,9d be an h.s.o.p. for R with deg^^ = 1. (Such 
a choice is always possible if the ground field k is infinite. If k is fi
nite one may need to pass to an infinite extension field, which does 
not affect the Hilbert function or the Cohen-Macaulay property.) Let 
S = R/{eu . . . , Od). Then F{R, A) = (1 - A)-^F(5, A), so /i, = H{S, i) 
and {ho,... ,hi) is an M-vector. D 
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Having previously defined the /i-vectors of multicomplexes and graded 
rings, we now define the h-vector of a simplicial complex A as follows: 

h{A) := h{k[A]) . 

One observes that /i(A) is a finite vector, in fact, /i, = 0 for i > d = 
dim A + 1 . This definition is equivalent to the following explicit expression 
for /i(A) = (/lo, / i i , . . . , hd) in terms of the /-vector (/o, / i , . •., fd-i) of A 
(letting /_i = 1): 

For example, if A is the boundary of an octahedron then / (A) = (6,12,8) 
and h{A) = (1,3,3,1). Three observations are immediate: 

(1) hd = (—l)^~^x(^)» where x denotes reduced ^uler characteristic, 
i.e., x(A) = E,>- i (~l)7z = Ei>-i(- l )Mim,i / i (A;fc) , 

(2) ho + hi-\ -f /id = fd-i, and 

(3) knowing the ft-vector of A is equivalent to knowing the /-vector of 
A. 

3 Cohen-Macaulay complexes and the 
Upper Bound Conjecture 

3.1 Definition. A is a Cohen-Macaulay complex (more precisely: 
Cohen-Macaulay over k) if the face ring fc[A] is Cohen-Macaulay. 

3.2 Corollary. If A is Cohen-Macaulay, then ft(A) is an M-vector. 

Consider the following simplicial complex A: 

/ (A) = (6,8,3), so ft(A) = (1 ,3 , -1 ,0) . This is not an M-vector, so A 
is not Cohen-Macaulay. 

A weak converse to Corollary 3.2 is also true, and we get the follow
ing result which can be called a "Kruskal-Katona theorem" for Cohen-
Macaulay complexes. See [152, Thm. 6]. 
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3.3 Theorem. Let h = {ho.hi,.., ,hd) € Z^'^^ Then there exists a 
{d— 1)'dimensional Cohen-Macaulay (or shellablCj as defined in Chapter 
3,2) complex A for which h{A) = h if and only if h is an M-vector. 

As a motivation for studying Cohen-Macaulay complexes we want 
to mention the Upper Bound Conjecture for spheres. This concerns the 
question: Suppose the geometric realization | A | is homeomorphic to the 
{d — l)-dimensional sphere S^~^ Then given /o(A) = n, how large can 
/i be? In order to formulate the conjectured answer we must review the 
notion of cyclic polytopes. 

For n > d let C{n^ d) be the convex hull of any n distinct points on the 
curve {(r, r ^ , . . . , r*̂ ) G M^ | r E M}. The combinatorial type of the cyclic 
polytope C{n, d) is independent of the n points chosen, and dim C{n^ d) = 
d. Cyclic polytopes have been investigated by Caratheodory, Gale, Motz-
kin, Klee, and others. Here are some known facts. 

(a) C{n^d) is simplicial (i.e., every proper face is a simplex), so the 
boundary dC{n,d) defines an abstract simplicial complex A(n, of) 
such that |A (n ,d ) | ^ 8^"^ 

(b) /,(A(n,d))=^)forO<i<[f]. 

(c) /o, / i , . . . , / [ | ] - i determine / u i , / r^ j^ i , . . . , fa-i- This is true for 
any A such that | A | = S^~^ because of the Dehn-Sommerville 
equations hi = /id-i? 0 < i < d. 

3.4 Upper Bound Conjecture (UBC) for Spheres. / / | A | ^ S^-^ 
and /o(A) = n, then /^(A) < /i(A(n, d)), i = 0 , 1 , . . . , d - 1. 

McMullen [122] showed that A satisfies UBC if 

/ii(A) < for 0 < 2 < 
2 

The conjectured upper bound for /i(A) is true for i < [|1 by (b) and 

plausible for i > H] because of (c). The UBC for simplicial convex poly
topes was proposed by Motzkin in 1957 [129] and proved by McMullen 
[122] in 1970. However, there exist triangulations of spheres, first found 
by Griinbaum, which are not polytopal. The smallest example of a non-
poly topal sphere has parameters d = 4 and /o = 8. Kalai [106] showed 
that "most" spheres are not polytopal. Klee suggested to extend the UBC 
to all spheres, and the general result was established by Stanley [150] as 
follows. 
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3-5 Corollary. / / | A | « S"^'^ and A is Cohen-Macaulay, then UBC 
holds for A. 

Proof. /ii(A) = n — d and {HQ^ . . . , hd) is an M-vector. Hence, hi < total 
number of monomials of degree i inn — d variables = [^^^j- D 

To complete the proof of the UBC, we need to answer the question, 
when is a simplicial complex A Cohen-Macaulay? A very useful answer 
in terms of simpUcial homology was given by Reisner in his 1974 thesis 
[139]. More general results were later obtained by Hochster [95]. In 
particular, the class of Cohen-Macaulay complexes can be seen to include 
all triangulations of spheres, so the UBC for spheres follows. We will now 
look at some of these results in more detail. 

4 Homological properties of face rings 

Let A be a simplicial complex, and for F G A define the link 

l k F = { G e A | G u F G A , G n F = 0 } . 

Recall that the fine grading of the face ring k[A] is given by setting 
degXi = ( 0 , . . . , 0 ,1 ,0 , . . . , 0) € Z"", the "1" in the ith position. 

4.1 Theorem (Hochster, unpublished). Under the fine grading 

F{H\k[A]),\) = Y: dimkHi-iF\-i{\kF;k) Y[ -A—^ . 
F€A x,€F ^ \ 

The main goal of this section is to prove this fundamental result. 

4.2 Corollary (Reisner [139]). A is Cohen-Macaulay over k if and 
only if for all F E A and all i < dim(lkF), we have Ht{lkF\ k) = 0. 

Proof. By Hochster's theorem and Theorem 6.3 of Chapter I, A;[A] is 
Cohen-Macaulay if and only if Hi^\F\^i{lkF]k) = 0 for a lH < d and 
all F € A. Assume that A is pure, i.e. that all maximal faces of A 
have dimension d — 1 = dim A. Then dim (Ik F) = d — | F | — 1 for all 
F € A, so i < d if and only if i — | F | — 1 < dim(lk F) . It only remains to 
verify that A is pure if either of the two conditionsJiold. Starting from 
Hochster's condition, if \F\ < d then if_i(lkF) = if|Fh|F|-i(IkF) = 0, 
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so Ik F 7̂  0 and F must be contained in a larger face. Starting from 
Reisner's condition one observes that the same condition holds for all 
proper links, hence by induction these are pure. If dim A > 1 then 
Ho{/S) = ifo(lk0) = 0, so A is connected, and this together with the 
purity of links of vertices shows that A is pure. D 

The following result, due to Munkres [131], shows that the Cohen-
Macaulayness of A is a topological property. The homology referred to 
in the second condition is reduced singular and relative singular homology 
respectively. 

4.3 Proposition (Munkres). Let X = \A\. The following are equiva
lent: 

(i) for allF e A and all i < dim(lk F) , Hi{\k F ; k) = 0, 

(ii) for all p E X and all i < dim X = d — 1, Hi{X; k) 
^Hi{X,X-p',k)^Q, 

4.4 Corollary. / / |A| = W^~^ then A is Cohen-Macaulay. 

4.5 Corollary. The UBC for spheres holds. 

We will now prove Hochster's theorem (Theorem 4.1) on the local 
cohomology of face rings. Recall the formulation. Let A be a finite 
simplicial complex on vertices Xi, X2,.. . , Xn, and let A; be a field. Give the 
face ring R = k[A] the fine grading degXj = ( 0 , . . . , 0 ,1 ,0 , . . . , 0) € Z^. 
Let W[R) be the ith local cohomology module with the induced 77^-
grading. Then 

F{W{R\X) = E (dimfc:^._|F|-iakF)) H 7 3 ^ • 

Proof. The general plan for this proof is similar to what we did for the 
modules M$,Q. The idea is due to Hochster (unpublished), and was in 
fact our inspiration for Theorem 7.3 of the previous chapter. 
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Let /C(x°^, R) be the complex of Chapter I, Theorem 6.2. Thus 

H\R) = i/*(/C(x^,/?)) 

S3 «i 
* • * • 2—• Rx^x2.'Xn ^ 0 I l X 2 - X n 

= ker^i+i/im6, . 

Let F C {xi,X2,... ,Xn}. Write i?F for /? locaUzed with respect to 
Ux^eF^i- By inspection then 

n _ (k[{x^,x-^\x^eF}U{xj\xjelkF}], if F € A 
^ ^ " I 0 , if F ^ A . 

The latter case is clear since if we invert a set whose product is zero then 
everything disappears. For the former case, notice that if x^ ^ st F := 
{G G A IG U F e A} then Xj ^x^eF^^ = 0 in R. If F e A we can 
equiyalently write RF = k[{xi | x* € st F } U {x~^ | Xj € F}]. 

We want to compute /C(x°°, R)a for a = (ai, a 2 , . . . , a„) € Z". First, 
if suppa := {xi | a, 7̂  0} ^ A then /C(x°°, R)a is zero. So suppose that 
suppa 6 A and let F = {x, | a i < 0} and G = {x^\a^> 0}, | F | = j . Let 
us look at the rth term in /C(x°^, /?)«: 

/ 

U Rx^^ X 
U l < ••<tr 

II RF' 
I F'€A 
\ I F' I =r 

This is a vector space over k with basis corresponding to all F' D F such 
that IF ' I = r and F ' U G € A, i.e, (deleting F) to all (r - j)-.element 
faces of IkstG F (the link within st G of F) . The maps in /C(x°°, R)a are 
Koszul relations. If we fix an orientation of A these are coboundary maps 
except possibly for signs. Thus, by choosing correct signs for the basis 
elements of each (/?F)a we may identify /C(x^, R)a with the augmented 
oriented simplicial cochain complex of Ikstc F with dimension shifted by 
j -f 1. (Note that in the case of M^^a we got a chain complex, but here a 
cochain complex.) So, 

W{R)a ^ W-'-Hl^stoF) ^ :^._,_i(lkstGF) , 

(since we are working over a field). 
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4.6 Example. Let A be the 1-dimensional complex: 

o ^ 

Then/C(x°^,i?): 

If a = (0,0,0,0), then /C(x°°, i?)a is the augmented cochain complex for 
lkst0 0 = A and 

H\R)^ = :wi_i(A) . 

If a = (--2,3,0,0), then 0 - ^ 0 - ^ {Rxi)a ~^ (^iX2)a ~^ 0 is the aug
mented cochain complex for lkstx2 ^i = ^2 and 

H\R)a = :^i>2 (point) . 

Returning to the general proof, it remains to sum over all a 6 Z^. 
First observe the following simplification. If G 7̂  0, then IkgtG-F' is a 
cone over G and therefore acycUc. We may therefore assume that G = 
0^ or equivalents a < 0, so IkstG^^ = IkA^ = I k F and H'{R)a = 
//i_|/r|-i(lkF). Summing over all a we now get: 

F{H\R),X) = E E {dimkHi-\F\-i{ykF))X' 
supp a=:F 

FeA x,€F 

and the proof is complete. D 

Let A, K = {2:1,X2,... jXn}, A = /:[a:i,X2,... ^Xn] and A;[A] == ^4//^ 
be as before. Consider the Z'^-graded finite-dimensional vector space 
T, = Tor^(A:[A], A;). We would like to determine its Hilbert series. The 
answer, given by Hochster, implies a nice formula for the Betti numbers 
^•^(A:[A])==dimfcTorf(fc[A],A:). 
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4.7 Example. The complex A : [2/ o z has a minimal free resolution 

A^ > A > k[A] > 0 

[y -a:] xz 
lyz] 

with degree-preserving maps and generators of degree (1,1,1); (1,0,1) 
and (0,1,1); and (0,0,0), respectively. Consequently, 

F{To,X) = 1, 

F{TuX) = A1A3 + A2A3, 

Fin,X) = AiAsAa. 

4.8 Theorem (Hochster [95]). 

F{TuX)= Yl {dimkHiw\-i-i{Aw)) U Â  , 
WCV x,€VV 

where Aw = {F eA\FC W}, 

The proof is similar to but rather more compUcated than the preceding 
one. Let us merely check that the formula works for the given example: 

F(To,A) = dimfcH_i(0), 

F(r i ,A) = {dimkHo{l ^))AiA3+(dimfc5^o(^ o)) '^2A3, 

F{T2,X) = ( d i m * ^ o Q ^ O Z ) ) A , A 2 A 3 . 

4.9 Corollary. 0^{k[A]) = 

5 Gorenstein face rings 
Let us now turn to this question: which Cohen-Macaulay complexes A 
are Gorenstein, i.e., for which A is the face ring fc[A] a Gorenstein ring? 
Define for A on V = {xi, a:2». •, Xn}, 

coreV := {xeV \ st{x}:^V}, where st{x} = {F € A | F U {x} € A}, 

and 

core A := Acore v • 
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Thus, Av-core V is a simplex, and A = Av_core v*core A (where A'*A'' = 
{F U G\F e A\G e A"} is the simphcial join). On the ring-theoretic 
level: 

A;[A] = A:[core A][x\x eV - core V] . 

Moreover, A and core A have the same /i-vector (except for O's at the 
end). 

5.1 Theorem. Fix a field k (or Z). Let A be a simplicial complex and 
r := core A. Then the following are equivalent: 

(a) A is Gorenstein (over k), 

(b) /or a « F s r , S . ( l k p F ; *) = { * ; \l^^^^'^y 

(c) for X = | r | and all pE X, 

5,(X,fc)^//,(X,X-p;A:) = | J ' I = dimX 
< dimX 

(d) A is Cohen-Macaulay over k, and T is an orientable pseudomanifold 
over k (or even over Z, regardless of k), 

(e) either (i) A = 0, o, or o o, or (ii) A 25 Cohen-Macaulay over k of 
dimension d — 1 >1, and the link of every {d — 3)-face is either a 
circle or o—o or o—o—o, and x ( r ) = (-l)di"^r (the last condition 
is superfluous over Z or if char k = 2). 

This characterization shows for instance that the 2- and 3-point lines, 
o—o and o—o—o, are Gorenstein while the 4-point line o—o—o—o is 
not. Condition (e) was given by Hochster [95] (for fc = Z) and (b)-(c) by 
Stanley [152]. Condition (d) stems from a remark by Bjorner. 

Proof. Let as before T; = Torf (A:[A], k), dim A = d - 1 and n = \V\. 
Then, k[A] is Gorenstein if and only if F{Tn-d-^i, A) = 0 and F{Tn-~d, A) = 
OxiGM/ Ai for some W C V. One shows that W = core V and then uses 
Hochster's formula for F{Tn~d, A) to get (a) ^ (b). The rest is an exercise 
in combinatorial topology. Let us merely make some remarks concerning 
condition (d). Suppose that A is Cohen-Macaulay over k and dimP = 
e — 1. Then F is pseudomanifold if and only if every (e ~ 2)-dimensional 
face of r lies in exactjy two (e — l)-dimensional faces. Furthermore, F is 
orientable over k ^ He-iiF; k) ~ k <=> x(r ) = (-1)^"^- In particular, F 
is orientable over k if and only if it is orientable over Z. D 

5.2 Corollary. / / |A| ^ S^"^ then A is Gorenstein. 
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Let R be an N^-graded finitely-generated Gorenstein algebra. Pre
serve the usual notation and conventions, in particular hd^ R = n — d. 
Let Ti = Torf (/?, k) and F{Tn-d, A) = A«. Then, 

F(r„A) = A'^F(Tn-d^,,l/A) , 

where 1/A = (1/Ai, I /A2, . . . , 1/Am). Note that with A = 1 this gives the 
relation Pn-d-t(^) ^ Pti^)^ which was earlier pointed out. 

Now let A be a Gorenstein complex such that A = core A, and let us 
apply the preceding formula to fc[A]. In view of Hochster's formula we 
get 

wcv xtew 

= Ai A2 • • • An 5Z (^^^fc H\w\-n-{-d-^t-\ 
wcv x,€W 

(Aw)) n A. . 
wcv x^^W 

Hence, ^ 

i.e., Hj{Aw) = Hd-j^2{Av-^w) for all W' C V and all j . This is the 
Alexander duality theoremiov nonacyclic Gorenstein complexes. (A Goren
stein complex A is nonacyclic if and only if A = core A, i.e., A is not a 
cone.) 

6 Gorenstein Hilbert functions 

What can one say about Gorenstein Hilbert functions and about the h-
vectors of Gorenstein complexes? 

6.1 Definition. A sequence {ho, / i i , . . . , /is), /I5 ^ 0, is called Gorenstein 
if there exists a Gorenstein algebra iJ = /?o ® J?i © • * * generated by Ri 
such that h{R) = {ho,hi,.,.,hs)^ (Recall that this means F{R,X) = 
(1 - A)~^(ho -f /iiA -f • • • -f KX^), where d = dimiZ.) 

Prob lem 1. Characterize Gorenstein sequences. 

Let A be a Gorenstein complex with dim(core A) = e — 1. Then 
the /i-vector /i(core A) = {ho^hi,.,. ,he) is a Gorenstein sequence and 
/i(A) = {ho, / i i , . . . , /ig, 0 , . . . , 0). In contrast to the Cohen-Macaulay case 
(Theorem 3.3), not every Gorenstein sequence arises in this way (see fact 
(a) below). 
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Problem 2. Characterize the /i-vectors h{A) of Gorenstein complexes. 

It has eariier been shown that every Gorenstein sequence {ho, / i i , . . . , 
hs) is symmetric: hi = h^^i. The equations hi = h^-i^i = 0 , 1 , . . . , | L 
for the /i-vector /i(A) = (/IQ, hiy.,. ,hs) of a complex A are known as 
the Dehn-Sommerville equations. Define a Gorenstein* complex to be a 
Gorenstein complex A for which A = core A, or equivalently, for which 
A is acyclic. 

6.2 Conjecture, (/IQ, / i i , . . . , hs), where hg ^ 0, is the h-vector of some 
Gorenstein* complex A if and only if hi = hg-i for all i and (/IQ, hi — 
ho,h2 — hi,..., h[s/2] — /i[5/2]-i) is an M-vector. 

The sufficiency of the conjectured condition follows from a result of 
Billera and Lee [20], [21]. The necessity is known if A is the boundary of 
a simplicial convex polytope (Stanley [159]) but is otherwise open. See 
also Chapter 3.1. 

Let us review some of the known facts concerning the two above-
mentioned problems. 

(a) The sequence (1,13,12,13,1) is Gorenstein (Stanley [155, p. 70]) 
but not /i(A) for some Gorenstein complex A (this follows from 
a result of Klee, cf. [152, p. 58]). For further examples of "bad" 
Gorenstein sequences, see [15], [40, §3], [41], [42]. 

(b) Gorenstein sequences and Gorenstein /i(A) agree for hi < 3 (follows 
from a result of Buchsbaum and Eisenbud, cf. [155, Thm. 4.2]), 

(c) (1,4,3,4,1) and (1,5,4,5,1) are not Gorenstein sequences but are 
M-vectors (cf. [155, p. 71]). (Improvements to this result were ob
tained in unpublished work of C. Peskine.) 

Proof of (c). Let R = RQ ® Ri Q - -- ® R^ he a, 0-dimensional graded 
Gorenstein algebra generated by i?i, with Rs ^ 0. Thus Rg = socR. If 
X E Ri, then the principal ideal xR is isomorphic (as an i?-module) to 
R/I for some ideal / . Since socxR = i?^, there follows the well-known 
result that R/I is a Gorenstein ring. Hence if Oj = dinifcx/Zj, then 
(ao, a i , . . . , Os-i) is a Gorenstein sequence. 

Now assume 5 = 4 and h{R) = (1,4,3,4,1). Let x e R\ and 
xR = R/L Since R/I is Gorenstein, we have in the above notation 
(ao,ai, 02,03) = ( l ,a , a, 1) for some a > 1, so that h{R/xR) = (1,3,3 — a. 
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4 — a). But for no a > 1 is (1,3,3 — a, 4 — a) an M-vector, so R does not 
exist. 

Now assume h{R) = (1,5,4,5,1), and again let x € /2i. Reasoning 
as above, we have h{R/xR) = (1,4,4 — a, 5 — a). In order for this to 
be an M-vector, we must have a = 1. This means in particular that 
for every x G /2i, dim^xi?! = 1. Pick x^y^z.w € R\ such that xy and 
zw are linearly independent. (This is possible since dimiki?2 > 1) Since 
dimfcxi?! = 1, we have xz = axy for some a € A:. Similarly xz = (3zw, 
Hence xz = 0. Similarly wy = 0. But since dimfc(x -f w)Ri = 1 we have 
that (x + w)y and (x + w)z are linearly dependent. But (x + w)y = xy 
and (x -f- w)z = zw, a contradiction. D 

(d) Let / (n ) = min{Ar | ( l ,n , iV, n, 1) is a Gorenstein sequence}. Thus, 
/(4) = 4, /(5) = 5, and /(13) < 12. We claim: 

n—oo log n 3 

Sketch of Proof. (I am grateful to Peter Kleinschmidt for pointing out 
a gap in the original unpublished proof of this result.) Let S = S^^rn) = 
fe[xi,..., Xm]/{xi,..., Xm)"*. Let R = R(m) be the trivial extension of S by 
its injective envelope (as described in [155, p. 70]). Then R is Gorenstein, 
generated by Ru and h{R) = ( l , (^^^) + m, 2("'^^), ["^f) + m, l ) . Let 
X be an indeterminate of degree one. Choose 0 7̂  t G soc i?, and de
fine i?̂ l̂ = i?[x]//, where / is the ideal of R[x] generated by xRi and 
x^ - <. Then i?'^' is Gorenstein, generated by i?'/', and /i(i2til) = h{R) + 
(0,1,1,1,0). Thus defining î W = (iJ^-il)'^'^ we have for all j > 1 that 
jRl̂ l is Gorenstein, generated by R^\ and /i(i2l^l) = h{R) + (0,j,j,jf,0). 
For any n, let m be the greatest integer such that C^^j + ^ < ^, and set 
j = n — \ ^ ) — ^ - Then the rings T = JR[JJĴ  are Gorenstein, generated 
by Ti, and satisfy h{T) = (1, n, tn, n, 1), where 

n-*oo logn 3 

(In fact, limsuptnn-2/3 = | -e^/^.) This shows limsup 1 ^ ^ < | . But it 
follows easily just from the fact that (1, n, / (n) , n, 1) is an M-vector that 
liminf ^ ^ ^ > | . (In fact, liminf/(n)n-2/3 > i . 62/3.) ^j^^g ^^e proof 
follows. D 
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It is open whether f{n)n'''^/^ converges to some Hmit c, which from 
the above argument must satisfy | • 6̂ ^̂  < c < | • 6^^ .̂ We conjecture 
c = 6^/^. Facts (c) and (d) were first stated in [155, Ex. 4.3] (with 
the bound c < 6̂ ^̂  due to an erroneous argument), but no proofs were 
provided. P. Kleinschmidt has subsequently shown [110] that 

n m s u p / ( n ) n - 2 / 3 < 6 2 / ^ 

so if c exists then indeed c < &'^^^. 
Using the theory of ancestor ideals [101] [101, Lemma 1.1], one can 

give a purely linear algebraic definition (or characterization) of Gorenstein 
sequences. Let Mj denote the set of all monomials of degree i in the 
variables x i , . . . ,Xn. Fix s € N and a nonzero function a : Ms —^ k. 
For 0 < j < 5 define a matrix A^^\ whose rows are indexed by Mj and 
columns by Ms-j, by the rule A /̂J = a{uv). Let hj = rank^l^-^^ Then 
{ho^hi,... ^hs) is a Gorenstein sequence (over k) with hi < n, and all 
such Gorenstein sequences arise in this way. 

7 Canonical modules of face rings 

The next topic will be canonical modules of Cohen-Macaulay face rings. 
Recall (Theorem 12.8 of Chapter I) that Q{R) is isomorphic to an ideal 
/ C i? if and only if R is generically Gorenstein (i.e., Rp is Gorenstein 
for all minimal primes p). Now, a face ring k[/S] is generically a field. 
This suggests the following general problem: Imbed Q(A;[A]) as an ideal 
/ of fc[A], and describe k[A]/L 

Recall that if i? is a graded Cohen-Macaulay algebra of dimension d 
thenF(0(i?),A) = ( - l )^F( i? , 1/A) (up to a shift in the grading of S7(i?)). 
The right-hand side can be explicitly computed for any R = fc[A]. 

7.1 Theorem. Let A be any {d— 1)-dimensional simplicial complex and 
give fc[A] the fine grading. Then 

(-l)'^F(A;[A],l/A)= i:(-l)'^-l^l-ix(lkF) 11 T A T • 

Proof. F{k[A], A) = E F 6 A nx.6F i r t ' so 

(-i)'̂ F(A;[A],i/A) = (-i)''E(-i)"'' n r r v -
F e A i » € F ^ ^* 
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Let a = ( a i , . . . , a^) G N"* and F == {x, | â  > 0} G A. The coefficient of 

G€A G ' € l k F 
GDF 

7.2 Corollary. Ẑ ê  \A\ be a manifold with boundary (possibly empty). 
Then 

(- l )^F(MA], l /A) = (- l )^- ix(A)-h E n T A r -

If I A| is a Cohen-Macaulay manifold of dimension > 1 with nonempty 
boundary then x(A) = 0. Hence, in this case 

F(Q(fc[A]),A)= Y: I [ T ^ = niA), 
F6A-5A x,€F ^ '̂ t 

where / is the ideal of A;[A] generated by all F G A — dA, Thus it is 
natural to ask whether n(A;[A]) = / . 

7.3 Theorem (Hochster, unpubl ished) . Let | A| be a Cohen-Macaulay 
manifold with nonempty boundary \dA\, Then 

I ^ a(fe[A]) <=> dA is Gorenstein . 

(Remark: dA is Gorenstein e.g. if | A| is orientable.) 

Proof. (<=) Let C be a cone over dA with vertex y. Let V = AuC, where 
A and C are identified along dA = dC. \T\ is a manifold, except possibly 
at y where Ik y = ^ A . By an elementary application of the Mayer-Vietoris 
exact sequence, Hd{T) ^ Hd-i{dA) ^ A; and H»(r) = 0 for i 7̂  d. One 
similarly checks the proper links to find that F is Gorenstein. Since 
5 = k[r] is Gorenstein and R == k[A] = k[r]/J is Cohen-Macaulay 
of the same dimension d it follows that n(fc[A]) = Homs(/i, 5) (it is a 
well-known fact that in general if S is Gorenstein and R = S/J then 
0 ( i ? ) ^ Ext^unS-6imR{R.S)), ThuS, n{k[A]) ^ AtiXisJ = / . 

(=>) Recall (Theorem 12.9 of Chapter I) that in general if R is Cohen-
Macaulay and if an ideal / is isomorphic to ri(/2), then R/I is Gorenstein. 
In the present situation k[A]/I = k[dA], so if / = n(fc[A]) then ^A is 
Gorenstein. D 
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What can one say about canonical modules of manifolds without 
boundary? If |A| is a Cohen-Macaulay orientable manifold without 
boundary, then k[A] is Gorenstein so i7(A:[A]) = k[A]. If |A| is a Cohen-
Macaulay nonorientable manifold without boundary, then x ( ^ ) = 0 so 
by our earlier computation F(n(fc[A]),A) = F(A;[A]-^,A) where A:[A]+ = 
(xi, X2,. . . , Xn)' One might first suspect that n(A;[A]) = A;[A]̂ -, but this 
would contradict Theorem 12.9 of Chapter I. The actual description of 
fi(A:[A]) can be obtained as follows. Orient st Xj = {F E A | F U Xj E A} 
for each x^ E V. Define the 1-Cech cocycle a as follows. If {x^^Xj] E A, 
let 

!

1 , if st Xi and st Xj have compatible orientations 

(i.e., agree on intersection) , 
— 1 , if not . 

(Remark: a is the obstruction cocycle for orientability; the image of a in 
if ^(A) is 0 if and only if A is orientable.) Paste together the ideals Xj/ufA] 
as follows: identify x^Xjklx] C a:ifc[A] with (j{xi,Xj}xiXjk[A^ C XjA;[A]. 
In other words, form M = Û  Xik[iS\l{x^e^ — a[x^, Xj}x^ej) where Ci is the 
image of Xi in the ith summand. 
7.4 Theorem (Hochster, unpublished) . M ^ fi(A:[A]). 

The proof is omitted. 
The problem of giving a "nice" description of r2(A:[A]) for arbitrary 

Cohen-Macaulay A was solved by Grabe [84], who also refined Theo
rem 4.1 by giving the structure of W{k[A\) as a /c[xi,... ,Xn]-module. 
We will only state a special cgise of Grabe's result due primarily to Ba-
clawski. Define A to be doubly Cohen-Macaulay (2-Cohen-Macaulay) 
if A is Cohen-Macaulay, and for every vertex x of A the subcomplex 
A\x = { F E A : x ^ F } i s Cohen-Macaulay of the same dimension as 
A. Walker [181] has shown that double-Cohen-Macaulayness is a topo
logical property, i.e., depends only on |A|. For instance, spheres are 
2-Cohen-Macaulay but cells are not. If A is Cohen-Macaulay, then A 
is 2-Cohen-Macaulay if and only if (—l)'^"^x(^) = tyP^ '^i^] (see [9]). 
For any A we may identify F E A with Yl^eFX E A:[A]. In this way the 
augmented oriented chain complex of A (over k) can be imbedded (as a 
vector space) in ^ A ] . In particular, if dim A = d — 1 then the reduced 
homology group //d_i(A; k) is imbedded in fc[A], since it is a subspace of 
the {d— l)-chains. The following result was first proved by Baclawski [10] 
for balanced complexes (defined in Chapter 3.4). A proof of the general 
case appears in [48, Cor. 5.6.7]. 
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7.5 Theorem. Suppose A 25 2'Cohen-Macaulay of dimension d — 1. 
Then Q{k[A]) is isomorphic to the ideal ofk[A] generated by i/d_i(A; fc). 

D 

If M is any Cohen-Macaulay module then fi^(M) := Q,{Q{M)) is 
isomorphic to M, The non-Cohen-Macaulay case was worked out by 
Hochster. Here we define Q{M) = Ext^~^(M,i4), where M is finitely-
generated over the Gorenstein ring A, and where n = dim A,d = dim M. 
For face rings k[A] it has the following informal description. First "purify" 
A by removing all faces not contained in a face of maximum dimension 
d ~ 1. This yields a pure simplicial complex A'. Next choose a nonempty 
face F of A' of smallest possible dimension < d — 3 such that Ik F is not 
connected, and "pull apart" A' at F by creating a copy of Fi of F for 
each connected component Ki of Ik F , so that IkF^ = K^. 

Find another nonempty face F' of smallest possible dimension < d — 3 
such that Ik F ' is not connected, and repeat the procedure. Continue until 
the link of every nonempty face of dimension < d — 3 is connected. Let 
Ai, A 2 , . . . , Aj be the connected components of the resulting simplicial 
complex. Then 

n\k[A])^i[k[Ai], 
i=l 

as a fc[xi,... ,a:„]-module or fc[A]-module. In particular, n^(fc[A]) = A;[A] 
if and only if A is pure and the link of every face (including 0) of dimension 
< d — 3 is connected. 

8 Buchsbaum complexes 

The final topic of this chapter will be a brief glimpse of Buchsbaum com
plexes. Let R be an N-graded finitely-generated algebra, and let M be 
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a d-dimensional Z-graded finitely-generated ii-module. M is said to be 
Buchsbaum if for every h.s.o.p. 9\,,., ,6d and all 1 < i < d, 

{u e M/{9iM + • • • + 9i-iM) I uO^ = 0} = soc M/{9iM + • • • + ^x-iM) . 

When applied to face rings k[A] this notion carries over to simplicial 
complexes A. A comprehensive general reference is [176]. 

8.1 Theorem (Schenzel [142]). Let A be a finite simplicial complex 
and k a field. Then the following are equivalent: 

(i) A is Buchsbaum over k, 

(ii) A is pure, and k[A]p is Cohen-Macaulay for all primes p ^ ^[A]-|_, 

(iii) A is pure, and for^all F G A, the conditions F ^ % and 
i < dim(lk F) imply H,{\k F\ k) = 0, 

(iv) for allpe X ^ \A\ and i < dimX, Hi{X, X - p\ k) = 0, 

(v) dmikH\k[A^ < oo if 0 < i < dimfc[A] = d (in which case 
W{k[A])^H,.i{A',k),i<d), 

Remark : Schenzel omitted the condition that A is pure in (ii) and (iii), 
as was pointed out by Miyazaki [128, Remark, p. 251]. 

Remark : A characterization such as (v) is not known for general Buchs
baum rings R. In general, a necessary but not sufficient condition for M 
to be Buchsbaum is that dim^ W{M) < oo for 0 < i < dimM. 

8.2 Theorem (Schenzel [142]). Let A be a Buchsbaum complex, let 
degXi = 1, and let 9i,,.. ,9d G k[A]i be an h.s.o.p. Then 

(1 - X^FiklA], A) - Fik[A]/(eu..., e^), A) 

- E (f\ (E(-iy-'-'dim,m-iiA)] Â  
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The last term can be interpreted as measuring the error when we leave 
the Cohen-Macaulay case. Set 

/io + /iiA + --- + M ' ^ := (1-A)^F(A;[A],A) , and 

5o + 3iA + ---+5dA^ := F(A;[A]/(^i,... ,^d), A) . 

Then pi = n — d and QJ < (^ ^̂ -̂  M, the number of monomials of 
;ree j in the n — d variables. Hence, 

hj < ( " "^ + -̂' " ^) - ( - l y Q 'J:{-iydim,H,iA) . (5) 

This inequality for the /i-vector of a Buchsbaum complex A generalizes 
the inequality for a Cohen-Macaulay complex which yields the Upper 
Bound Conjecture. (It should be noted, however, that the Upper Bound 
Conjecture does not follow formally from (5); one also needs the Dehn-
Sommerville equations.) It implies the following bounds on the /-vector 
/ (A) = ( /o , . . . , /d- i ) : 

If in addition to being Buchsbaum A is an orientable homology manifold 
(i.e., /7dim(ikF)(lk F)^k for all F e A), then 

hi = h,.i + {-ir(^^ {{-!)'-'-Xi^)) . 

Note that if d is even then x ( ^ ) = — 1 due to Poincare duality, hence in 
this case ht = /id^,. Recently I. Novik [133] has used equation (5) and 
some further properties of Buchsbaum rings to obtain some significant 
generalizations of the Upper Bound Conjecture for spheres. 



Chapter III 

Further Aspects of Face Rings 

In this chapter we will briefly survey some additional topics related 
to combinatorics and commutative algebra, mostly dealing with the face 
ring of a simplicial complex. Our main focus will be on properties of face 
rings which have applications to combinatorics. 

1 Simplicial polytopes, toric varieties, and 
the ^'-theorem 

There is a special class of triangulations of spheres for which the Upper 
Bound Conjecture (or more accurately, the Upper Bound Theorem) for 
spheres (Corollary 11.4.5) can be greatly strengthened to a complete char
acterization of the /i-vector. We will be rather brief in this presentation 
since the proofs involve machinery outside of commutative algebra. We 
assume basic knowledge of convex polytopes such as discussed in Chapter 
0. For surveys of the topic of this section, see [16], [77, §5.6], [161]. 

First we state the theorem whose proof we will sketch. A convex 
polytope V is simplicial if every proper face is a simplex. For instance, 
the tetrahedron, octahedron, and icosahedron are simplicial, but not the 
cube or dodecahedron. The boundary dV of a simplicial d-polytope V 
is the geometric realization of a (d — l)-dimensional simplicial complex 
A = Ap, called the boundary complex of V. In other words, the vertices of 
A are just the vertices of V, and a set F of vertices of A forms a face if and 
only if they are the vertices of a face of V other than V itself. Since dV 
is a geometric realization of A it follows that |A| ?̂  S^~ ,̂ so Corollaries 
II.4.4 and II.4.5 apply to A. Moreover, since spheres are Gorenstein by 
Theorem II.5.1, it follows that A satisfies the Dehn-Sommerville equations 
(Chapter II.6), i.e., the /i-vector of A satisfies h^ = hd-i. We will also call 
the /i-vector h{A) the /i-vector of V. 
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The main result of this section is Theorem 1.1 below. It was conjec
tured in 1971 by Peter McMuUen [123]. The conjecture was known as the 
g-conjecture because of McMuUen's use of 51"+^) for our hi — /i»-i. The 
implication (a) => (b) was proved by Stanley [159], while (b) => (a) was 
shown by Billera and Lee [20], [21]. Thus the result is now known as the 
g-theorem (for simpUcial poly topes). For more historical information, see 
[161, p. 221] and [170, p. 318]. 

1.1 Theorem. Let h = {ho,hi,,,.,hd) € Z^^^. The following two 
conditions are equivalent. 

(a) There exists a simpUcial d-polytope V such that h{V) = h. 

(b) ho = 1, /ij = hd-i for all i, and (/IQ,hi — ho,h2 — hi,...,^[d/2i •" 
h[d/2i''i) is an M-vector (as defined in Chapter 11.2). 

We will not discuss the implication (b) =>- (a), which is proved by an 
ingenious construction. The main tool used to prove (a) =>^ (b) is the 
theory of toric varieties. Let P be a d-dimensional convex polytope in 
R^ with integer vertices. (More generally, the vertices can be in a lattice 
L, but we lose nothing here by taking L = Z^.) We call V an integral 
convex polytope. If a = ( a i , . . . , a^) G Z^ then write x^ = x?* • • • x̂ **. 
Let C* = C ~ {0}. Define 

Xr == cl{(x" 'y, . . ..x-^'y) : x i , . . .Xrf,y G C*} C P^-\ (1) 

where the vertex set of V is { a \ . . . , a " } , where PQ"^ denotes (n — 1)-
dimensional complex projective space, and where cl denotes closure (ei
ther in the Zariski topology or classical topology — they coincide here). 
The set X-p is a complex projective variety, called a (projective) toric 
variety. We are only considering a special case of the general notion of 
toric variety and have given a "naive" definition which is not so readily 
adaptable to the general case. For further information on toric varieties 
see [60], [73], [77], [134]. 

1.2 Example . Let V be the square with vertices (0,0), (1,0), (0,1), and 
(1,1). Then 

X-p ==cl{(y,Xiy,X2y,XiX2y) : xi,X2,y G C * } C i ^ . 

For any a, 6 G C* we can let xi = a/y and X2 = b/a. Letting y —• 0 
shows that (0,a,0,6) G Xp. We can then let a ~> 0 or 6 —* 0 to get 
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(0, a, 0, b) G Xp unless a = 6 = 0. This illustrates the meaning of the 
closure operator cl. Denoting the coordinates of P^ by ZQ, ... ,2:3, it is 
egtsy to see that X-p is defined by the single equation ZQZS — ziZ2 = 0. The 
variety Xp is isomorphic to the two-dimensional complex torus P£>^ PQ, 
the isomorphism given by ((^o, 5i), (fo> ̂ 1)) -̂̂  (̂ o^oj ^o î? Sito, Siti). (This 
is nothing but the usual Segre embedding PQX PQ -^ PQ-) Let /3i(X) = 
dimjf̂  W{X]M), the ith betti number of the topological space X (over the 
reals). Since E A ( ^ c ) ^ ' = l + ^ ^ there follows EPiiXp)x' = (l-hx^ = 
1 -h 2x^ + x^. Note that the boundary of V is the geometric reahzation 
of a simplicial complex with /i-vector (1, 2,1). This connection between 
the cohomology of X-p and the /i-vector of the boundary complex of V 
is of course not a coincidence and is a basic fact which we will need in 
applying toric varieties to the combinatorics of V. 

Let V be an integral convex d-polytope in K^, and let X-p be the cor
responding toric variety. It is easy to see that Xp is a complex projective 
variety of (complex) dimension d (so real dimension 2d). Let H*{Xp;'R) 
denote the singular cohomology ring of Xp over R. Thus we have a 
natural grading 

H*{Xp; M) = H'^iXp) e H\Xp) 0 • • • 0 H^'^^Xp), 

where each W{Xp) is a finite-dimensional vector space over R. A funda
mental result on toric varieties is the following [60, Thm. 10.8], [77, §5.2]. 
Here and in what follows we use l.s.o.p. as an abbreviation for "linear 
system of parameters," i.e., a homogeneous system of parameters all of 
degree one. 

1.3 Theorem. Let V be an integral simplicial d-polytope in M^ with 
boundary complex A, and let Xp be the corresponding toric variety. Then 
there is an algebra isomorphism 

ip:H*iXv;R)-^R[A]/{ei,...,e,), 

for a certain l.s.o.p. 9i,... ,9d o/R[A]. This isomorphism halves degree, 
so ip(H^'(Xp)) = R[A]„ and H'^'^^{Xp) = 0. 

We need one further result concerning the cohomology ring H*{Xp; R) 
when V is an integral simplicial polytope. This result is known as the hard 
Lefschetz theorem. Classically the hard Lefschetz theorem was proved for 
smooth varieties. Although the varieties Xp are not in general smooth, 
their singularities (when V is simplicial) are so nice (namely, they are 
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"finite quotient singularities") that their cohomology "acts hke" that of 
a smooth variety. For instance, X-p satisfies Poincare duaUty, which in 
fight of Theorem 1.3 amounts to saying that the ring R[A]/(^i, . . . ,6d) is 
Gorenstein. 

1.4 Theorem. Preserve the notation of Theorem 1.3. Then there exists 
an element u G H'^{Xp) (namelyj the class of a hyperplane section with 
respect to a projective embedding of X-p; for the canonical embedding (1) 
used to define X-p this element is just x\-\- X2-\ + ^n; ^he sum of all 
vertices of A) such that for allO <i < [d/2j, the mapu^"'^^ : H'^\Xp) —> 
^2d-2t^^^j fgiy^ji ly multipUcation by u^"^) is a bijection. 

It is now easy to prove the impUcation (a) => (b) of Theorem 1.1. The 
condition /lo = 1 is trivial, while hi = hd^i has already been discussed 
(and is not difficult to prove by elementary reasoning). It remains to show 
that (/lo, hi — /lo, /i2 — / i i , . . . , h^di2\ ~" ̂ [d/2j-i) is an M-vector. Preserve 
the above notation, and write 5 = R[A]/(ei , . . . , ^d) = H*{Xv\E). Since 
S is Cohen-Macaulay (by Corollary II.4.4) we have dimj^5i = K{A). 
By Theorem 1.3 we can identify Si with H'^^{Xj>). It follows easily from 
Theorem 1.4 that the map u : Si-i —> Si is injective for 0 < i < \d/2\. 
Hence the Hilbert function of the quotient ring S/UJS satisfies for 0 < i < 
\d/2\ the condition that 

H{S/ujS,i) = f / (5 , i )~/f(u;5, i ) 

= i f ( S , i ) - i / ( 5 , i - l ) 

= /it - hi^i. 

We have found a graded algebra S/UJSJ generated in degree one, whose 
Hilbert function satisfies H{S/uS, i) = /it--/ii«i for 0 < i < [d/2j. Hence 
by Corollary II.2.4 the proof is complete. 

Ever since the above proof appeared it became a challenge to find 
a more elementary proof, in particular, a proof avoiding toric varieties. 
Such a proof was finally found by McMuUen [125] (corrected and simpli
fied in [126]), though it is still a difficult proof. 

2 Shellable simplicial complexes 

A shellable simplicial complex is a special kind of Cohen-Macaulay com
plex with a simple combinatorial definition. Shellability is a simple but 
powerful tool for proving the Cohen-Macaulay property, and almost all 
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Cohen-Macaulay complexes arising "in nature" turn out to be shellable. 
Moreover, a number of invariants associated with Cohen-Macaulay com
plexes can be described more explicitly or computed more easily in the 
shellable case. In particular, the /i-vector and the basis elements r]i,... ,r]t 
of Theorem 1.5.10 have direct combinatorial descriptions. 

2.1 Definition. A simplicial complex A is pure if each facet (= maximal 
face) has the same dimension. We say that a pure simplicial complex 
A is shellable if its facets can be ordered Fi,F2,...,Fs such that the 
following condition holds. Write A^ for the subcomplex of A generated 
by F i , . . . , F ^ , i.e., 

A^ = 2̂ ^ U 2̂ 2 U • • • U 2^^ 

where 2^ = {G : G C F}. Then we require that for all 1 < i < 5, 
the set of faces of A^ which do not belong to Ai_i has a unique minimal 
element (with respect to inclusion). (When i = 1, we have AQ = 0 and 
Ai = 2^ \ so Ai — AQ has the unique minimal element 0.) The linear 
order F i , . . . , F^ is then called a shelling order or a shelling of A. 

There are several equivalent ways to define shellability. For instance, 
if dim(A) = d — 1, then F i , . . . , F^ is a shelling if for all 2 < i < 5, the 
facet Fi is attached to At_i on a union of {d — 2)-dimensional faces of Fj. 
(In other words, the subcomplex Ai_i H 2̂ » is pure of dimension d — 2.) 

2.2 Example . Let A be the simpHcial complex with facets F = abc 
(short for {a, 6,c}), G = bed, and H = ode. The order F,G,H is a 
shelling, since the unique minimal face of Ai — AQ is 0, of A2 — Ai is 
d, and of A3 — A2 is e. On the other hand, F, H, G is not a shelling, 
since A2 — Ai = {d, e, cd, ce, de,cde}, with minimal elements d and e. 
Equivalently, H is attached to Ai = 2^ on the face c, which has dimension 
0, not 1. See Figure 3.1. 

It is obvious that every shellable simplicial complex of dimension at 
least one is connected. An example of a connected pure nonshellable 
simplicial complex is given by the facets abc and cde. 

Given a shelHng F i , . . . , Fg of A, define the restriction r(Fi) of Fi to 
be the unique minimal element of Ai — At_i. If G C F , write 

[G,F] = {H :GCH CF}, 

the (closed) interval from G to F . It is an immediate consequence of the 
definition of a shelling that 

A = [r(Fi), Fi] U • • • U [r{Fs), F,] (disjoint union). (2) 
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Figure 3.1: A shellable simplicial complex 

This leads us to define a pure simplicial complex A to be partitionable if 
A can be written as a disjoint union 

A = [Gi ,F i ]U. . .U[G„F , ] , (3) 

where each Ft is a facet of A. We then call the right-hand side of (3) 
a partitioning of A (called a "facet cover" in [111]). Equation (2) shows 
that shellable simplicial complexes are partitionable. 

2.3 Proposition. Let (3) he a partitioning of A. Let {ho.hi,... ,hd) 
denote the h-vector of A. Then 

Equivalently, 

h, = #{j:\G,\ = i}. 

1=0 j = l 

Proof. Let (/o,/i ,-• . , /d- i ) denote the /-vector of A (with /_i = 1 
unless A = 0). The definition of the /i-vector given in Chapter II.2 is 
equivalent to the identity 

i:fUx-ir-'={:h,x''-\ (4) 
«=0 1=0 

(In general, equation (4) seems to be the most useful and convenient way 
to express the relationship between the /-vector and /i-vector.) The left-
hand side of (4) may be rewritten as Z)F€A(^ ~~ iy-\^\. Hence given the 
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partitioning (3), we have 

d s 

t=0 j=lGjCFCFj 

Ii\Gj\ = Uhen 

= x''-', (6) 

and the proof follows. D 

We next want to show that there is a choice of the basis elements r/i 
of Theorem 1.5.10 with a simple explicit description when M is the face 
ring of a shellable simplicial complex. First we need a condition on when 
a sequence ^ i , . . . , ^^ is an l.s.o.p. for k[A]. While in this section we only 
need the easy direction of Lemma 2.4(a) below (the "only if" part), the 
full result will be of great importance in subsequent sections. A general 
theme of this chapter will be to obtain extra information from k[A] by 
choosing special l.s.o.p.'s, and for this we need to recognize an l.s.o.p. 

Given an element 9 = Y^iOt^x^ E fc[A]i and a face F E A, define the 
restriction of 9 to F , denoted 9\F^ by 

x^eF 

If F is a face of A, define the face monomial 

x^ = n ^i- (7) 
XteF 

The next result was first given (in a slightly weaker form) by Kind and 
Kleinschmidt [108]. Part (a) was also stated without proof in [156, Rmk. 
on p. 150]. See also [81, Thm. 4.3]. 

2.4 Lemma, (a) Let k[A] be a face ring of Krull dimension d, and let 
^i5--5^d E A:[A]i. Then ^ i , . . . ,^d is an l.s.o.p. for k[A] if and only 
if for every face F of A (or equivalently, for every facet F of A), the 
restrictions 9i\p, . . . , 9(i\F span a vector space of dimension equal to \F\. 

(b) If 9i,... ,9d is an l.s.o.p. for k[A], then the quotient ring 

is spanned (as a vector space over k) by the face monomials x^,F E A. 
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Proof. Let S = k[A]/{eu..., ^d). If ^i, • • •, r̂f is an l.s.o.p. for A:[A], then 
5 is a finite-dimensional vector space. Fix a face F E A. S remains finite-
dimensional when we kill all vertices of A not in F, Thus ^ I | F , • • •, Od\F 
must span all homogeneous elements of degree one in the polynomial ring 
k[F], proving the "only if" part of (a). 

Now assume that ^ i , . . . , d̂ satisfies the condition in (a) on the restric
tions OI\F,, .., Od\F' To complete the proof of both (a) and (b) it suffices 
to show that S is spanned by face monomials, since there are only finitely 
many such monomials. We first claim that if F is a facet of A, then 
x^ £ soc{S)y where soc is defined preceding Theorem 1.12.4. We need to 
show that for every vertex Xi of A, we have XjX^ = 0 in S. II x^ ^ F 
then in fact XiX^ = 0 in A;[A], so assume Xi 6 F. By the assumption on 
0 1 , . . . , ^d, some linear combination ij) of them has the form 

^ = Xi + Yl ajXj. 

Then in S we have XiX^ = (x^ — I(J)X^ = 0, so x^ € soc(5) as claimed. 
Now let / be the ideal of S generated by all x^ where F is a facet of 

A, and let 5 ' = S/L Since the generators x^ of / all belong to soc(5), / 
is in fact spanned as a vector space by the face monomials x^, where F is 
a facet of A. Hence dim S == dim 5', where dim denotes KruU dimension. 
Let A' be A with all its facets removed, and let / ' be the ideal of S* 
generated by all x^ where F is a facet of A'. Exactly the same reasoning 
as before shows that dim 5 = dim 5 ' = dim 5 ' / / ' . Continuing in this 
way, we get dim 5 = dim 5 /J , where J is the ideal generated by all face 
monomials x^, F € A. Since S/J = 0, we have dimS = 0. Hence 
01,.., ,9d is an l.s.o.p. for k[/S]. D 

2.5 Theorein. Let Fi,,.. ,Fs be a shelling of the simplicial complex A, 
and let (9i,... ,0^ be an l.s.o.p. for fc[A]. Let 

B = {x^^ '̂̂  : 1 < i < 5} . 

Then A;[A] is Cohen-Macaulay, and B is a k-basis for S = A:[A]/(0i,..., 
0d)' Equivalently (by Theorem L5.10), k[A] is a free module over the 
polynomial ring k[9i,... ,6d] with basis B. 

Proof. One can show that A:[A] is Cohen-Macaulay by a simple Mayer-
Vietoris argument together with Reisner's theorem (Theorem n.4.2). There 
is also a simple inductive proof [149] via commutative algebra (inspired 
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by [94] and repeated in [48, Thm. 5.1.13]). We will give a more combi
natorial argument, based upon the following elementary result (see [155, 
Cor. 3.2]). 

2.6 Lemma. Let 9i,.,.^0d be homogeneous elements of positive de
gree of a finitely-generated N-graded k-algebra R (or even more gener
ally, a finitely-generated Z-graded R-module). Let ft = deg^i, and let 
5 = 7?/(^i, . . . ,(9rf). IfF{X) = E^iA* and G{X) = EbiX' are two power 
series with real coefficientSy then write F{X) < G{X) to mean a, < bi for 
alii. Then 

with equality if and only if 0\^.., ^9^ is an R-sequence, 

Returning to the proof of Theorem 2.5, we have by Lemma 2.6 and 
the definition of the /^-vector h{A) = {ho,. ^. ,hd) following the proof of 
Corollary IL2.5 that 

ho^hiX-^"' + hdX^ ^ F[S,X) 

{i-xy - {i-xy 

Since by Proposition 2.3 we have J^x^eB ^^^ = ^o + '^i'^ + H hdX^, it 
follows that if B spans S then ^ i , . . . , ^^ is an i?-sequence and that B is 
a A;-basis for S. Hence it suffices to prove that B spans S. 

The proof is now completely analogous to the proof of Lemma 2.4(b). 
We use induction on 5, the assertion being clear for s = 0 (or even 5 = 1). 
We first claim that x̂ ^̂ ^̂  G soc(5). If Xi ^ Fs then { x j U r{Fs) ^ A by 
the definition of shelhng. Hence x̂ x̂ ^̂ ^̂  = 0 in A:[A], so also in 5. If 
Xt € Fs then there is some linear combination t/; of ^ i , . . . , 0^ of the form 

ip = Xi-\- ^ c^jXj. 

Then just as in the proof of Lemma 2.4 we have x̂ x̂ ^̂ *̂  = (xj —'0)x''̂ ^*^ = 
0, so x''̂ *̂̂  € soc(*S') as claimed. 

Now let S' = S/x^(^^^5; and let A^.i = 2^^ U- • •U2^*-S the simplicial 
complex generated by F i , . . . , F^-i. We may regard A;[A5_i] as a A:[A]-
module via the isomorphism fc[A5_i] = A:[A]/(x''̂ ^*^). Then 9i,... ,6d is 
also an l.s.o.p. for ^[A^.i], and S' = k[/S.s-i]/{9i,... ,9d)' By the induc
tion hypothesis we have that x''̂ ^^^ . . . , x̂ ^̂ *-̂ ^ spans 5', so x'^^^^\ . . . , 
r̂(F«) sp^j^s g The proof follows by induction. D 
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In the next two sections we will see some interesting examples of 
shellable simplicial complexes. Here are some miscellaneous results and 
problems concerning shellability. 

• Define a topological space X to be Cohen-Macaulay if it is the geo
metric realization of a Cohen-Macaulay simplicial complex. (Thus 
by Proposition II.4.3, every triangulation of X is Cohen-Macaulay.) 
Then there exists a two-dimensional contractible Cohen-Macaulay 
topological space X, called the dunce hat, such that no triangulation 
of X is shellable. The dunce hat is obtained by taking a solid tri
angle with vertices A, By C and identifying the directed edges AB, 
AC, and BC. It can be embedded in R^ without self-intersections. 
One can show that X is Cohen-Macaulay and acyclic (in fact, con
tractible) [187]. Thus any triangulation A of X satisfies /13(A) = 0. 
On the other hand, every edge of A is contained in at least two tri
angles. Thus if Fi, F2,..., Fs were a shelling of A, then F^ is attached 
to As-i along the entire boundary of Fs and therefore contributes 
1 to /13, a contradiction. Hence A is not shellable. 

• It is plausible that if X is a topological space which is the geometric 
realization of a simplicial complex of dimension at least three, then 
there exists a nonshellable triangulation of X. In support of this is 
the fact that there exist nonshellable triangulations of the 3-sphere 
[115]. 

• The boundary complex of a simplicial polytope is shellable. This is 
a famous result of Bruggesser and Mani [47], [127, §5.2], [188, Thm. 
8.11]. 

• A simplicial complex is extendably shellable if any partial shelling 
can be extended to a complete shelling. For instance, every ball 
or sphere of dimension two is extendably shellable [59], [83], but 
there exists a shellable two-dimensional simplicial complex with six 
vertices which is not extendably shellable [30, Exercise 7.37]. It is 
known that the boundary complex of a simplicial polytope need not 
be extendably shellable. (See [188, p. 244] for more information.) 
Simon [144, Ch. 5], [188, Exer. 8.24(iii)] has conjectured that the 
{k — l)-skeleton of a (d — l)-simplex (i.e., the simplicial complex 
whose f€U3ets consist of all fc-element subsets of a d-element set) is 
extendably shellable. Though this conjecture is probably false, so 
far it has resisted all attempts to find a counterexample. Bjorner 
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[32, Remark 1] has extended Simon's conjecture by asking whether 
all matroid complexes (defined in the next section) are extendably 
shellable. Bjorner and Eriksson [32] have answered this question 
affirmatively for rank three matroid complexes. 

We now present some material related to partitionable simplicial com
plexes. Since both partitionable and Cohen-Macaulay complexes have 
nonnegative /i-vectors, it is natural to ask whether there is some connec
tion between the two properties. We have already seen that shellable 
simplicial complexes are both Cohen-Macaulay and partitionable. It 
is easy to produce examples of partitionable complexes which are not 
Cohen-Macaulay, e.g., the disjoint union of the boundaries of two tri
angles. In fact, Bjorner has found an example of a partitionable com
plex whose /-vector is not the /-vector of a Cohen-Macaulay complex, 
namely, the simplicial complex with facets abc,abd,acd,bcdydef, with h-
vector (1,3,0,1). On the other hand, a central combinatorial conjecture 
on Cohen-Macaulay complexes is the following. 

2.7 Conjecture. Every Cohen-Macaulay simplicial complex is partition-
able. 

The next result gives a natural class of partitionable complexes which 
are not always shellable. (An example which isn't shellable is given by 
M. E. Rudin's famous example of a nonshellable triangulation of the 
tetrahedron [141].) 

2.8 Proposi t ion. Let A be a simplicial complex which possesses a convex 
geometric realization (so in particular |A| is homeomorphic to a ball). 
Then A is partitionable. 

Proof (sketch). Let X be a convex geometric realization of A. Let x be 
a "generic" point in X. Stand at the point x and look at a facet F of A 
(by which we mean by abuse of terminology the geometric realization of 
F). Imagine F to be opaque and the rest of X to be transparent. Then 
a certain set of facets of F will be visible from x. Let GF be the set of 
vertices opposite these facets. (If x is contained in F , then GF = 0 since 
F is opaque.) Then the intervals [GF, F] form a partitioning of A. D 

The above proof is essentially the same as [111]. In this reference a 
more general result is actually proved, concerning the partitionability of 
certain triangulations of spheres. In [111] there also appears the con
jecture (again in a more general context than here) that if A is as in 
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Proposition 2.8 and 0 i , . . . , 0^ is an l.s.o.p. for fc[A], then the face mono
mials x^^, as defined in the proof of Proposition 2.8, form a A;-basis for 
k[A]/{6i,..., 6d]* This conjecture is a natural extension of Theorem 2.5. 
It should be pointed out that if A is a Cohen-Macaulay complex with 
a partitioning (3), then it need not be true that the face monomials x^^ 
form a fc-basis for fc[A] modulo an l.s.o.p. 

There are a number of other interesting results and conjectures on 
various kinds of "partitionings" or "decompositions" of simplicial com
plexes. For instance, it is proved in [168] that every acyclic (i.e., all 
reduced homology vanishes) simplicial complex A can be partitioned into 
two-element intervals [G, F] such that the set of bottom elements G form 
a subcomplex of A. This immediately implies a result of Kalai [105] 
that the /-vector of an acyclic complex is the same as the /-vector of a 
cone. A far-reaching generalization was given by Duval [66]. He found 
a certain kind of decomposition of A into one and two-element intervals 
which implies a characterization of Bjorner and Kalai [35], [36] of those 
pairs of vectors which can be simultaneously the /-vector and sequence 
of Betti numbers of a simplicial complex. Several conjectures concerning 
decompositions of simplicial complexes related to the acyclic case appear 
in [168]. A typical one says that if both A and the link of every vertex 
of A are acyclic, then A can be partitioned into /owr-element intervals 
[G, F] such that the set of bottom elements G forms a subcomplex of 
A. The results and conjectures mentioned in this paragraph seem more 
closely related to exterior algebra than commutative algebra, so we will 
not say more about them here. 

A recent development in the theory of shellability is its extension to 
the nonpure case by Bjorner and Wachs [39]. We say that an arbitrary 
simplicial complex A is shellable if it satisfies the condition of Defini
tion 2.1, except that we no longer assume that A is pure. Bjorner and 
Wachs show that this concept is useful for computing the homology and 
homotopy type of certain nonpure simplicial complexes arising in combi
natorics. We can ask whether the connections between shellability and 
commutative algebra developed in this section can be extended to the 
nonpure case. The central property of shellable pure simplicial com
plexes from the algebraic viewpoint is that they are Cohen-Macaulay. 
Shellable (pure) simplicial complexes are in a sense the most tractable 
class of Cohen-Macaulay complexes. Thus a basic question is to find a 
"nonpure" generalization of the concept of a Cohen-Macaulay module, 
so that the face ring of a shellable (nonpure) simplicial complex has this 
property. It turns out that the correct definition is as follows. (We make 
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the definition for graded modules, but it works just as well for finitely-
generated modules over local rings.) 

2.9 Definition. Let M be a finitely-generated Z-graded module over a 
finitely-generated connected^ N-graded A:-algebra R, We say that M is 
sequentially Cohen-Macaulay if there exists a finite filtration 

0 = Mo C Ml C • • • C Mr = M (8) 

of M by graded submodules Mi satisfying the two conditions: 

(a) Each quotient Mi/Mi_i is Cohen-Macaulay. 

(b) dim(Mi/Mo) < dim(M2/Mi) < ••• < dim(Mr/Mr_i), where dim 
denotes Krull dimension. 

It is easy to see that if the filtration (8) exists, then it is unique. We 
say that a simplicial complex A is sequentially Cohen-Macaulay (over a 
field k) if its face ring k[A] is sequentially Cohen-Macaulay. We have 
the following characterization of sequentially Cohen-Macaulay simplicial 
complexes (whose easy proof we omit). 

2.10 Proposition. Let A be a [d ~ 1)-dimensional simplicial complex, 
and let A^ denote the suhcomplex generated by the i-dimensional facets 
(maximal faces) of A. Then A is sequentially Cohen-Macaulay if and 
only if the relative simplicial complexes 

a = Ai/(A, n (A,+i U A,+2 U • • • U Ad_i)) 

are Cohen-Macaulay (as defined in Section 7 of this chapter), for 0 < 
i<d-l. 

In particular, if A:[A] is sequentially Cohen-Macaulay, then the sub-
complex Ad-i generated by the facets of maximum dimension must be 
Cohen-Macaulay. Thus a pure simplicial complex is sequentially Cohen-
Macaulay if and only if it is Cohen-Macaulay. It is not difficult to see 
(using Theorem 7.2) that sequential Cohen-Macaulayness is a topologi
cal property, i.e., depends only on the geometric realization |A| (and of 
course the underlying field k). One can also easily verify that shellable 
simplicial complexes (in the extended sense of Bjorner and Wachs) are 
sequentially Cohen-Macaulay (over any field). 

^Recall from Chapter 1.2 that "connected" means RQ = k. 
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An important property of Cohen-Macaulay modules are their ho-
mological characterizations, such as Theorem 1.6.3. Thus it is natural 
to ask whether a similar characterization exists for sequentially Cohen-
Macaulay modules. Such a characterization is given by the next result. 
(Again, we state the result for graded modules, though everything carries 
over to the local case.) 

2.11 Theorem. Let M be a finitely-generated X-graded module over 
an N-graded polynomial ring A = A;[xi,... ,Xn] (or even over a graded 
Gorenstein algebra of Krull dimension n). The following two conditions 
are equivalent 

(a) M is sequentially Cohen-Macaulay: 

(b) For all 0 < i < dimM, the module Ext^~*(M, 4̂) is either 0 or 
Cohen-Macaulay of Krull dimension i. 

The impHcation (a)=^(b) of the preceding theorem is an immediate 
consequence of the long exact sequence for Ext, while the implication 
(b)=^(a) requires a spectral sequence argument due to Christian Peskine 
[135]. 

Finally let us mention that Bjorner and Wachs [39, Thm. 12.3] have 
given an extension of Theorem 2.5 to the nonpure case. 

3 Matroid complexes, level complexes, 
and doubly Cohen-Macaulay 
complexes 

The following result will lead to the concept of a matroid complex. 

3.1 Proposi t ion. Let A be a simplicial complex on a vertex set V, The 
following three conditions are equivalent 

(a) For every subset W ofV, the induced subcomplex Aw •= {F G A : 
FGW} is shellable. 

(b) For every subset W of V, the induced subcomplex Aw is Cohen-
Macaulay, 

(c) For every subset W of V, the induced subcomplex Aw is pure. 
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Proof. Since shellable complexes are Cohen-Macaulay and Cohen-
Macaulay complexes are pure, we have (a) => (b) =^ (c). We need to 
show (c) => (a). 

Assume A satisfies (c). The proof is by induction on the number n 
of vertices, the assertion being clear for n = 0 (or n = 1). Now assume 
that A has the n-element vertex set V. It suffices to show that A is 
shellable, since every proper induced subcomplex satisfies (c) and hence 
by induction also (a). Pick a vertex x G V. Let A^-x = {F £ A : x ^ F}. 
If dim Av-x < dim A then A is a cone over Ay-x (since A is pure), i.e., 
A = Ay^a: U {F U X '. F E A^.-^}. (We have abbreviated F U {x} as 
F UX.) By induction Ay^x has a shelling F i , . . . , F^, and it is easily seen 
that Fi U x , . . . , F5 U a; is then a shelling of A. 

Assume therefore that dimA^-^ = dim A. The subcomplexes Ay-x 
and star x = { F € A : F U a : € A } clearly satisfy (c), so by induction 
they satisfy (a). Let F i , . . . , F5 be a shelling of Ay-x and G i , . . . , Gt a 
shelling of star x. It is easy to check that F i , . . . , F5, G i , . . . , Gt is then a 
shelling of A, completing the proof. D 

A simplicial complex satisfying the conditions of Proposition 3.1 is 
called a matroid complex^ because condition (c) is exactly the definition of 
"matroid" in terms of independent sets (equivalent to [132, Prop. 2.2.1]). 
In other words, a simplicial complex consists of the independent sets of 
a matroid if and only if it is a matroid complex. For further information 
on matroids, see for instance [184], [185], [186]. 

It is natural to ask whether the face ring of a matroid complex has 
any special algebraic properties, and whether such properties can be used 
to obtain combinatorial information. The property to concern us here 
will be a weakening of the Gorenstein property. 

3.2 Proposition. Let R = RQ® Ri ® - -- be a graded Cohen-Macaulay 
k-algehra of Krull dimension d. Suppose that R (possibly after extending 
the ground field k) has an h.s.o.p. whose elements have degrees r i , . . . , r^. 
Let 

F(R \) - ^0 + ^1-^-^-""^-^^^^ 
^ ' ^ ( l - A n ) . . . ( l - A - < ^ ) ' 

with /I5 7«̂  0. The following twelve conditions are equivalent. 

(a) The canonical module Q{R) of R is generated by elements all of the 
same degree (using the natural grading of Q{R) defined in Chapter 
L12, so that F(Sl{R),\) = (- l )^F(i? , 1/A);. 

(b) VL{R) is generated by hg elements. 
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(c) The vector space soc{H^{R)) (the socle of the local cohomology mod
ule H^{R)) has all its elements of the same degree. 

(d) dimkSoc{H^{R)) = /i, 

(e) Let 0 —> An-d —>-- - -^Ao~^ i2~*0 6ea minimal free resolution 
of R as a finitely-generated module over some graded polynomial 
ring A in n variables. Then An-d has a basis consisting of elements 
all of the same degree (using the natural grading of each A, which 
makes the maps in the resolution degree-preserving). 

(f) With notation as in (e), the module An-d has rank hg. 

(g) With A as in (e), the graded vector space Tor^_^{R^ k) has all its 
elements of the same degree. 

(h) diuikToitdiR^ k) = hs 

(i) For some h.s.o.p. ^ i , . . . , d̂ of R, all elements of the graded vector 
space soc{R/{0i,... ,6d)) have the same degree. 

(j) For some h.s.o.p. ^ i , . . . , d̂ of R, we have 

dinifc soc{R/{0i, ...,9d)) = hs. 

(k) For every h.s.o.p. ^ i , . . . , d̂ of R, all elements of the graded vector 
space soc{R/{9i,..., 6d)) have the same degree. 

(1) For every h.s.o.p. ^ i , . . . , 0d of R, we have 

dimjfe soc{R/{9i,..., 6d)) = /i*. 

Proof. These are all simple consequences of the relevant defintions and of 
elementary homological algebra. For instance, to relate (j) and (1) to (d), 
apply the long exact sequence for local cohomology (e.g., [121, Remark 
3.5.3(e)]) to the short exact sequence 0 -^ i? -4 i? —> R/diR ~* 0, and 
then continue to mod out by 02 up to Od- Further details are omitted. D 

Note that the numbers defined by conditions (b), (d), (f), (h), and (1) 
of Proposition 3.2 (i.e., the minimum number of generators of n(i i ) , etc.) 
are always equal for any graded Cohen-Macaulay fc-algebra R (or even 
for Cohen-Macaulay graded modules) by Theorem 1.12.4; and in fact is 
what we defined in Chapter 1.12 to be the type of R or M. (Theorem 
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1.12.4 does not explicitly mention condition (h), but this is trivially the 
same as (f).) Moreover, type(/?) is always at least as large as hs. 

A Cohen-Macaulay ring satisfying the conditions of Proposition 3.2 
is called a level ring. Thus R is level if and only if type(i?) = /i^. For in
stance, Gorenstein rings are level since e.g. soc{H^{R)) is one-dimensional 
and therefore has all its elements of the same degree. The next proposi
tion collects some facts about Hilbert functions of level rings. For more 
detailed proofs and other information on level rings, see [152, pp. 54-
55], [40], [48, Thm. 4.3.11], [89], [90]. For a result for Cohen-Macaulay 
domains similar to (b) below, see [166, Thm. 2.1]. 

3.3 Proposi t ion. Let R = RQ® Ri ® - - • be a standard level k-algebra, 
and let 

where hs ^ 0. 

(a) For all i and j with h^+j > 0 we have /î  < hjhi^j. 

(b) / / R is generically Gorenstein^ then 

j2^^<Y.hs-^, 0<j<s. (9) 
i=0 1=0 

Proof (sketch), (a) Let ^ i , . . . , ^^ be an l.s.o.p. for R (extending the field 
k if necessary). Let R/{Oi,..., ^d) = 5 = 5o © • • • © 5^, so /i^ = dim^ Sr-
Assume i -\- j < s. Then the ring 5 ' = 5o ffi 5i © • • • © 5̂ +̂  is also level. 
The level property implies that the natural map Si -^ Homfc(S'j, Si^j) is 
injective, and the proof follows. 

(b) Shift the grading of the canonical module il{R) if necessary so 
that its Hilbert series is given by 

It can be shown that the property of being generically Gorenstein implies 
that Q{R) contains a homogenous element u with zero annihilator, i.e., 
uR = R (as /?-modules). Moreover, the level property of R implies that 
we can take deg('u) = 0. 

^I.e., the localization R^ of R at every minimal prime ideal p is Gorenstein. Face 
rings in particular have this property; for them R^ is in fact a field. 
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Mow an elementary algebraic argument shows that the module M = 
Q{R)/uR is Cohen-Macaulay of KruU dimension d— 1 (unless R is Goren-
stein, in which case (9) is trivial since hi = fts-t)- Thus the rational 
function F(M, A)(l — A)"^^"^^ is in fact a polynomial with nonnegative 
integer coefficients. On the other hand, we have 

F(M,A) = F{n{R),X)-F{R,X) 

^ {hs + hs^iX + -' + hpX^) -(ho + hiX + -' + hsX') 

(1 ~ A)^ 

Et=o [{hs 4- hs^i + • - + hs-i) ~ (/iQ + /ii + ' - -f ft,)] Â  

(1 - xy-^ 
and the proof follows. D 

The next result gives the most significant known algebraic property 
of the face ring of a matroid complex. It would be interesting to discover 
further properties, especially if they shed some light on Conjecture 3.6 
below. 

3.4 Theorem. The face ring k[A] of a matroid complex A 15 level. 

Proof. We claim first that if the matroid complex A is acyclic (i.e., 
has vanishing reduced homology), then A is a cone. This fact follows 
easily from some elementary matroid theory, but we will give an argument 
using only Proposition 3.1. Suppose A is acyclic but not a cone, and let 
F i , . . . , Fs be a shelling of A (existence guaranteed by Proposition 3.1). 
Since A is acyclic, the last facet Fs contains a subfacet ((d—2)-dimensional 
face) G which is contained in no other facet of A. Let x be the vertex 
of Fg not a vertex of G. Since A is not a cone, there is a facet F which 
does not contain x. But then the induced subcomplex on the vertex set 
F U G is not pure and hence not Cohen-Macaulay, thereby violating the 
definition of a matroid complex. This proves the claim. 

It is easy to see that an arbitrary simplicial complex F is level if and 
only if the cone over T is level. Since removing vertices from a matroid 
complex keeps it a matroid complex, we may assume that A is not a cone. 
Hence by the previous paragraph A is not acyclic. If dim A = d — 1, then 
since A is Cohen-Macaulay we have Hd^i{A) ^ 0. Suppose that A has n 
vertices. Putting i = n — d and W :=V in Theorem II.4.8 shows that the 
last module An-d in a minimal free resolution of A;[A] over the polynomial 
ring A = fc[V'] has a least one basis element of degree n. Hence we need 
to show that all basis elements have degree n. Suppose that W is an 
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(n — jf)-element subset of V, with j > 1. By Theorem II.4.8, we need to 
show that Hd-j-^i{^w) = 0. Now Aw is Cohen-Macaulay since A is a 
matroid complex. Hence iiHd-j-i{Aw) ¥" 0 then dim Avy = d—j — 1. Let 
X GV-'W, Since the dimension of a simplicial complex drops by at most 
one when we remove a vertex, it follows that dim Ay-x = dim A — 1. But 
since A is pure, this means that A is a cone over Ay-x^ st contradiction. 

D 

Combining Proposition 3.3 and Theorem 3.4, we see that the /i-vector 
of a matroid complex satisfies the conditions of Proposition 3.3(a) and 
(b). It is natural to ask what other conditions are satisfied by the /i-vector 
of a matroid complex. We state three such conditions in the next result. 
Condition (a) below is due to Brown and Colbourn [46], while (b) and 
(c) are due to Chari [52, Cor. 4, part 2] (who also includes a different 
proof of (a)) [53]. For further conditions on the /i-vector (or /-vector) of 
a matroid complex, see [25, §2], [30, §7.5], [65]. 

3.5 Theorem. Let A be a matroid complex with h-vector (/IQ, hi,... yh^jj 
where /15 7̂  0 and hs-^i = • - - = hd = 0. 

(a) For any 0 < j < s and real number a > 1, we have 

i-iy i:{-a)% > 0, 
i=0 

with equality possible only if a = 1. 

(b) ho < hi < "' < /i[s/2j 

(c) K < hs-i forO<i< [s/2\. 

There is a conjecture appearing in [152, p. 59] which by a result of 
Hibi [90] is stronger than parts (b) and (c) of Theorem 3.5. This conjec
ture remains an intriguing open problem in matroid theory. 

3.6 Conjecture. Let A be a matroid complex with h-vector (/lo, / i i , . . . , 
hd)' Then there exists a pure multicomplex T (i.e., T is a multicomplex, 
as defined in Chapter IL2, all of whose maximal elements have the same 
degree) such that hi is the number of monom,ials in T of degree i. 

A refinement of Conjecture 3.6, which we will not state here, appears 
in [52, Conj. 3] and gives a conjectured complete characterization (though 
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not a numerical one like Theorems II.2.1 and II.2.2) of the /i-vector of a 
matroid complex. 

It is possible to use Theorem II.4.8 to compute the Betti numbers of 
A;[A], as a module over k[V], in terms of matroid-theoretic data. See [152, 
Thm. 9] for further details. 

An interesting class of simplicial complexes related to matroid com
plexes and level complexes are the doubly Cohen-Macaulay (or 2-CM) 
complexes discussed after Theorem II.7.4. Let us expand on the discus
sion appearing there. First note that removing a vertex x from a pure 
simplicial complex A reduces the dimension if and only if A is a cone 
over X. It follows that a matroid complex is 2-CM if and only if it is not a 
cone. (In the language of matroid theory, the corresponding matroid has 
no coloop or isthmus.) Moreover, since every induced subcomplex of a 
matroid complex is Cohen-Macaulay, we see that every matroid complex 
is the join (defined in Chapter II.5) of a simplex and a 2-CM matroid 
complex. 

Doubly Cohen-Macaulay complexes were first investigated by Ba-
clawski [9], [10]. He observed that the property of being doubly Cohen-
Macaulay is local, i.e., is preserved by links. He also showed that if L 
is a semimodular lattice, then the reduced order complex 0{L) (defined 
in the paragraph preceding Proposition 4.9 of this chapter) is 2-CM if 
and only if L is a geometric lattice (as defined e.g. in [162, p. 105]). We 
mentioned in Chapter II the basic fact that the 2-CM property is topo-
logically invariant (analogous to Proposition II.4.3 for Cohen-Macaulay 
complexes), as conjectured by Baclawski and proved by Jim Walker [181, 
Thm. 9.8]. We simply state without proof the following more precise 
version of Walker's result. 

3.7 Proposi t ion. Suppose that A is Cohen-Macaulay (over a field k) 
and that d — 1 = dim A. Then A is 2-CM (over k) if and only if for all 
peX = |A|, we have Hd^2{X -p;k) = 0. 

In Chapter II we also stated a homological characterization of 2-CM 
complexes due to Baclawski [9]; namely, a (d — l)-dimensional Cohen-
Macaulay complex A is 2-CM if and only if type k[A] = (-l)^~^x(^)-
The proof is a fairly straightforward application of Theorem II.4.8 and is 
repeated in [48, Thm. 5.6.6]. Since for any (d— l)-dimensional simplicial 
complex A we have (—l)''""^x(A) = hd (see observation (1) at the end 
of Chapter II.2), it follows from the definition of a level ring that the 
face ring of a 2-CM complex is level. Thus a level complex A is 2-
CM if and only if the integer s of Proposition 3.2 is equal to d. As 
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an immediate consequence of Baclawski's homological characterization of 
2-CM, we see that a 2-CM complex A cannot be acychc, since a Cohen-
Macaulay complex A is acycUc if and only if x (^ ) = 0» ̂ ^^ since |x(A)| = 
type(fc[A]) > 0 for 2-CM complexes. 

4 Balanced complexes, order complexes, 
and flag complexes 

The underlying idea in this section is that for certain simplicial complexes 
we can refine the N-grading of the face ring and still have a homogeneous 
system of parameters. 

4.1 Definition. Let A be a (d — 1)-dimensional simphcial complex on 
the vertex set V. We say that A is balanced if there is a map K : V --^ [d] 
such that if {x, y} is an edge of A, then K{X) ̂  f^iy)- Equivalently, if we 
think of K/ as a coloring of V with the colors 1, 2 , . . . , d, then every face 
of A has all its vertices colored differently. We will always assume that 
the coloring K is part of the structure of a balanced complex, even if it is 
not mentioned explicitly. 

N O T E . In the original definition [156, §2] of a balanced complex it 
was also assumed that A is pure, but there is no real reason for this re
striction. We will be concerned exclusively here with Cohen-Macaulay 
balanced complexes, which are always pure by Reisner's theorem (Corol
lary II.4.2). However, Theorem 4.6 shows that nonpure balanced com
plexes arise naturally in the theory of Cohen-Macaulay balanced com
plexes. Also in [156] the term "completely balanced" was used for our 
"balanced" here. There was a more general notion of a (partially) bal
anced complex. Since the most interesting examples of partially balanced 
complexes are completely balanced, we will be concerned here only with 
the completely balanced case. 

Balanced complexes have a natural refinement of the /-vector. If A 
is balanced of dimension d — 1 and if 5 is a subset of [c/], then define 
C^A{S) (or just a{S)) to be the number of faces F of A whose vertex 
colors are precisely the elements of 5, i.e., K{F) = 5. Thus the usual 
/-vector / (A) = ( /o , . . . , /d_i) is given by 

/,(A)= Y: «A(5). 
|5|=i+l 
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The function a A is called the flag f-vector of A. There is also a natural 
analogue of the /i-vector. For 5 C [d], define 

P{S) = / ?A(5) = X: ( - 1 ) I ^ - % A ( T ) . (10) 
TC5 

Equivalently (by the Principle of Inclusion-Exclusion [162, Thm. 2.1.1]), 

a{S) = Y: Pin (11) 
TCS 

We can also express the relationship between a and 0 in terms of gener
ating functions, analogous to equation (4). Let Ai , . . . , Â  be indetermi-
nates. Then it follows immediately from the relationship (10) between a 
and /? that 

^a(5) (nA.) f n (1 - ^^)]=EP(s) n^i- (12) 
s \ies I \t6[«i)-5 / s ies 

If we set each Aj = 1/x and multiply by x^ in (12), then comparing with 
(4) shows that 

|S|=t 

Hence /3A is a "natural" refinement of the /i-vector of A, and we call the 
function /3A the flag h-vector of A. 

Unlike the situation with the ordinary /i-vector, the flag /i-vector has 
a simple topological interpretation. For S C [d] define the S-rank-selected 
subcomplex As of A by 

As = {F € A : K ( F ) C S } . 

It is easy to see that 

/?A(S) = (-l)l^l-^x(As), (13) 

where xi^s) denotes the reduced Euler characteristic of As [156, Prop. 
3.5]. 

Let us now consider the face ring A; [A] of a balanced complex A with 
coloring K. Let Cj denote the ith unit coordinate vector in N^, and for a 
vertex a: of A define degx = e«(a;) E N^. This definition makes fc[A] into 
an N^'-graded fc-algebra. Thus the Hilbert series F(fc[A], A) (abbreviated 
F(A, A)) in the variables A = (Ai , . . . , Ad) is given by 

F(A,A)= 5 : dim^(fc[AyA^. 
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4.2 Proposition. We have 

where Â  ^U-^^Xi. 

Proof. It is clear that 

F{A,X) = j:a^iS)llYZT-

Put each term over the common denominator (1 — Ai)---( l-~ A<f), and 
comparing with (12) completes the proof. D 

Another important property of the face ring of a balanced complex is 
the following. We will see (Theorems 4.4-4.6) that it is an example of 
the importance of choosing a "special" system of parameters. 

4.3 Proposition, (a) Let A be a balanced simplicial complex of dimen
sion d — 1 on the vertex set V. Define 

di= ^ xe k[A], 
xev 

K(X) = . 

1 < i < d. (Note that 9i is homogeneous of degree Ci 6 N^.) Then 
6i,... ,6d is an h.s.o.p. for A:[A]. 

(b) Let S = k[/\\/{9i,.., ,9d). Then for every x eVy we have x^ = 0 
in S. 

Proof. It suffices to prove (b), since then 5 is spanned by squarefree 
monomials and hence is a finite-dimensional vector space. (On the other 
hand, it is easy to prove (a) directly from Lemma 2.4.) Let a; 6 K, and 
suppose K{X) = i. li y e V, y ^ X, and K{y) = i, then {x, y} is not an 
edge of A so xy = 0 in k[A]. Hence x0i = a;̂  in k[A], so x^ = 0 in S. D 

Note that in Proposition 4.3(a), we can take 0i to be any linear com
bination of vertices colored i provided no coefficient is zero. Let us call 
the h.s.o.p. of Proposition 4.3 the canonical h.s.o.p. for k[A]. 

We come to three basic properties of balanced Cohen-Macaulay com
plexes. 
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4.4 Theorem. Let A be a{d— I)-dimensional balanced Cohen-Macaulay 
complex. Let 6\,... ,9d be the canonical h.s.o.p. for fc[A], and let S = 
k[A]/{9i,... ,0d)' Then the Hilbert series of S (as an N^-graded algebra) 
is given by 

TC[d] 

Hence /3A (T) > 0 for all T. 

Proof. By the characterization of homogeneous regular sequences men
tioned after Definition 1.5.6, we have 

= F ( A , A ) n ( l - A . ) . 

Now us^ Proposition 4.2. D 

4.5 Theorem. Let A be a{d— I)-dimensional balanced Cohen-Macaulay 
complex. Then for every S C [d], the rank-selected subcomplex As 15 
Cohen-Macaulay. 

Proof. A purely topological proof can be given using Corollary II.4.2 
[181, Thm. 9.4], [31, (11.13)]. We will give instead a simple proof based 
on commutative algebra. Namely, since fe[A] is Cohen-Macaulay we have 
by Theorem 1.5.10 a decomposition 

fc[A]= II^-M^]> (14) 

where X is some set of monomials in the vertices of A, and 6 ^ {6\,. ..,6d) 
is the canonical h.s.o.p. for fc[A]. Let 1$ be the ideal of fc[A] generated by 
all vertices x satisfying K{X) §L S. Let Xs denote the subset of monomials 
in X all of whose variables are colored from 5, and let 6s denote the 
subsequence {6i : i E S) of Q, It is then clear from (14) that 

k[A]/Is= U V'k[dsl 
neXs 

But k[As] — k[A]/Isr so k[As] is a free module over a system of param
eters. Hence k[As] is Cohen-Macaulay. D 
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Note that Theorem 4.5, together with equation (13), gives another 
proof that /3^{S) > 0 for balanced Cohen-Macaulay complexes A, since 
for any (m — l)~dimensional Cohen-Macaulay complex T we have 

(-ir-ix(r) = Mr)>o. 
4.6 Theorem. Let /? : 2'^ —>- Z. The following two conditions are 
equivalent. 

(a) There exists a balanced [d — I)-dimensional Cohen-Macaulay com
plex A such that PA = P-

(b) There exists a balanced simplicial complex (which we are assuming 
need not be pure) A such that aA{S) = /?A(S') for all 5 C [d]. 

Proof, (a) => (b). Let 9i,... ,6d be the canonical h.s.o.p. for A:[A], and 
let C = k[A]/{0). Just as in the sketch of the proof of Theorem II.2.3, 
choose the lexicographically earliest basis of monomials for 5. These 
monomials will form a multicomplex A. By Proposition 4.3(b), A is in 
fact a simplicial complex. Color the vertices of A by the same colors as in 
A. By Theorem 4.4, every face of A has all its vertices colored differently 
(in fact, A is isomorphic to a subcomplex, though not necessarily induced, 
of A), and aA(5) = / ?A(5) . Hence (a) => (b). 

(b) => (a). This is a construction given in [33]. (It is stated on page 
152 of [156] that the impHcation (b) ^ (a) is false, but this statement is 
erroneous.) D 

Note that Theorem 4.6 gives a characterization of the flag /i-vector 
(or equivalently, the flag /-vector) of a balanced Cohen-Macaulay com
plex analogous to the characterization (implicit in Chapter II.2) of the h-
vector of a Cohen-Macaulay complex as the /-vector of a multicomplex. 
A purely numerical characterization of the flag /-vector of a balanced 
complex, analogous to the Kruskal-Katona theorem (Theorem II.2.1), 
appears in [76]. 

An important class of balanced complexes is defined as follows. Let 
P be a finite partially ordered set (or poset, for short), and let 0{P) be 
the set of chains of P. (For basic information on finite posets, see [162, 
Ch. 3].) Then 0{P) is a simplicial complex, called the order complex of 
P. If we color an element j : of P by the cardinality i of the longest chain 
Xi < X2 < ''' < Xi = X oi P with top element x, then 0{P) becomes a 
balanced simplicial complex. The statement that P has a certain property 
we will often take to mean that 0{P) has this property. In particular we 
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have the notion of a Cohen-Macaulay poset. Moreover, we write k[P] as 
short for k[0{P)]^ the face ring of the order complex of P. Some saHent 
properties of Cohen-Macaulay posets will be discussed below. For further 
information, see [7] and [34]. 

A basic property of order complexes is that every minimal nonface 
has two elements, i.e., the ideal I^ of Definition II. 1.1 is generated by 
elements of degree two. (For a complete characterization of order com
plexes, see [156, p. 144].) General simplicial complexes for which every 
minimal nonface has two elements are called flag complexes (after Tits 
[179, p. 2]). Flag complexes are a fascinating class of simplicial complexes 
which deserve further study. To support this statement, we mention four 
results or conjectures related to flag complexes. 

• 

• 

Much deep work related to flag complexes has been done by graph 
theorists, in the guise of "Turan-type" theorems; see e.g., [116, 
10.30-10.40]. 

Let (/o, / i , . . . , /rf-i) be the /-vector of a flag complex. It follows 
from [180, Prop. 5.10] (see also [173, Cor. 2.4]) that if we define 

log ( l - fot -f /it^ ~ . . . -h (-l)Vd^it^) = - E n̂ 
x"" 

n>l ^ 

then each bn is a nonnegative integer. (Integrality is easy; nonneg-
ativity is the interesting fact.) 

• Kalai has conjectured (unpublished) that the /-vector of a flag com
plex A is also the /-vector of a balanced complex F. Moreover, if 
A is Cohen-Macaulay then we can take F to be Cohen-Macaulay. 
Hence by Theorem 4.6 it would follow that the /i-vector of a Cohen-
Macaulay flag complex is the /-vector of a balanced complex. 

• Let A be a (d — l)-dimensional nonacyclic Gorenstein flag complex. 
Let h{A) = (ho,.. .,hd), and suppose that d is even, say d = 2e. 
Then Charney and Davis conjecture [54, §4], [55, Conjecture D], 
as a discrete analogue of a well-known conjecture of Hopf on the 
Euler characteristic of a nonpositively curved, piecewise Euclidean 
manifold, that 

{-iy{ho ~ /ii + /i2 + /id) > 0. 

This conjecture is open even for nonacycUc Gorenstein order com
plexes. We will say more about this special case below. 
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An important feature of order complexes is the existence of a simple 
combinatorial technique, called "lexicographic shellability," which yields 
when applicable an exphcit shelling of the order complex 0{P), thereby 
showing that P is Cohen-Macaulay. Lexicographic shellability can be 
useful even for simplicial complexes which are not order complexes, since 
a simplicial complex A is Cohen-Macaulay if and only if its face poset PA 
(set of faces, partially ordered by inclusion) is Cohen-Macaulay. This is 
because the order complex C?(PA) of P A is just the first barycentric subdi
vision of A, so that A and PA have homeomorphic geometric realizations. 
Hence A is Cohen-Macaulay if and only if PA is Cohen-Macaulay, by the 
topologicalness of the Cohen-Macaulay property (Proposition II.4.3). For 
the definition, properties, and applications of lexicographic shellability, 
see for instance [26], [34, §2], [37], [38]. An extension to nonpure posets 
appears in [39], while an extension to relative posets (using the terminol
ogy of Section 7) appears in [172, §4]. 

It is natural to ask whether the characterization of flag /-vectors 
of Cohen-Macaulay balanced complexes given by Theorem 4.6 can be 
strengthened in the case of Cohen-Macaulay posets. It seems very diffi
cult to obtain a complete characterization of the flag /-vector of a Cohen-
Macaulay poset. There is a special case for which some especially inter
esting results and conjectures exist. This is the case of Cohen-Macaulay 
posets which are also nonacyclic and Gorenstein. (The nonacyclicity is a 
harmless assumption, because of the equivalence of (a) and (c) in Theo
rem II.5.1.) It is convenient to deal with posets which possess a unique 
minimal element 0 and unique maximal element 1. Thus define an Eu-
lenan poset to be a graded poset P (i.e., every maximal chain has the 
same length) with 6 and i whose Mobius function fi (as defined, e.g., in 
[162, Ch. 3.7]) satisfies ii{s,t) = (-l)^(^'^) for a\\s<t in P, where e{s,t) 
denotes the length of the closed interval [s,t] := {u e P : s < u < t}. 
Equivalently, an Eulerian poset is a graded poset with 0 and 1 such that 
every interval with more than one element has the same number of ele
ments of even rank as of odd rank. It is an immediate consequence of 
Theorem II.5.1 and the theorem of Phihp Hall [162, Prop. 3.8.5] relating 
Mobius functions and Euler characteristics that a Cohen-Macaulay poset 
Q is nonacyclic and Gorenstein if and only if the poset Q = QU {0,1} is 
Eulerian. For further information on Eulerian posets, see [162, Ch. 3.14] 
and [170]. 

If P is Eulerian of rank n -h 1, then by slight abuse of notation we 
let ap and pp denote the flag /-vector and flag /i-vector of P — {6,1}. 
We will define certain noncommutative generating functions for ap and 
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0p. Let a and b be noncommuting variables, and for S C [n] define a 
noncommutative monomial us = uit/2 • • • "̂ n by 

f a , if i 

Define the generating functions 

eS. 

Tp(a ,6 )= 5Z ^p{S)us 

SC[n] 

SC[n] 

These definitions can be made for any graded poset, and it is clear that 
equations (10) and (11) are equivalent to the relations 

*p(a,b) = T p ( a , 6 ~ a ) 

Tp(a,6) = *p(a ,a + 6). 

In a seminal paper [12] on flag vectors of Eulerian posets, M. Bayer and 
L. Billera found the most general linear equalities satisfied by such vec
tors. This result is the analogue, for flag vectors of Eulerian posets, of 
the Dehn-Sommerville equations (Chapter II.6) for /i-vectors of Goren-
stein simplicial complexes (or more generally, simplicial complexes such 
that the link of every face has the Euler characteristic of a sphere of its 
dimension). J. Fine realized that the Bayer-Billera result could be stated 
as follows. (See [74] for related results.) 

4.7 Theorem. Let P an Eulerian poset Then there exists a polynomial 
^p(c, d) in the noncommuting variables c and d such that 

yl!p{a, b) = ^p{a + 6, a6 + 6a). D 

The polynomial $p(c, d) is called the cd-index of P. For further infor
mation and references on the cd-index, see [171]. Here we wish simply to 
point out a connection between commutative algebra, the cd-index, and 
the Charney-Davis conjecture. Perhaps the most intriguing open problem 
concerning the cd-index is the following [171, Conj. 2.1]. 

4.8 Conjecture. Suppose that P is Eulerian and Cohen-Macaulay, 
Then ^p{c,d) > 0, i.e., every coefficient of^p{c^d) is nonnegative. 
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The main significance of Conjecture 4.8 is that if it were true then it 
would imply all linear inequalities satisfied by the flag /-vector (or flag h-
vector) of a Cohen-Macaulay Eulerian poset [171, Thm. 2.1]. Eric Babson 
observed that if P is Eulerian of rank 2m H-1, then the coefficient of d^ in 
^p{c,d) is equal to {—l)^{ho — hi-hh2 h/i2m), where {ho, hi,,.. ,/i2m) 
denotes the /i-vector of the order complex 0{P) (or of 0{P — {0,1})). It 
follows that Conjecture 4.8 implies the Charney-Davis conjecture for the 
special case of order complexes. For certain Eulerian posets which include 
face lattices of convex polytopes an inductive proof of Conjecture 4.8 can 
be given [171, Thm. 2.2], and hence the Charney-Davis conjecture is true 
for these posets. 

We now discuss the connection between the Charney-Davis conjecture 
for order complexes and commutative algebra, based on an idea of Gil 
Kalai. This is the only known algebraic interpretation (though only con-
jecturally) of a nontrivial cd-index coefficient. It would be very interesting 
to be able to relate the entire cd-index, say in the Cohen-Macaulay case, 
to algebraic objects like Cohen-Macaulay rings or toric varieties. Let 
P = PQUPIU" •UP2m+i (disjoint union) be a Cohen-Macaulay Eulerian 
poset of rank 2m -j- 1, where Pi denotes the set of elements of rank i. 
Thus by Theorem II.5.1 P is Gorenstein. In fact, P — {0,1} is nonacyclic 
Gorenstein of dimension 2m— 1, so the Charney-Davis conjecture applies 
to the "reduced order complex" 0 ( P ) = 0{P-{6,1}). Let A: be a "large" 
field of characteristic two. ("Large" means that k has sufficiently many 
independent transcendental elements over its prime field F2.) Let 

0^= Y^x£ k[P], 0 < i < 2m -f 1. 
xePt 

By Proposition 4.3(a), 60,. ^.,^2m+i is an l.s.o.p. for k[P]. Let 

R^k[P]/{eo,...,92m^l). 

Thus the Hilbert function of R is given by H{R,i) = K{P) (short for 
h^{0{P))). Now let a; be a generic linear form in R, i.e., u = Y^xeP^x^-^ 
where the ĉ c's are independent transcendentals in k. We are in a situa
tion somewhat like that of Theorem 1.4. If k had characteristic zero it 
would be in fact reasonable to expect (though we don't know whether 
it's actually true) that the multiplication LJ : Rt -^ Ri^i is infective for 
Q < i < m. This cannot be the case, however, in the present situation, 
since Proposition 4.3(b) and the fact that char(A;) = 2 shows that oj^ = 0. 
Hence (writing Uj for a; restricted to Rj, so that UJJ is a linear transforma-
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tion (jjj : Rj —> Rj+i) we have that ker(a;i) C im{Ui^i). Thus the "most 
injective" that cj, could possibly be for i < m is that ker(a;i) = iin(a;i_i). 

4.9 Proposition. Suppose that kei{uJi) = im(a;t_i) for all i < m. Then 
(—l)"^Ef3)(""l)*^i ^ 0; ^'^-f ^^^ Chamey-Davis conjecture holds for the 
order complex of P — {0,1}. 

Proof. Since R is Gorenstein with socle in degree 2m, the pairing 
Ri X i?2m-i ~* R2m is a perfect pairing, i.e., the natural map Ri -^ 
E.omk{R2m-ii R^m) is a bijection. Prom this it is easy to deduce that 
ker(a;t) = im(a;t_i) also for i > m. Consider the diagram 

/C : 0 —> RQ —̂  Ri —• • • • —> R2m —̂  0. 

/C is a complex (over k) since u'^ = 0. Since keT{uJi) = im(a;t-i) for i ^ m, 
all the homology of this complex is concentrated in dimension m. Hence 
if x (^ ) denotes the Euler characteristic of /C, then 

2m 

i-irxiic) = (-irE(-i)'di«i*^.w 
= dimkHm{IC) 

> 0. 

But also 

m 

(-irx(^) = (-ir^(-i)Mim*ii. 
1=0 

= ( ~ i r ( / l O - / l l + / l 2 - - - - + /l2m), 

and the proof follows. D 

We suspect that the hypothesis in Proposition 4.9 that ker(a;i) = 
im(a;t^i) for i < m will be difficult to prove since it is a kind of hard Lef-
schetz theorem, but without any associated variety. Nevertheless, Propo
sition 4.9 adds to the plausibility of the Charney-Davis conjecture, at 
least for order complexes. 

It is reasonable to ask whether there are interesting examples of bal
anced complexes other than order complexes of posets. One such class 
of examples are the Coxeter complexes and Tits buildings, which we will 
briefly discuss here. Much of our presentation will follow Bjorner [28]. 
A finite Coxeter group (W, S) may be thought of as a finite subgroup 
W of the orthogonal group 0(R'^') generated by reflections, where 5 is 
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the set of reflections through hyperplanes which bound some fixed con
nected region in the complement of the union of all reflecting hyperplanes. 
The set S is then a minimal generating set for W, and W has a simple 
presentation in terms of S. For a panoply of equivalent definitions, as 
well as much additional information, see [43], [99]. Subgroups Wj gen
erated by subsets J Q S are called parabolic. In particular, a maximal 
parabohc subgroup Wj satisfies \S — J\ = 1. The archetypal example of a 
finite Coxeter group is the symmetric group Bn of all permutations of the 
set {1, 2 , . . . , n}, with the set S consisting of the adjacent transpositions 
(z,i -f 1), 1 < i < n — 1. There is a well-known classification of finite 
Coxeter groups as direct products of elements of the infinite families An 
(n > 1), Bn (n > 2), Dn (n > 4), l2{p) {p = 5 or p > 7), and the ex
ceptional groups EG, E7, Eg, F4, G2, ^ 3 , and H4. See [43, Ch. VI, §4.1, 
Thm. 1, pp. 193-194]. 

Let {W, S) be a finite Coxeter group. The Coxeter complex A{W, S) 
is by definition the nerve of the covering of W by left cosets of maximal 
parabolic subgroups of W, In other words, the vertices of (W, S) are the 
left cosets of maximal parabolic subgroups, and a set F of vertices forms 
a face if the intersection of the elements of F is a nonempty subset of W. 
Thus A{W,S) is a simplicial complex. The maximal faces (or chambers) 
are in one-to-one correspondence with the elements of W. More precisely, 
the chambers are the sets 

Cu, = {wWs-s-s£S}, WGW. 

The Coxeter complex is an abstract reformulation of the simplicial decom
position of the unit sphere in E'^' which is produced by the intersections 
with reflecting hyperplanes belonging to W. Its abstract formulation and 
a characterization in these terms is due to Tits [179]. 

Since A{W, S) is a simplicial decomposition of a sphere, it is Cohen-
Macaulay by Corollary IL4.4. Moreover, if we color the vertex wWs-s 
with the "color" s, then A{W, S) becomes a balanced complex. An ir
reducible Coxeter complex (i.e., a Coxeter complex corresponding to a 
Coxeter group that is not a direct product of smaller Coxeter groups) is 
the order complex of a poset exactly for the types A^ Bn, F4, G2, i/3, 
H4, and hip) (whose Coxeter diagrams contain no "forks," i.e., vertices 
incident to three other vertices). Thus the Coxeter complexes of types 
Dn, EG, E7, and £̂ 8 t̂re "natural" balanced complexes that are not or
der complexes. The usual combinatorial data associated with balanced 
Cohen-Macaulay complexes has an elegant group-theoretical meaning for 
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Coxeter complexes. In particular, if J C 5, then the flag /i-vector of 
A{W, S) is given by 

PA(WMJ) == # { ^ ^ ^ ' ^(^^) < ^(^) if a^d only if 5 G J } , (15) 

where i is the length function of W, i.e., £{w) is the smallest integer m 
such that It; can be written as a product of m elements of 5. For further 
details, see [27], [28]. 

A building is a kind of "g-analogue" of a Coxeter group, due to Tits 
[179]. Buildings are also balanced Cohen-Macaulay complexes. Rather 
than giving the general definition here, let us just consider one example. 
Let Bn{q) denote the lattice of subspaces of the vector space F^, ordered 
by inclusion. This lattice is a well-known g-analogue of the boolean al
gebra Bn of all subsets of {1 ,2 , . . . , n} . This means that many formulas 
involving Bn{q) reduce to the corresponding formulas for Bn when we set 
g = 1. For instance, B„(g) has (1 + g)(l + g + g^). . . (1 + g + . . . + q^-i) 
maximal chains. When we set g = 1 we obtain n!, the number of max
imal chains of B^. The reduced order complex 0{Bn) is easily seen to 
be isomorphic to the Coxeter complex of type An-i, so 0{Bn{q)) may be 
regarded as the g-analogue of this order complex; and in fact 0{Bn{q)) 
is isomorphic to the building of type An-i (over the field F^). Let J be a 
subset of {1 ,2 , . . . , n - 1}. The flag /i-vector of 0(B„(g)) is given by 

%B„( , ) ) ( ^ )=E9 ' ^ ' " ^ (16) 

summed over all w E &n satisfying i{ws) < £{w) if and only if 5 G J . 
Note that equation (16) reduces to (15) (in the case W = Qn) when 
g = 1. For further information on buildings, see for instance [27], [45], 
[179]. 

5 Splines 

There is a remarkable connection between face rings and shellability on 
the one hand, and the theory of splines on the other. Spline theory is 
of fundamental importance in numerical analysis and computer aided de
sign. The use of algebraic techniques to investigate splines was pioneered 
by Louis Billera, partially in collaboration with Lauren Rose [17], [18], 
[22], [23], [24]. We will point out one aspect of the algebraic theory of 
splines that is closely related to face rings. Our treatment will follow [18]. 

Let A be a pure m-dimensional simplicial complex, rectilinearly em
bedded in R*". We will think of A as a subset of MT" with the additional 
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structure of an embedded simplicial complex. Define ^ ( A ) to be the set 
of all functions / : A —• R such that (a) all the rth order partial deriva
tives of / exist and are continuous, and (b) the restriction / | F of / to 
any face (or equivalently, any facet) of A is given by a (real) polynomial 
in m variables (the coordinates of M" )̂. The elements of C"*(A) are called 
piecewise polynomials^ splines^ or finite elements. 

The set C^(A) forms a vector space over M, and has a natural filtration 

C 5 ( A ) C C [ ( A ) C . . . , 

where CJ(A) consists of all functions / such that each polynomial fp is 
of degree at most j . Strang [174], [175] was the first to raise explicitly 
the question of finding the dimension and a basis for the spaces CJ(A). 
Here we will be concerned with the case r = 0, i.e., / is required only 
to be continuous and piecewise polynomial. (Continuity is actually an 
immediate consequence of the piecewise polyomial property.) For further 
discussion of the general case, see [17], [22], [23], [24]. 

The vector spaces C ( A ) have additional algebraic structure. A multi
variate form of the chain rule shows that C^(A) is a ring under pointwise 
multiplication. Moreover, the restriction to A of any globally polynomial 
function on W^ is an element of C"(A). Hence C^(A) contains a subal-
gebra R = M[yi,.. . , i/m]^ isomorphic to a polynomial ring in m variables, 
where yi is just the projection onto the ith coordinate in W^. Thus in 
particular C^(A) is a module over the polynomial ring R. 

Prom now on we deal only with the case r = 0. We will for the most 
part simply state without proof the basic results from [18]. We first want 
to describe a set of generators for C^(A) as an R-algebra. Suppose that 
the vertices of A are vi^,.. ^Vn^ Let Xi be the unique piecewise linear 
function on A defined by Xi{vj) = Sij^ where Sij is the Kronecker delta. 
It is straightforward to see that X i , . . . , X„ is a basis for the real vector 
space Ci (A). Consideration of this basis goes back to Courant [56], and 
the functions Xi are called the Courant functions of A. The first main 
result of Billera on the algebra C^(A) is the following [18, Thm. 2.3] 
(proved by induction on the number of facets). 

5.1 Theorem, For any d-dimensional simplicial complex A, the space 
C^{A) is generated as an R-algebra by its Courant functions X i , . . . , Xn-

The next step is to find the relations satisfied by the generators 
X i , . . . ^Xn- It is easily seen from the definition of the Courant func
tions that if {vty^.Vi^..., t;ip} is a set of vertices of A that do not form a 
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face, then 
Xi^Xi2 • • • Xjp = 0. 

Hence there is a natural surjection R[A] —* C^(A), where R[A] is the face 
ring of A (regarded as an abstract simpliciai complex) in the variables 
Xi , . . . , x„, sending x, to X^, 

It is also immediate from the definition of the Courant functions that 
they satisfy the additional relation that Xi +X2 H hX„ is the constant 
function 1. Hence the polynomial Xi 4- X2 H 4- Xn — 1 belongs to the 
kernel of the homomorphism M[A] -* C^(A), so we have a surjective 
algebra homomorphism (p : R[A]/(xi H h Xn - 1) -^ C^(A). Billera's 
second main theorem [18, Thm. 3.6] (also proved by induction on the 
number of facets) is the following. 

5.2 Theorem. The homomorphism ip defined above is an isomorphism 
of R-algebras, 

As an immediate apphcation of Theorem 5.2, we can compute the 
dimension of the vector spaces Cj (A). 

5.3 Lemma. The canonical homomorphism 

i) : M[A] -^ R[A]/(xi + •.. + Xn - 1) := S 

takes the vector space R[A]j bijectively onto the space Sj spanned by all 
polynomials in the variables X i , . . . , Xn of degree at most j . 

Proof. Let M be the set of all monomials of degree j whose support is 
a face of A. Hence M is a basis for K[A]j. We claim that the images 
of these monomials are linearly independent in 5. Otherwise we have a 
relation in K[A] of the form 

Z û̂ A= ( !E^i~ l )5 , (17) 
ueM 

where a^ € E (not all zero), and 0 ^ g £ R[A]. Now if t; is a monomial 
of least degree appearing in ^, then it cannot be cancelled out of the 
right-hand side of (17). On the other hand, it is easy to see that 53 x̂  is a 
non-zero-divisor in R[A]. Hence if the right-hand side of of (17) is written 
as a linear combination of monomials, then some monomial will appear 
of degree greater than the degree of v. This contradicts the homogeneity 
of the left-hand side, so the claim is proved. 
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If now 5 is a homogeneous element of R[A] of degree i < j , then 
/i := (xi + • • • 4- XnY^^g is an element of R[A] satisfying ip{g) = '0(/i). 
Hence 

^(M[A],) = ^(R[A]o e • • • e M[A],), 

and the proof follows. D 

We can now deduce a formula for the dimension of the space Cj{A) 
in terms of the /-vector of A. 

5.4 Corollary. The dimension of the vector space Cj{A) is given by 

dimC,«(A) = dimR[A], = X^/,(A) -̂  . 

for j > 0. 

Proof. According to Theorem 5.2 and Lemma 5.3, the composite map 
(foip restricts to a bijection between M[A]̂  and C^(A). The proof follows 
from Theorem II. 1.4. D 

Corollary 5.4 shows that dimC]^(A) depends only on A as an abstract 
simplicial complex (in fact, only on the /-vector), and not on the em
bedding of A into M"*. This phenomenon fails for r > 0 and greatly 
complicates the situation in this case. 

A final topic considered by Billera in [18] is the structure of C^[A] 
as a module over the polynomial subring R generated by the coordinate 
functions 2/i) • • • ? Z/m- Define 9i E M[A]i for 1 < i < m by 

where the sum ranges over the vertex set V C W^ of A (so yi{x) is the 
ith coordinate of x). By Lemma 2.4(a), ^ i , . . . , ^^ is an l.s.o.p. for M[A]. 
Hence if M[A] is Cohen-Macaulay, then R[A] is a finitely-generated free 
R[^i , . . . ,9^]-module; and if in addition R[A] is shellable then we can 
write down a set of basis elements from the shelling (Theorem 2.5). The 
image ip(p{Oi) of 6i in C^(A) is just y^. From this it is easy to carry 
over the results about the structure of R[A] as a R[^i , . . . , 0m]-niodule to 
the structure of C^(A) as an i?-module. We obtain that C°(A) is a free 
i?-module if A is Cohen-Macaulay (over R). In fact, Billera and Rose 
have shown [24, Thm. 4.5] that we only need for A to be Buchsbaum, 
i.e., A is pure, and the link of every vertex is Cohen-Macaulay. For 
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instance, any triangulation of a manifold (with or without boundary) is 
Buchsbaum. If moreover A is shellable, then the sheUing yields an explicit 
basis for C^( A) as an ii-module, consisting of certain squarefree products 
of Courant functions. See [18, §4] for further details. 

6 Algebras with straightening law and 
simplicial posets 

The theory of face rings has applications to even broader classes of rings. 
The basic reason for this is that certain rings R can be "approximated" by 
a face ring fc[A], and many of the algebraic properties of A;[A] carry over 
to R, The most satisfactory class of rings which can be treated in this way 
are called "algebras with straightening law" (ASL's). The basic reference 
to this subject is [62]. Other references include [8], [11], [48, Ch. 7.1], [72], 
[80], [81], [82], [91, Part 3]. Our treatment will for simplicity not be done 
in the greatest possible generality as in [62]. Instead we will follow [91, 
Part 3]. In [62] the terms "algebra with straightening law" and "Hodge 
algebra" are used synonymously, but in [91] Hodge algebras are more 
general than ASL's. A closely related concept is that of Grobner bases. 
We will not treat Grobner bases here, but we should at least mention 
that they are the key tool in the subject of computational commutative 
algebra. See for instance [1], [14], [49], [58], [177]. We will give one 
main combinatorial application of ASL's to a generalization of a simplicial 
complex known as a "simplicial poset." 

Let us proceed to the definition of an ASL (over a field k). Suppose 
F is a finite poset. A monomial jM on P is a function M : P -^N. The 
support of M is the set 

snpp{M) = {2/ € P : M{y) ^ 0}. 

A monomial M is standard ii supp(A^) is a chain of P. If i? is a com
mutative ring with an injection (f>: P —> R given, then to each monomial 
A^ on P we may associate 

<f>{M) := n < (̂y)̂ ^^^ ^ R' 
yeP 

We will identify P with 0(P) and will also call (l>{M) a monomial. 
Now let fc be a field and R a (commutative) fc-algebra in the situation 

of the previous paragraph. We will call R (or more accurately the pair 



6. Algebras with straightening law and simplicial posets 111 

(/?, (/))) an algebra with straightening law (ASL) on P over k if the following 
two conditions are satisfied: 

(ASL-1) The set of standard monomials is a basis of the algebra R as 
a vector space over k. 

(ASL-2) If X and y in P are incomparable, and if 

^y = Yl ^t^ii^i2 '' • ^ir,, (18) 
t 

where 0 7̂  â  G fc and Xii < Xi2 < " -^ is the unique expression for xy E R 
as a linear combination of standard monomials guaranteed by (ASL-1), 
then x^l < x and Xn < y for every i. 

Note that the right-hand side of (18) is allowed to be the empty sum 
(= 0); but that, though 1 is a standard monomial (whose support is the 
empty chain), no product x^l Xi'2 '' * Xij' c a n be 1. 

Suppose that R is an ASL on F , and that in addition /? is a connected 
graded algebra with P C H{R^)^ i.e., every element of P (regarded as a 
subset of R) is homogeneous of positive degree. We then say that i? is a 
graded ASL. 

The main result about ASL's in which we're interested is the follow
ing [48, Cor. 7.1.6], [62, Cor. 7.2]. It is a basic tool for proving that 
certain rings are Cohen-Macaulay. The proof is rather technical and is 
not included here. 

6.1 Theorem. Let P he a finite Cohen-Macaulay poset and R a graded 
ASL on P over k. Then R is Cohen-Macaulay. 

The above theorem easily extends to the result that if R is an ASL 
on an arbitrary finite poset P over /c, and if R is an N-graded connected 
/c-algebra such that P C HR^, then depth(i?) > depth(fc[P]). 

6.2 Example . Let [xij] be an m x n matrix of indeterminates over k with 
m < n, and set Gmn equal to the subalgebra of the polynomial r m g "̂ [3!̂  17 J 

generated by all m x m minors of the matrix [xij]. The algebra Gmn is 
the homogeneous coordinate ring of the Grassmann variety of m-planes 
in n-space; see [98, Ch. XIV], [109, p. 1076], [153, §4]. It was shown 
essentially by Hodge [97] that the ring Gmn is an ASL in the following 
natural way. (For a modern treatment, see [61].) 

Let L{m^ n — m) be the set of all symbols [ i i , . . . , im] with 1 < ii < 
i2 < " ' < im < n, with the partial ordering [zi , . . . , Zm] < [ju • • - Jm] 
if ir < jr for all r. Define an injection L{m, n — m) ^-^ Gmn by taking 
[zi,.. . ,im] to the m X m minor of [xij] which is the determinant of the 
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submatrix of [x^j] consisting of columns i i , . . . , im- We will also write 
[̂ 1J • • • J im] for this minor. 

The minors [ i i , . . . , im] form a minimal set of generators for Gmn (as 
a fc-algebra). The relations among these generators are the Pliicker rela
tions [78, §9.1], [79, (15.53)], [98, (3) on p. 310], [109, (QP) on p. 1076]. 
One sees easily (see e.g. [98, Thm. I, p. 378]) that these relations imply 
the axioms (ASL-1) and (ASL-2) of an ASL, so that Gmn is an ASL on 
the poset L(m, n — m)^. 

The poset L{m^ n — m) is in fact a distributive lattice. Distributive 
lattices may be seen in several ways to be Cohen-Macaulay (see e.g. [34]), 
so from Theorem 6.1 we conclude that Gmn is Cohen-Macaulay. In fact, 
the poset of join-irreducible elements of L{m, n—m) has the property that 
every maximal chain has the same length, from which it is immediate from 
Theorem i.12.7 and [146, Prop. 19.3] that Gmn is in fact Gorenstein, 

The above technique for showing that Gmn is Cohen-Macaulay ex
tends easily to the more general Schubert varieties (in the Grassman-
nian), whose homogeneous coordinate rings are ASL's on intervals [0, t] 
of L{mj n — m) (where 6 denotes the unique minimal element [1 ,2 , . . . , m] 
of L{m^ n — m)). Even more general are the skew Schubert varieties (the 
intersection of two Schubert varieties defined with respect to "opposite" 
flags), whose homogeneous coordinate rings are ASL's on arbitrary inter
vals [s^t] of L{m,n — m). For further information, see [155], [61], [62], 
[153], [178]. Additional classes of rings that can be proved to be Cohen-
Macaulay by ASL techniques are discussed in [62] and the references cited 
there. 

We now give a combinatorial application of Theorem 6.1. A simplicial 
poset [162, p. 135] (also called a boolean poset [82, p. 130] and a poset of 
boolean type [29, §2.3]) is a finite poset P with 0 such that every interval 
[0, y] is a boolean algebra (i.e., since P is finite, [6, y] is isomorphic to the 
set of all subsets of a finite set, ordered by inclusion). One may think of 
a simplicial poset as a generalization of a simplicial complex, such that if 
F and G are two fax̂ es then the intersection 2^ H 2^ of the corresponding 
simplices can be any subcomplex of the boundaries of 2^ and 2^, and not 
just the single simplex 2^^^. For instance. Figure 3.2 shows a simplicial 
poset corresponding to two triangles which intersect in an edge together 
with the opposite vertex. Note that a simplicial poset P is the face poset 
of a simplicial complex if and only if P is a meet-semilattice, i.e., any two 

F̂or some other connections between the poset L(m, n—m) and the Grassmannian, 
see for instance [153, p. 239] and [157]. 
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Figure 3.2: A simplicial poset 

elements x and y have a greatest lower bound or meet x Ay. In general, 
a simplicial poset is always the face poset of a regular CW complex (see 
[29]). 

We can define the /-vector and /i-vector of a simplicial poset P in 
exact analogy to simplicial complexes. Namely, define the /-vector by 

/ . = MP) = #{2/ € P : [6,y] ^ B,+i}, (19) 

where B^^i denotes the boolean algebra of rank i + 1. UP has rank 
d (i.e., d = max{i : 3y € P such that [0,y] = Bf}), we then define 
h^ = hi{P) just as in equation (4). In particular, if P is the face poset 
of a simplicial complex A then (/o, / i , . . •, fd-i) is just the /-vector of A, 
and {ho, hi,..., ha) is just the /i-vector. 

Our reason for dealing with simplicial posets P is that one can define 
a graded algebra Ap which is a direct generalization of the face ring 
of a simplicial complex and which shares many properties with the face 
ring. When P is the face poset of a simplicial complex A then indeed 
Ap ^ k[A]. 

6.3 Definition. Let P be a simplicial poset with elements 0 = yô  I/î  • • • ^ 
yp. Let A = k[yo,yi,... ,yp]he the polynomial ring over k in the variables 
yi. Define Ip to be the ideal of A generated by the following elements: 

(51) yiyj, if yi and y^ have no common upper bound in P, 

(52) y^yj — {yiAyj) {Ylz ̂ )^ where z ranges over all minimal upper bounds 
of yi and yj, otherwise. 

Finally set Ap = A/Ip and Ap = Ap/{yQ - 1). We call Ap the face 
ring of the simplicial poset P . We make Ap into a graded algebra Ap = 
{Ap)o e {Ap)i © .. • by defining deg(yO = j if [6, y] = J3,-, for 0 < z < p. 
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N O T E , (a) It is clear that y^ A yj exists whenever ŷ  and yj have at 
least one upper bound z since the interval [0, z] is a boolean algebra (and 
therefore a lattice). Hence property (S2) is well-defined. 

(b) We could replace X)z ̂  ^^ ^he above definition by Xlz ̂ zZ for any 
0 T^ az E k without any significant change in the theory. 

(c) The grading we have given to Ap is well-defined since the relations 
(S2) and yo—1 are easily seen to be homogeneous. Moreover, dimfc(i4p)o = 
1, so yip is connected. 

Our main goal here is to characterize the /-vector (or /i-vector) of 
a Cohen-Macaulay simplicial poset. (For the much easier problem of 
characterizing the /-vector of an arbitrary simplicial poset, see [165, Thm. 
2.1].) We will just sketch the main ideas; complete details appear in [165, 
§3). 

• Step 1. An elementary argument shows that Ap is an ASL on P. 

• Step 2. It follows from Theorem 6.1 and Step 1 above that if P 
is a finite Cohen-Macaulay simpUcial poset, then the ring Ap is 
Cohen-Macaulay. 

• Step 3. Let P be a finite poset with 6 = t/o- Let Ap be an ASL 
on P. Then j/o — 1 is a non-zero-divisor of Ap, (For if w is a 
standard monomial then so is yoU, Hence ii 0 ^ z E Ap and 
(yo — ^)z = 0, then we get a nontrivial relation among standard 
monomials, contradicting (ASL-1).) 

• Step 4' Let P = {t/o»!/i, • • •??/?} be a finite Cohen-Macaulay sim
plicial poset with yo = 6- Combining Step 2, Step 3, and the 
standard result [107, Theorem 141] that if a ring R is Cohen-
Macaulay and y € P is neither a zero-divisor nor a unit then R/yR 
is Cohen-Macaulay, we get that the ring Ap = Ap/{yo — 1) is 
Cohen-Macaulay. 

• Step 5, Let P be a finite simplicial poset. A simple counting argu
ment shows that the Hilbert series of Ap is given by 

where p{x) denotes the rank of x. It follows immediately from (4) 
that 

F{Ap, X) (J _ ^y • (20) 
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• Step 6. We want to show that Ap has an l.s.o.p. (when k is infinite). 
Since Ap is not standard (i.e., not generated by elements of degree 
one), we cannot simply appeal to Lemma i.5.2. Instead one shows 
by a simple induction argument (given in [165, Lemma 3.9]) that 
if A*p is the subalgebra of Ap generated by elements of degree one, 
then Ap is integral over A*p. Hence Ap is a finitely-generated A},-
module, so every h.s.o.p for A*p is an h.s.o.p. for Ap. It now follows 
from Lemma i.5.2 that Ap has an l.s.o.p. 

• Step 7. Let P be simplicial and Cohen-Macaulay of rank d. If 
6i^...,6fi is an l.s.o.p. for Ap (existence guaranteed by Step 6), 
then by (20) and the discussion in Chapter i.5, we have that 

F{Ap/{ei,..., ^d), A) = /lo -f /iiA + • • • + /idA .̂ 

Hence hi > 0. 

• Step 8. Conversely, given a sequence (/io> - -> ha) of nonnegative 
integers with /lo = 1, one can construct by a shelling argument 
[165, p. 326] a Cohen-Macaulay simphcial poset P of rank d and 
/i-vector (/lo,..., hd). 

Putting the above discussion together, we obtain a characterization 
of /i-vectors (or equivalently, of /-vectors) of Cohen-Macaulay simplicial 
posets [165, Thm. 3.10]. 

6.4 Theorem. Let h = {ho.hi,... ,hd) G Z^'^^. The following two 
conditions are equivalent: 

(i) There exists a Cohen-Macaulay simplicial poset P of rank d with 
h-vector h{P) = h. 

(ii) ho = 1, and h^ >0 for all i. 

An interesting open problem is the characterization of /i-vectors of 
Gorenstein simplicial posets. The only Gorenstein simphcial posets P 
for which P — {0} is acyclic are the boolean algebras, so we may as well 
assume P— {6} is nonacyclic. Equivalently, P u { i } is Cohen-Macaulay 
and Eulerian. The Dehn-Sommerville equations (Chapter II.6) generalize 
easily to the present setting (see [165, Prop. 4.4] for a more general result) 
as follows. 
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6.5 Proposition. Let P be a Cohen-Macaulay simplicial poset of rank 
d for which P U {1} is Eulerian. If the h-vector of P (as defined using 
(19) and not to he confused with the h-vector of the order complex 0{P)) 
is (ho, / i i , . . . , hd), then h^ = hd-i for 0 <i < d. 

Thus necessary conditions on the /i-vector of a Gorenstein simplicial 
poset of rank d that is not a boolean algebra are that ft,o = 1, »̂ ^ 0, and 
hi = hd-i' These conditions are not far from being sufficient. In fact, it 
is shown in [165, Thm. 4.3] that these conditions are sufficient if P has 
an even number of elements of rank d (equivalently, hQ + hi + -- - + hd 
is even, which is always the case when d is odd by Proposition 6.5) or 
if /li > 0 for 0 < i < d. Unfortunately the above necessary conditions 
are not sufficient in general. For instance, it follows from [165, Thm. 4.5] 
that (1,0,1,0,1) is not a valid /i-vector. For some additional necessary 
conditions, see also [67] and [165, Prop. 4.6]. 

7 Relative simplicial complexes 

A relative simplicial complex is a collection ^ (always assumed to be 
finite) of finite sets such that if F, G € * and F C / / C G, then / / € * . 
Equivalently, there is a simplicial complex A and a subcomplex F for 
which ^ = A - F. We will often write this as ^ == A/F. Much of the 
connection between commutative algebra and simplicial complexes can 
be "relativized." We will only mention a few highlights here. The first 
step is to define the analogue of the face ring. Namely, given the relative 
complex ^ = A/F, define /^ = /A/F to be the ideal of fc[A] generated by 
all face monomials x^ for which F ^ F. We may regard /A/F as a module 
over fc[A] or over the polynomial ring k[V] in the vertices of A. 

The dimension, /-vector, and /i-vector of a relative complex ^ are 
defined exactly analogously to the ordinary case of simplicial complexes. 
Thus, 

dim(*) = d - 1 = max{|F| - 1 : F € ^ } 

/ i (*) = # { F € * : | F | = i + l} 

The face module /A/F inherits a grading firom fc[A]. The results in Chapter 
II. 1 and II.2 on the Hilbert series of the face ring of a simplicial complex 
carry over immediately to the relative case. Specifically, we have the 
following result. 
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7.1 Proposition. Let ^ be a {d— 1)-dimensional relative complex with 
f-vector ( /o , . . . , fd-i) o,nd h-vector (/IQ, • • • > ^d)- TTien 

- ( l - A ) " - ^^^^ 

If /^ is a Cohen-Macaulay module (in which case we call ^ a Cohen-
Macaulay relative simplicial complex)^ then it follows from Chapter i.5 and 
equation (21) that /li(^) > 0. There is an exact analogue of Reisner*s 
theorem (Corollary II.4.2) for the relative case, proved in exactly the same 
way we proved Corollary II.4.2. To state this result (which first appeared 
in [164, Thm. 5.3]), we let Hi{A,T;k) denote the zth reduced relative 
homology group of the pair (A, F) over the field k. It is important to 
distinguish between the cases F = 0 (the empty simplicial complex) and 
F = {0} (the simplicial complex with the unique face 0, of dimension 
— 1). We then have 

^,(A,{0};A;)^i/,(A;fc). 

Furthermore, for F € A define IkpF = {G E F : F n G = 0, F U G G F}. 

7.2 Theorem, The ideal /A/F is Cohen-Macaulay if and only if for all 
F G A (including F = 0J, we have 

Hi{\kAF,\krF]k) = 0, ifi< dim(lkAF). D 

Some elementary consequences of Theorem 7.2 are collected in the 
next corollary. 

7.3 Corollary, (i) The property of being relative Cohen-Macaulay is 
topological, i.e., depends only on the geometric realization |A/F | (and 
the underlying field k). 

(ii) Let A/F be Cohen-Macaulay, and suppose that F is a maximal 
face ofT. Then dim(lkAF) = —1 or 0 fie., F is a maximal face of A or 
a codimension one face of a maximal face of A). 

(iii) If A triangulates a {d — l)-ball and F triangulates a {d — 2)'ball 
contained in dA, then A /F is Cohen-Macaulay. 

(iv) / / A is Cohen-Macaulay and F is Cohen-Macaulay of the same 
dimension^ then A / F is Cohen-Macaulay. 

Proof. For (i)-(iii), see [164, Cor. 5.4]. (iv) is an immediate consequence 
of the long exact sequence for relative homology [130, Thm. 23.3]. D 
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The theory of shellabiUty developed in Section 2 generahzes straight
forwardly to the relative case. 

7.4 Definition. A pure relative simplicial complex ^ is shellable if its 
facets can be ordered Fi, F2 , . . . , Fg such that if Aj denotes the relative 
subcomplex 

Aj = (2^^ U 2̂ 2 y . . . y 2^^) n ^ , 

then for all 1 < z < 5, the set of faces of Ai which do not belong to Ai_i 
has a unique minimal element (with respect to inclusion). The hnear 
order F i , . . . , Fg is then called a shelling order or a shelling of ^ . 

Given a sheUing F i , . . . , F^ of ^ , we define the restriction r{Fi) exactly 
as in Section 2, and similarly we define a partitioning of * as in Section 2. 
Proposition 2.3 and Theorem 2.5 carry over, mutatis mutandis, for rela
tive complexes. Hence shellable relative complexes are Cohen-Macaulay. 
Moreover, Conjecture 2.7 may be extended to the relative case. 

For some additional results related to the combinatorics of relative 
complexes, see [68]. We conclude this section with an example of a Cohen-
Macaulay relative simplicial complex related to the combinatorics of finite 
posets. The basic combinatorial theory on which this example is based 
may be found in [146]. Let P be a p-element poset and u; : P —> [p] = 
{1,2, . . . ,p} a bijection. The pair (P,o;) is called a labelled poset Let 
J{P) denote the lattice of order ideals of P [162, p. 100 and Ch. 3.4], i.e., 

J{P) = {/ C P : t e / , s < t =J- s e / } . 

Order the elements of J{P) by inclusion. Let J{P) = J{P) - {0, P } , i.e., 
J{P) consists of J{P) with the top and bottom elements removed. Let 
* = *(P,a;) be the set of all chains /i < J2 < • • • < / » in J{P) such 
that in each of the subposets / i , /2 — / i , . . . , /t — J,-!, P — A of P , the 
labelling UJ is order-preserving. Clearly ^ is a relative simplicial complex 
(contained in the order complex 0{J{P))). We will simply state here a 
few of the basic properties of *(P,a;). 

• ^(P,a;) is Cohen-Macaulay. Two proofs are given in [172, Prop. 
4.2]. The first shows that the geometric realization of ^ is either a 
sphere of dimension p — 2 (when P is totally disconnected), or else 
a ball of dimension p — 2, from the boundary of which is removed 
either nothing (when u is order-preserving), the entire boundary 
(when (J is order-reversing), or a ball of dimension p — 3 (in all 
other cases). Now use Corollary 7.3(ii). The second proof is based 
on a relative version of the theory of lexicographic shellability. 
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• Let n : P -^ \p] he a. linear extension (order-preserving bijection), 
and let ai = a;(7r~^(i)). Let WT^ denote the permutation ai, a2 , . . . , ap 
of [p]. Define 

d{w^) = #{i : a^ > a^^l}, 

the number of descents of w^r- Then the /i-vector (/io, /^i, • • •, /ip-i) 
of ^(P,a;) is given by 

1 = 0 TT 

the latter sum being over all linear extensions n of P. 

• Let H{'^,n) denote the Hilbert function of the ideal Iq, of the face 
ring k[0{J{P))]. Then for n > 1, / f ( * , n - 1) is the number of 
order-preserving maps a : P —> [n] such that if 5 < Mn P and 
uj{s) > u){t), then a{s) < a{t). 

• Let u; : P -^ [p] be defined by u{t) = p -f 1 - uj{t) for all ^ € P . 
Then the canonical module iri(/^(p,a;)) of the ideal /^(p,a;), as defined 
in Chapter i.l2, is given by 

The proof is a consequence of [146, Thm. 10.1] and [160, Thm. 4.4]. 

8 Group actions 

In this section we discuss how under certain circumstances the action of a 
group G on a simplicial complex A leads to a refinement of the N-grading 
of the face ring, which in turn allows us to obtain information on the 
/-vector of A. The most interesting case is when G has order two, so for 
simphcity we will only treat this case here. 

The original motivation for this work arose from the paper [13] of 
Barany and Lovasz. They showed that a centrally-symmetric simplicial d-
polytope V has at least 2^ facets. ("Centrally symmetric" means that z G 
V if and only ii —z EV.) Equality is achieved by the d-dimensional cross-
polytope (the dual to the cf-cube). They also conjectured for centrally-
symmetric simplicial d-polytopes with 2n vertices explicit lower bounds 
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for each / j . In terms of the /i-vector, the inequaUty fd-i > 2^ of Barany-
Lovasz takes the form 

This inequaUty led Bjorner (unpubhshed) to conjecture that in fact hi > 
(fj for all i. Even more strongly (since /IQ = 1), Bjorner conjectured that 

CH/4 K ~ K^i > I . j - L J , 1 < i < [d/2j, (22) 

a strengthening of the inequality K — hi-i > 0 for 1 < z < [d/2\ satisfied 
by any simplicial d-polytope by Theorem 1.1. It is not difficult to see 
that the inequalities (22) imply the conjecture of Barany and Lovasz. In 
this section we will indicate how techniques from commutative algebra 
imply Bjorner's conjecture ht > (fj for simplicial complexes considerably 
more general than boundary complexes of centrally-symmetric simplicial 
d-polytopes. We will also briefiy indicate how the techniques of Section 1 
can then be employed to prove (22) for the originally conjectured case of 
boundary complexes of centrally symmetric simplicial d-polytopes. 

Suppose that G is a group of order two, say with elements 1 and a. 
Henceforth in this section we will assume that the ground field k satisfies 
char k ^ 2, If G acts on a vector space W over k then we have a direct 
sum decomposition W = W'^ © W~, where 

W-^ = {veW: a{v) = i;}, W- = {veW: a{v) = -v}. 

In terms of representation theory, this is just the decomposition of W 
into its isotypic components under the action of G. However, G is such a 
simple group that we can deal with it without explicitly invoking repre
sentation theory. 

Now suppose that G acts on a simplicial complex A, i.e., we have 
a homomorphism G —̂  Aut(A), the automorphism group of A. The 
action of G on A extends in an obvious way to an action on A:[A]. The 
decomposition k[A] = k[A]'^ ® A;[A]"' defines a Z/2Z-grading on K[A] 
(i.e., fc[A]"*" • fcfA]"^ C fc[A]''", etc.). Since each homogeneous component 
fc[A)t is G-invariant, it follows that fc[A] has in fact a natural N x (Z/2Z)-
grading. 

The main idea of this section is to exploit the N x (Z/2Z)- grading 
when A is Cohen-Macaulay by looking at the quotient of AJ[A] by a 
homogenous (with respect to the N x (Z/2Z)-grading) linear system of 
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parameters. In general such an l.s.o.p. will not exist, so we must impose 
additional conditions on the group action. If G is any finite group of 
automorphisms of A, then we say that G acts very freely on A if for 
every a ^ 1 in G and every vertex x of A, we have that x ^ a{x) and 
that {x,a(x)} is not an edge of A. Equivalently, for every vertex x, the 
open stars of the elements of the orbit Gx are pairwise disjoint. We say 
that G acts fixed-point freely or just freely on A if for every cr 7̂  1 in G 
and every face F 7̂  0 of A, we have that a{F) ^ F. Equivalently, in 
the affine extension of this action to the geometric realization |A| of A, 
only the identity element of G has any fixed points. Note that a very free 
action is always free, but not conversely (e.g., the group of order three 
acting in the obvious way on the boundary of a triangle). When G has 
order two, free actions and very free actions are the same. 

The most obvious example of a (d— l)-dimensional Cohen-Macaulay 
simplicial complex A with a free involution (i.e., the free action of a 
group of order two) is the boundary complex of the d-dimensional cross-
poly tope. If we take the vertices of A to be the integers ±1 , ± 2 , . . . , ±d 
with i and —i antipodal, then the facets consist of all d-element subsets 
of vertices not containing both i and —i. The /i-vector of A is easily 
computed to be (1,d, (2)? f ^ j , . . . , 1). The next theorem shows that this 
is the smallest possible /i-vector among all {d — l)-dimensional Cohen-
Macaulay complexes with a free involution. As mentioned above, this 
inequality was conjectured by Bjorner (unpublished) for the special case 
of centrally-symmetric simplicial polytopes (in which case the antipodal 
map induces a free involution on the boundary complex). 

8.1 Theorem. Let A be a {d— 1)-dimensional Cohen-Macaulay simpli
cial complex^ and suppose that a group G of order two acts freely on A. 
Then 

hi{A) > K j , 0<i<d. 

In particular, 
fd~i = ho-hhi-{-'"-hhd> 2^. 

Proof (sketch). The idea is to choose a certain l.s.o.p. of k[A] which gen
erates a G-invariant ideal / , and to compute the Hilbert function of k[A]/I 
with respect to the N x (Z/2Z)-grading. We want the l.s.o.p. ^ 1 , . . . , d̂ 
to have the property that Oi e k[A]i (for reasons soon to become clear). 
To construct such an l.s.o.p., choose a subset V of the vertex set V of 
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A such that V contains one element from each G-orbit of V. Since we 
are assuming k is infinite, there exist functions t i , . . . , t̂  : V —• k such 
that the restrictions of f i , . . . , <d to any d-element subset of V are Hnearly 
independent. Extend t i , . . . ,td to all of V by defining ti{a{x)) = —ti(x) 
for X € V\ Define 

t̂ = IZ U{x)x, 
x€V 

Clearly ^, € fc[A]j". Since x and (7(rr) are not both vertices of any face 
of A, it follows from Lemma 2.4(a) that ^i,...,^d form an l.s^o.p., as 
desired. 

Let A = k[A]/{6i,..., 9d), with ^ i , . . . , d̂ as above. Since a(0,) = —9i, 
it follows that the ideal (^i,..., 0d) is G-invariant, and hence that G acts 
on the graded algebra A = AQ ® " - ® Ad> In other words, A has an 
N X (Z/2Z)-grading. If ly is any N x (Z/2Z)-graded fc-vector space, then 
define the Hilbert series F{W, A, t) of W by 

H^. A,<) = 5 ] [(dim, W,^) + (dim, Wr)t] X\ 

where A and t are indeterminates with f̂  = 1. It is clear that for z > 1, 

dim, k[A]:^ = dim, fc[A], = - dim, k[A]i. (23) 

For i = 0, on the other hand, we have 

dimfe k[AU = 1, dimfc A;[A]o = 0. (24) 

It follows from the definition of the /i-vector /i(A) in Chapter II.5 that 
the usual N-graded Hilbert series F(A;[A], A) of A;[A] is given by 

ho + hiX + --- + hdX^ 
F(fc[A],A) = 

(1 - A)'' 

It is an immediate consequence of equations (23), (24), and (25) that 

(25) 

fv-d 
F(A;[A],A,t) = l + - Ef=o^.A' 

(1 - A)̂  
- 1 (1 + t). (26) 

Each time we divide out by a parameter ,̂ we multiply the Hilbert series 
by 1 — Xt, so 

F{A,X,t) = (l-At)''F(A:[A],A,0 

(1 - XtY 
1 - < + ( 1 + < ) ( ! - A ) - " X ; M * 

i=0 
(27) 
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It is not difficult to simplify (27) to obtain 

1 
2 

F{AX,t) = l 
d 

( l - t ) ( l + A)̂  + (l + t ) ^ / i i V 
1=0 

It follows that 

dim.A^ = i ( / . .+ (^)) 

dimkA- = ]^U-{^\\. (28) 

Since dim/c A~ > 0, the proof follows. D 

It is natural to ask what other information can be obtained about the 
/i-vector of a Cohen-Macaulay complex A with a free action of a group of 
order two. Ideally we would like a complete characterization analogous to 
Theorem II.3.3. At present such a definitive result is lacking. We will give 
one rather weak additional result which can be proved by commutative 
algebra techniques, and then will give an intriguing related conjecture. 
Let us also mention the further result, valid even if A is not Cohen-
Macaulay and easily proved without algebraic machinery (see [163, Prop. 
3.3]), that 

h^ = r j (mod 2). (29) 

8.2 Proposition. Let A be a finite (d—l)-dimensional Cohen-Macaulay 

complex admitting a free 'L/2'L-action. Suppose K~\^ f^'^ some i>l. 

Let j > i. If either j is even or j — i is even, then hj = (^j. 

Proof. The subspace A'^ of >l is a subalgebra, and A~ is an ^4"^-module. 
Since h^ = (^fj we have A~ = 0 by (28). Suppose j > i and Aj ^ 0. It 
is easy to check that A'^ is generated by Af and Aj as a /u-algebra, and 
that A~ is generated by Ai as an v4"*'-module. Hence there exist elements 
t G Ai and Ui,... ,Ur G Af U A2 such that 

Oy^Ui"-Urte A~, 

If j is even then some Us € AX. Then some subproduct v of Ui- --Ur 
will have degree i — 1. Hence 0 ^ vt E A~, contradicting dim t̂ A~ = 0. 
Similarly ii j — i is even then again some subproduct oiui" -Ur will have 
degree i — I, and we reach the same contradiction. D 
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Proposition 8.2 suggests the following conjecture. 

8.3 Conjecture. Let A be a finite (d — l)-dimensional Cohen-Macaulay 
complex admitting a free (Z/2Z)-action. Suppose that ht = (fj for some 

i > 1. Then hj = (J) for all j > i. 

We now indicate how Bjorner's conjecture (22) can be proved using 
the machinery of Section 1. The next result first appeared in [163, Thm. 
4.1]. 

8.4 Theorem. If T is a centrally-symmetric simplicial d-polytope with 
h-vector {ho, hi,..., hj), then 

M / d \ 
VJ V - V 

[d/2}. 

Equivalently (using also the fact that ho = 1, the Dehn-Sommerville equa
tions and equation (29))j the polynomial 

Y^hix'-{l-\-xy 

has nonnegative symmetric and unimodal coefficients, all divisible by two. 

Proof (sketch). Following the notation of Section 1, the description of 
the l.s.o.p. ^ 1 , . . . , d̂ of Theorem 1.3 (which is not given here but may be 
found e.g. in [60, §12], [77, §5.2]) is easily seen to have the form of the 
l.s.o.p. constructed in the proof of Theorem 8.1. The canonical action of 
the group Z/2Z on V induces an action on the toric variety X-p and hence 
on the cohomology ring H*{Xv^ K), which coincides with the action on the 
graded algebra A = fc[A]/(^i,..., ^d) used in the proof of Theorem 8.1. 
Moreover, this action commutes with multiplication by the hyperplane 
section u. It follows that u maps Af to ^4^^ and A^ to A~^i. Since by 
Theorem 1.4 u : Ai^i —» A^ is injective for 1 < i < [d/2j, we have 

dim/fc A~_i < dim*; A~, 1 <i < [d/2\. 

The proof follows from (28). D 

It is natural to ask whether the theory presented thus far in this 
section can be extended to symmetry groups other than Z/2Z. The next 
result is a straightforward generalization of Theorem 8.1 and appeared 
first in [163, Prop. 3.3]. 
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8.5 Proposition. Let A be a {d—1)-dimensional Cohen-Macaulay com
plex with h'Vector (/IQJ hi,..., h^jj and suppose that an abelian group G 
of order g > I acts very freely on A. Then 

hi > ( j , i even 

hi > ( 5 - l ) ( i ) , iodd. 

fd-i = ho-\- hi-\ ^ hd> g '2 
In particular, 

4-1 

Proposition 8.5 suffers from the defect that it is not tight (best possi
ble) when ^ > 3. Some interesting work of R. Adin [2], [3], [4] shows that 
better results are possible when we consider free actions rather than very 
free actions. We will simply state his main results here. The proofs use 
techniques similar to those used to prove Theorems 8.1 and 8.4, though 
the proof of the existence of a suitable l.s.o.p. is considerably more diffi
cult. 

8.6 Theorem. [2, Thm. 3.3] Let A be a {d — 1)-dimensional Cohen-
Macaulay complex with a free action of the group X/pX, where p is prime 
and p — 1 divides d. Let h{A) = (/IQ, / i i , . . . , hd). Then 

d 

^ Kx' > (1 -h X + . . . -i- x^-^y/^P-'K (30) 
1=0 

where the inequality holds coefficientwise. Moreover, the difference be
tween the two sides of (30) has all coefficients divisible by p. The inequal
ity (30) is best possible for all p and d satisfiying the hypotheses. 

Adin [2, Ch. 4] also has results whenp—l does not divide d, but they 
are not in general best possible. For the next result, let P be a convex 
d-polytope in R^, and let p be a prime. Let z/ be a positive integer and 
n = p"". A p""-symmetry of P is a hnear transformation T G GL(rf, R) such 
that T maps V onto itself, T^ = I (the identity transformation), and the 
origin is the only point of R^ fixed by T^^^ (or equivalently, no eigenvalue 
of T'̂ /^ is equal to one). We do not assume that T is an orthogonal 
transformation with respect to the standard scalar product on R^. We 
say that V is rational if every vertex has rational coordinates. 

8.7 Theorem. [3, Thm. 1] Let V be a rational simplicial d-polytope 
with a p^-symmetry, for some prime p and integer u > 1. Let h{V) = 
( / io , / i i , . . . ,/id). Then 
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(a) d = 0 {mod p^-^p - 1)) 

(b) The polynomial 

Y^ Kx' - (1 ̂  x -f x^ -f . . . + x^-'Y'^^''^ 
1=0 

has symmetric and unimodal nonnegative coefficientsj all of which 
are divisible byp^. 

For some further related work and open problems, see the three papers 
of Adin. It seems quite likely that Theorem 8.6 has a extension to prime 
powers analogous to Theorem 8.7, but at present this remains open. 

9 Subcomplexes 

What can be said about the /-vector of a subcomplex F of a simplicial 
complex A? Here we will be concerned with the /i-vector of a Cohen-
Macaulay subcomplex of a Cohen-Macaulay complex. (For the problem 
of characterizing the /-vectors, homology groups, and relative homology 
groups of an arbitrary pair of simplicial complexes F C A, see [68].) 
We have mentioned in Section 7 that the /i-vector of a Cohen-Macaulay 
relative complex A/F is nonnegative. Equivalently, h{A) > /i(F) (i.e., 
/it(A) > /it(F) for all i). Thus in particular by Corollary 7.3, we see that 
/i(A) > /i(F) if A and F are Cohen-Macaulay of the same dimension. 
This inequality was actually first proved by G. Kalai (unpublished) as 
part of his theory of algebraic shifting, and later by R. Adin [2, Thm. 
6.5] by the same method used to prove Theorem 9.1 below. We can 
ask what happens when dim F < dim A. There no longer needs to hold 
the inequality /i(A) > /i(F). For instance, if A is a one-dimensional 
simplex and F consists of the two vertices of A, then h{A) = (1,0,0, . . .) 
and h{r) = (1,1,0, . . . ) . There is, however, a simple condition which 
assures that /i(A) > h{r), whose proof provides a nice illustration of the 
technique of choosing a "special" l.s.o.p. This result first appeared in 
[169, Thm. 2.1]. 

9.1 Theorem. Let A' be a Cohen-Macaulay subcomplex of the Cohen-
Macaulay simplicial complex A. Let e — 1 = dim A' < dim A = d — 1. 
Assume that no set o/e 4-1 vertices of dJ forms a face of A. (This last 
condition automatically holds if d^ e.) Then K{A!) < /it(A) for all i. 
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Proof. If F G A, then let x^ denote the face monomial as in (7). Let / be 
the ideal of A:[A] generated by all monomials x^, where F 0 A'. Clearly 
A:[A'] = k[A]/I. It follows easily from Lemma 2.4 that when k is infinite 
we can find an l.s.o.p. ^ i , . . . , ^^ of k[A] with the following property: Each 
of ^e+i5..., d̂ is a linear combination of vertices not contained in A'. In 
other words, the images of Oe-^ii - • ">&d in A;[A'] (when identified with 
k[A]/I) are all zero. Let us call such an l.s.o.p. special. 

Identify the special l.s.o.p. ^ = {^i,..., Od} C A;[A]i with its image in 
k[A^] (or, alternatively, think of A:[A'] as a A;[A] module). Since 9i,... ,6d 
is special, it follows that ^ i , . . • ,^e is an l.s.o.p. for /i:[A'], and that 

k[^']l{9,,...M = k[^']l{9y,...,e,). 

Now we have a degree-preserving surjection 

R := k[A]/{e) ^ R' := k[A']/{d) = R/L 

Since A and A' are Cohen-Macaulay we have dimjti?i = K{A) and 
dimfc i?- = /ix(A'). The surjection f \ R,-^ R[ shows that /i,(A) > /li(A'), 
as desired. D 

9.2 Corollary. Let A he a Cohen-Macaulay complex and F G A. Then 
/ij(lk(F)) < /ii(A) for all i, where lk(F) denotes the link of F in A. 

Proof. Let 
star(F) = {G G A : F U G G A}, 

the star of F in A. Since A is Cohen-Macaulay, so is lk(F) by Reisner's 
theorem (Corollary II.4.2). Note that star(F) is just a cone over lk(F). 
Hence star(F) is also Cohen-Macaulay, and /i(star(F)) = h{lk{F)). But 
star(F) satisfies the hypothesis of Theorem 9.1 (since dim(star(F)) = 
dim A when A is Cohen-Macaulay or even just pure), and the proof 
follows. n 

For some additional work related to the results of this section, see 
[169]. 

10 Subdivisions 
Intuitively, a subdivision (or triangulation) of a simplicial complex is ob
tained by dividing its faces up into smaller simplices. We will be con
cerned in this section with the connection between the /-vector of a 
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simplicial complex A and of a subdivision of A. The results obtained 
depend on the precise meaning we give to the term "subdivision," so first 
we discuss several kinds of subdivisions. 

In topology, one usually only deals with subdivisions of geometric real
izations of simplicial complexes, and not of abstract simplicial complexes 
(e.g., [130, p. 83], [145, p. 121]). A geometric simplex is the convex hull of 
an affinely independent set of points in a (finite-dimensional) real vector 
space (or affine space). Suppose that fi is a (finite) collection of geometric 
simplices in a real vector space such that (a) if cr € fi and r is a face of 
(7, then r € n, and (b) if cr, r G Cl, then cr fl r is a face of both a and 
T. Thus the union X of all simplices in fi is the geometric realization 
of a simplicial complex A whose faces correspond to the simplices in Q. 
Let us call Q a geometric simplicial complex, and A the corresponding 
abstract simplicial complex. A subdivision of fi is a geometric simplicial 
complex n ' such that every simplex in 17' is contained in some simplex in 
Q. Let A' be the abstract simplicial complex corresponding to Q\ We say 
that A' is a geometric subdivision of A. (More generally, one can speak 
of polyhedral subdivisions, whose cells are arbitrary convex polytopes and 
not just simplices. In that case we should call a geometric subdivision 
into simplices a simplicial subdivision or triangulation. However, since we 
will be dealing only with simplicial complexes we will in general omit the 
adjective "simplicial" from the term "simplicial geometric subdivision.") 

The condition that A' is a geometric subdivision of A is not easy to 
check, since one must construct the geometric simplicial complexes fi and 
Q' to which A and A' correspond. There is a more combinatorial notion 
of subdivision that seems to capture all the necessary information about 
geometric subdivisions related to /-vectors. First we define the more 
general notion of a "topological subdivision." (For an even more general 
type of subdivision, see [167, Def. 7.4].) 

10.1 Definition. Let A be a simplicial complex. A pair (A^a) is called 
a topological subdivision of A if A' is a simplicial complex and a : A' -^ A 
satisfies the conditions: 

(i) For every F 6 A, a"^(2^) is a subcomplex of A' whose geometric 
reahzation |a""^(2^)| is homeomorphic to a ball of dimension equal 
to dim F ( = # F ~ 1 ) . 

(ii) a~^(F) consists of the interior faces of the ball a~^(2^). 

Often by abuse of notation we simply call A' a subdivision of A, the map 
a being understood. For F € A we call the subcomplex A'^ :== a~'^{2^) 
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the restriction of A' to F (or to the simplex 2^). If G G Ap then we say 
that G lies on F, The unique smallest face CT{G) of A on which G Ues is 
called the carrier of G. Finally define the topological subdivision A' of 
A to be quasi'geometric if for every face G G A', there does not exist a 
face F G A for which (a) dim F < dim G, and (b) every vertex v oi G 
lies on some subset (depending on v) of F. Equivalently, no face r of A' 
has all its vertices on the closure 2^ of a face F of A of lower dimension 
than that of r. 

Clearly every geometric subdivision is quasi-geometric (since the ver
tices of a geometric simplex are affinely independent and therefore cannot 
belong to a geometric simplex of lower dimension). An example of a topo
logical subdivision that is not quasi-geometric is given as follows: Let A 
be the simplex with vertices 1,2,3. Add a vertex 4 inside the face 12 of 
A, and let the facets of A' be 123 and 124. (Imagine a curved edge in
side A between vertices 1 and 2.) This subdivision is not quasi-geometric 
because the triangle (two-dimensional face) 124 of A' has all its vertices 
on the edge (one-dimensional face) 12 of A. For some examples of quasi-
geometric subdivisions that are not geometric, see [167, p. 814]. 

Now let I^ be a d-element vertex set, and let 2^ denote the simplex 
with vertex set V. For any simplicial complex A, let /i(A, x) denote its 
/i-polynomial, i.e., 

d 

/i(A,a:) = X^/i,(A)x\ 
1=0 

We come to the fundamental definition of this section. 

10.2 Definition. For any topological subdivision ( r , a ) of the simplex 
2^, define a polynomial ^v^(r, a:) = ô + ^i^ H + ^d^^ by 

evir, x)= Y: (-i)*(^-"'^/i(rv^, x). (31) 
wcv 

The polynomial ^v^(r,a:) is called the local h-polynomial of F (or more 
accurately, of the pair (r,(7)), and the vector (^o? î? • • • j^d) is called the 
local h-vector of F. 

As an example of the computation of a local /i-vector, Let ^V = 4, 
and let F = sd(2^), the first barycentric subdivision of the tetrahedron 
2^. Then /i(F0) = 1, hiTw) = 1 if #P^ = 1, hiVw) = 1 + x if #H^ = 2, 
^(FM.) = 1 + 4X -f X2 if i^W = 3, and /i(F) = 1 4- l l x + lla:^ + x^ Hence 

evir, x) = 1 -h l l x 4- llx^ + x^- 4(1 -f 4x -h x^) + 6(1 + x) - 4 -f 1 

= X -I- Tx^ 4- x^. 
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so the local ft-vector of F is given by (0,1,7,1,0). For more information 
on sd(2^) for arbitrary V, see [167, Prop. 2.4 and Prop. 4.20]. 

For a number of elementary properties and further examples of local 
/i-vectors, see [167, §2]. We will present here the four main properties 
of local /i-vectors. The first property explains the use of the term "local 
/i-vector." 

10.3 Theorem, (locality) Let A be a pure {d — 1)-dimensional simplicial 
complex, and let A' be a topological subdivision of A, Then 

h{A\ x) = X^ ipiAp. x)h{lkAF). (32) 
FeA 

Equation (32) shows that the contribution to h{A\x) "at the face 
F of A" is obtained from the behavior of A at F (the factor h{lk£^F), 
which is independent of A') and the local h-vector of the subdivision of 
the simplex 2^ obtained by restricting A' to 2^. The proof is a purely 
formal computation, as given in [167, Thm. 3.2]. 

10.4 Theorem, (reciprocity) Let F be a topological subdivision of the 
simplex 2^, where # V = d. Then 

x%{r,i/x) = ev{r,x), 

Equivalently, £i = ^^-i for alii. 

Theorem 10.4 is a formal consequence of the fact that if A is a trian-
gulation of a (d — l)-dimensional ball with ft-vector (ft©, fti,..., ftrf) and 
if A / 3 A is the relative simplicial complex consisting of the interior of A, 
then the ft-vector of A/5A is given by 

ft(A/aA) = (ftd, ftd_i,..., fto). 

This equation is in turn an immediate consequence of Corollary IL7.2. 
For further details (in a much more general context), see [167, Thm. 3.3 
and Cor. 7.7]. 

10.5 Theorem, (positivity) Let T be a quasi-geometric subdivision of 
the simplex 2^. Then €v(r) > 0, i.e., A > 0 for all i. 

Proof (sketch). Theorem 10.5 is the most interesting property of local 
ft-vectors from the standpoint of commutative algebra. The basic idea 
behind the proof is the following. Equation (31) expresses the polynomial 
ivi^i x) as an alternating sum, each term of which (ignoring the sign) is 
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the Hilbert series of a graded A:[r]-module Mw = klFw]- This suggests 
the existence of an exact sequence 

wcv wcv 

from which it will follow that the module L = ker(5^) has a Hilbert 
function given by H{L, i) = it > 0. We now give some more details of 
this argument. 

Given any topological subdivision F of 2^, where V = {x i , . . . ,Xd}, 
define an l.s.o.p. Oi,,., ,0d oi k[r] to be special if each 6i is a hnear com
bination of vertices of T which do not lie on the face V — {x^} or its 
boundary. It is a simple consequence of Lemma 2.4(a) (see [167, Cor. 4.4] 
for details) that a special l.s.o.p. exists if and only if F is quasi-geometric. 
This is the crucial algebraic property of quasi-geometric subdivisions. 

Now let /int(r) denote the ideal of k[r] generated by the face monomials 
x^ of interior faces F of F. (By Theorem II.7.3, /int(r) is the canonical 
module of A;[F], but we don't need this fact here.) Suppose now that F 
is quasi-geometric and ^ i , . . . ,^d is a special l.s.o.p. for fc[F]. Then we 
denote the image of /int(r) in Rr := k[r]/(6i,... ,9d) by LylT] and call 
it the local face module of F (with respect to V and ^ i , . . . , ^d) . The 
ideal ^ ^ ( r ) is generated by homogeneous elements of Rr and thus hats a 
grading 

Lv(F) = LoeLie...eLrf. 
We claim that the Hilbert function of i^v(F) is given by 

dimZ/i = ^i, 

from which it follows that i^ > 0. 
Let Ni be the ideal of k[r] generated by all monomials x^ for which 

F E r does not lie on the face V — {xi} of 2^ or on its boundary. Thus 
if 5 = {x, , , . . . ,XiJ C y and T = y - S', then 

Mr]/(A^n+--- + iV,J-fc[FT], (33) 

where FT denotes the restriction of F to T. Define a chain complex /C of 
A:[F]-modules by 

A;[r] 4 Jl k[r]/Ni ^ U k[T]/iN,+N,) 4 . • • ^^ ' A;[r]/(M+. • .+Na) -* 0, 

(34) 
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where the map e"* is defined as follows. Uue k[r]/{Ni^ H 1- Ni^)i then 

6%u) = (u, - u , ti, - u , . . . ) € U A:[r]/(iV,, + . . . + iV,, + Na,), 

where {a i , . . . , a^-r} = { 1 , . . . , d} - { i i , . . . , ir} and ai < • • • < a^-r- The 
complex /C is easily seen to be exact [167, first paragraph of proof of 
Lemma 4.9]. Let 6 = {^i,... ,6d} be a special l.s.o.p. for A;[r]. We let 
IC/OIC denote the complex obtained from /C by modding out by ^ i , . . . , &rf, 
or equivalently, by tensoring /C with A:[r]/^fc[r]. One then shows by a ho-
mological argument (due independently to K. Watanabe, S. Yuzvinsky, 
and M. Hochster, and given in [167, Lemma 4.9]) that exactness is pre
served, i.e., the complex IC/OIC is exact. 

Let L' denote the kernel of the map A:[r]/̂ A:[r] -^ Û  k[r]/{ek[r] + Ni) 
in K/eiC. Thus V is just the image of iVi n • • • n TV̂  in A;[r]/̂ A;[r]. But 
iVi n • • • n TVrf = /int(r)» so L' = Lv-(r). Since fC/6fC is exact, it follows 
that the Hilbert series F(Lv(r),a;) of Lv{r) is just the alternating sum 
of the Hilbert series of the modules appearing in IC/dK, Hence 

F{Lv{T\x) = X: (-l)*<^-^>F(fcM/^A:[rw],x). 
wcv 

But k[rwr] is Cohen-Macaulay (since IFv̂ l is a ball), and because 6 is 
special it is an l.s.o.p. for k[rw] except for irrelevant elements 6i which 
annihilate fc[ru^]. Therefore 

F{Lv[T],x) = h{rw.x), 

the /i-polynomial of the simplicial complex Tw Comparing with the def
inition (31) of £v(r,x) shows that F{Lv[T]yX) = £v{rw,x), as claimed. 
D 

NOTE. The module Lv{r) is an interesting object in its own right. 
For instance, it can be shown that Lv{T) is "self-dual" in the sense that 
it is isomorphic to its canonical module n(L\/(r)), as defined in Section 
1.12. This is the algebraic manifestation of Theorem 10.4 (the reciprocity 
theorem for local /i-vectors). 

NOTE. It is essential to assume in Theorem 10.5 that F is quasi-
geometric, and not merely topological. For instance, let F be the subdi
vision of the simplex with vertex set V = {1,2,3,4} obtained by adding 
a vertex 5 inside face 123, and letting the facets of F be 1234 and 1235. 
Then £v(F,x) = —x̂ . This example is due to Clara Chan. 
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We axe now in a position to give our main combinatorial application 
of local /i~vectors. Recall from Section II.8 that a pure simplicial complex 
A is Buchshaum if IICA^̂  is Cohen-Macaulay for all 0 7«̂  F E A. In 
particular, Cohen-Macaulay complexes are Buchsbaum. 

10.6 Theorem. Let A' be a quasi-geometric subdivision of the Bucks-
baum simplicial complex A. Then /i(A') > h{A). 

Proof. For a polynomial p{x) with real coefficients, write p{x) > 0 
to mean that every coefficient is nonnegative. Since /i(lkA0) = A and 
4(0)^) = 1. the term indexed by F = 0 in (32) is just /i(A,x). Since 
Ik^F is Cohen-Macaulay for all 0 7̂  F 6 A, we have for F 7̂  0 that 
h{\k^F, x)>0 (by Theorem II.3.3). On the other hand, by Theorem 10.5 
we have ^/r( A'^, x) >0 for all F G A. Hence every term indexed by F 7«̂  0 
in the right-hand side of (32) is nonnegative, and the proof follows. D 

N O T E . The only subdivisions of a single vertex are trivial, so £F{A'jpy x) 
= 0 when # F = 1 . It is then apparent from the above proof that the 
condition that A is Buchsbaum in Theorem 10.6 can be relaxed to the 
condition that IICAF is Cohen-Macaulay for # F > 2. For further infor
mation, see [167, Thm. 4.10]. 

N O T E . It is not known whether Theorem 10.6 continues to hold if we 
only assume that A' is a topological subdivision of A, as was conjectured 
(unpublished but mentioned in [167, Conj. 4.11]) by Kalai and this writer. 

For our final basic property of local /i-vectors, we need to define 
a special kind of geometric subdivision F of the simplex 2^. We say 
that F is regular if it can be geometrically realized as a subdivision 
of a geometric simplex S with the following property: There exists a 
function LJ : S -^ R which is (a) piecewise-linear, i.e., u is linear on 
each face of the subdivision, and (b) strictly convex, i.e., UJ is convex 
{uj{Xu -f (1 - X)v) > Xuj{u) + (1 - X)u;{v) for all u,v e S a>nd 0 < X < 1) 
and is a different linear function on each facet (maximal face) of the 
subdivision. Note that regular subdivisions are by definition geometric 
and hence also quasi-geometric. There are numerous examples (e.g, [188, 
§5.1]) of geometric subdivisions that are not regular. For further infor
mation on the important concept of a regular subdivision (in the more 
general context of polyhedral subdivisions) see e.g. [19], [114], [188, §5.1]. 

10.7 Theorem, (unimodality) Let F be a regular subdivision of the 
simplex 2^, where # y = d. Then the local h-vector £v{T) — {£0,..., ^d) 
is unimodal, i.e. (since ii = £d-i)y 

4 < 1̂ < • • • < ^ Ld/2J. 
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Theorem 10.7 is a very deep result whose proof depends on the hard 
Lefschetz theorem for the decomposition theorem of the intersection ho
mology of toric varieties. See [167, Thm. 5.2] for further details. It would 
be desirable to find a more elementary proof, perhaps using the machinery 
of McMuUen's poly tope algebra (which we mentioned at the end of Sec
tion 1 was used to prove Theorem 1.1 avoiding the use of toric varieties). 
It is unknown whether Theorem 10.7 continues to hold for geometric or 
even just quasi-geometric subdivisions. 

There is an application of Theorem 10.7 which is analogous to the 
use of Theorem 10.5 to prove Theorem 10.6. We state only the most 
interesting case of this result here; a more general result is given by [167, 
Cor. 5.3]. The proof is completely analogous to that of Theorem 10.6 and 
will be omitted. 

10.8 Theorem. Let A be the boundary complex of a {d — 1)-dimensional 
simplicial convex polytope, with h-vector (ho.hi,,., yhd)- Let A' be a 
subdivision of A whose restriction to every face of A is regular. Let 
/i(AO = (/io,/i;,...,/id). Then 

K - /it-i <h\- /i;^i, 0 < i < [d/2j. 

It is natural to ask whether there are additional conditions on local 
/i-vectors besides those given by Theorems 10.4, 10.5, and 10.7. For some 
results in this direction, see [167, Cor. 4.8], [50], [51]. 

There is a conjecture of Kalai and Stanley related to subdivisions 
that would imply that /i-vectors of partitionable complexes (as defined in 
Section 2) increase under topological subdivision. Let F be a topological 
subdivision of the simplex 2^, where #V = d. Choose 1 < i < d, and let 
A be a subcomplex of 2^ whose facets consist of i codimension one faces 
of 2^. Let F^ denote the restriction of F to the subcomplex A. Then it 
is conjectured that the relative complex F /F^ satisfies 

hi{T/T^) > 0. 

(We always have hj{T/V^) > 0 for any j since the relative complex F /F^ 
is Cohen-Macaulay.) 



Problems on Simplicial Complexes 
and their Face Rings 

In the problems below, A always denotes a finite simplicial complex of 
dimension d — 1 with vertex set V and face ring fc[A]. Properties like 
"acyclic," "Cohen-Macaulay," etc., are always taken with respect to a 
fixed ground field k. 

1. Let A be a simplicial complex with 159 3-dimensional faces. For 
i < 2, find the smallest possible number of i~faces of A. For i > 4, 
find the largest possible number of i-faces of A. 

2. A {d — l)-dimensional simplicial complex A is pure if all its facets 
(= maximal faces) have dimension d — 1. Let (/o, / i j • • •, fd-i) be 
the /-vector of a pure {d — l)-dimensional simplicial complex. 

(a) Show that the vector (/d_2, /d -a , . . . , /o, 1) is the /-vector of a 
simplicial complex. 

(b) Show that fi < fd-2-i for -1 < i < [{d - 3)/2j , and that 
fo < fl < '" < f[id-l)/2i' 

(c) (unsolved) Characterize (or at least obtain significant new con
ditions on) the /-vector of a pure simplicial complex. (A com
plete characterization is probably hopeless, as it would give, 
for instance, all orders of finite projective planes.) 

3. Give an example of a pure simplicial complex A which fails for 
some i to satisfy the "Upper Bound Inequality" hi < (^~^^*~M. 
Here n = /o(A), the number of vertices of A. (There exists such an 
example with /i(A) = (1,2,3,4,5, -26,23, -8,1).) 

4. Give an example of two simplicial complexes Ai and A2 such that 
I All ^ IA2I, but such that /i(Ai) > 0 and /^(Aa) ^ 0. What is the 
smallest possible dimension of Ai and A2? (The symbol ^ denotes 
homeomorphism of topological spaces.) 

5. Let A be a (d—l)-dimensional simplicial complex. For 0 < j < d—1, 
define the j-skeleton Aj of A by A^ = {F G A : d i m F < j}. 
Express the /i-vector /i(Ad-2) in terms of /i(A). 

6. Given integers n > d > 1, let A(n, d) be the simplicial complex with 
vertex set [n] whose facets consist of all d-subsets F of [n] with the 
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the following property: If {i, i -h 1 , . . . , j } C F , i — 1 0 F , j + 1 ^ F , 
2 > 1, and j < n, then j — i is odd. Find the /i-vector /i(A(n,d)) of 
A(n,rf). 

7. Let r and A be simplicial complexes on disjoint vertex sets V and 
VK, respectively. Define the join F * A to be the simplicial complex 
on the vertex setVUW with faces F u G , where F G F and G € A. 
(If F consists of a single point, then F * A is the cone over A. If F 
consists of two disjoint points, then F * A is the suspension of A.) 

(a) Compute the /i-vector h{r * A) in terms of /i(F) and /i(A). 

(b) The boundary A(d) of the {d ~ I)-dimensional cross-polytope 
(as an abstract simplicial complex) has vertex set V = {xi , . . . , 
^diVii" ",yd}^ with F C V a face of A(rf) if and only if 
{xuVi} 2 F for all i. Find h{A{d)). 

8. Let A be a triangulation of a (d ~ l)-sphere, d> 3. 

(a) Show that the link of every vertex is simply-connected (i.e., 
the fundamental group of \\k{v)\ is trivial for every vertex v). 

(b) (very difficult) Show that for d > 6, the link of an edge need 
not be simply-connected. 

9. Let A be a (d - l)-dimensional simplicial complex. 

(a) Let a : A —̂  A be an automorphism of A of prime order p. 
Suppose that for all nonempty faces F of A we have a{F) ^ F . 
Let (/lo,..., /id) be the /i-vector of A. Show that 

/ii(A) = ( - l ) » ( ^ ^ ( m o d p ) . 

Deduce that x ( ^ ) = — 1 (mod p), 

(b) More generally, suppose G is a group of automorphisms of 
A, and let # G = g. Suppose that for all 1 ^̂  a € G and 
0 7?̂  F G A we have (T(F) ^ F . Show that the congruences in 
(a) are still valid, with p replaced by g. 

10. Let A be a (d — l)-dimensional simplicial complex with /-vector 
(/o? • • •) id-\) and /i-vector (fto? • • • ? ^d)* We say that A satisfies the 
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Dehn'Sommerville equations if hi = hd-i for all i. Show that if d is 
even and A satisfies the Dehn-Sommerville equations, then 

/o - / i + /3 - /4 H- /e - A + /9 - /lo + • •' = 0. 

11. Show that there does not exist a triangulation A of a ball B**""̂  for 
d > 3 such that every facet intersects the boundary in a (rf — 2)-face 
together with the opposite vertex. 

12. Let A be a triangulation of a (d— l)-dimensional ball, with h(A) = 

( / i o , / i i , . . . , / i r f ) -

(a) Show that 

h{dA) — {ho — hd, ho-\- hi — hd — hd-i, 

ho-i- hi -\- h2 — hd — hd-i — hd-2, 

. . . , /lo -f h hd-i — hd — ' " — hi). 

(b) (unsolved) Show that hi > hd-i for 0 < i < [d/2j. 

(c) Show that hi = hd-i for 1 < z < d — 1 if and only if the 
boundary of A is the boundary of a simplex (i.e., has exactly 
d facets). 

(d) (unsolved) Characterize /i-vectors of balls. 

13. Let A be a pure {d ~ l)-dimensional simplicial complex. A face of 
A of dimension < d — 1 is called free if it lies on exactly one facet. 

(a) If A is acyclic, must there exist a free face? What if A is 
contractible? 

(b) What if also A is shellable? 

14. Show that if A is a shellable simplicial complex, then so is the 
barycentric subdivision sd(A). (We can define sd(A) to be the 
order complex of the poset of nonempty faces of A.) 

15. Let A be a pure (d — l)-dimensional simplicial complex, with h-
vector /i(A) = (/IQ, / i i , . . . , /i^). Let T be the order complex of the 
poset of nonempty faces of A. Thus F is a balanced complex with 
colors 1,2,. . . , d, where an i-dimensional face of A (regarded as a 
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vertex of T) is colored i+1 . Let 5 C [d]. Show that the flag /i-vector 
of r is given by 

t=0 

where Dd^i{Sji + 1) denotes the number of permutations w = 
W1W2 ' • • Wd^i of [d+1] such that S := [rf+1] — 5 = {j : u/j > Wj^i] 
(the descent set of ti;) and K;d̂ _i = z + 1. 

16. Find explicitly every simplicial complex A with the property that 
every ordering of its facets is a shelling. 

17. Let P be a finite graded poset with ranks 1,2, . . . ,n . Let S C 
[n]. Show that if P is shellable (i.e., the order complex 0{P) is 
shellable), then so is the rank-selected subposet P5. 

18. A d'pyramid V is the convex hull of a (d— l)-polytope Q, called the 
basis of Vy and a point x ^ aff Q (= the affine span of Q), called 
the apex of P. Show that 

/i(P) = /i{Q) + / i- i(Q), 

with the convention / - i (Q) = /d-i(Q) = 1-

19. Let Q be a (d — l)-polytope and / a closed line segment such that 
relint(Q) n relint(/) is a single point. (Here relint denotes relative 
interior.) Then the d-polytope P = conv(Q U / ) is called a d-
bipyramid with basis Q, Show that 

/ i(^) = /i(Q) + 2/i-i(Q), 0 < z < d ~ 2 

/rf,l(P) = 2/,^2(Q). 

20. Show that the Euler relation / o - / i + - • -f-(-l)''~7d~i = l+(-l)' '"^ 
is the most general linear relation holding among the components of 
the /-vector of a d-polytope. Equivalently, the affine span in R*' of 
all /-vectors of rf-polytopes has codimension 1 (or dimension d~ 1). 
HINT: Use the previous two problems. 

21. Show that the Dehn-Sommerville equations are the most general 
linear relations holding among the components of the /-vector (or 
/i-vector) of a simplicial d-polytope. 
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22. A convex d-polytope V is cubical if every fax̂ et (or equivalently 
every proper face) is combinatorially equivalent to a cube of the 
appropriate dimension. Let Cd denote the set of all /-vectors of 
cubical d-polytopes. 

(a) Show that the afiine span aff Q of C has dimension at most 
[d/2\. 

(b) By constructing suitable examples, show that in fact aff Cd has 
dimension exactly [d/2j. 

(c) Show that a cubical polytope of dimension at least four has 
an even number of vertices. (The conclusion is false for three-
dimensional cubical poly topes.) 

(d) (surprisingly difficult) Show that a cubical d-polytope has at 
least 2^ vertices. 

(e) Find a cubical 4-polytope for which /a > /o-

(f) (unsolved) Given d and n, what is the maximum number of 
z-dimensional faces of a cubical cf-polytope with n vertices? 

23. (generalizing (d) above) Suppose that the d-polytope V has no tri
angular 2-face. Show that for every facet F of P , there is a facet G 
disjoint from F. Deduce that V has at least 2^ vertices. 

24. Here we give two unsolved problems due to Kalai which illustrate 
our abysmal ignorance of certain aspects of convex poly topes. 

(a) Show that if P is a centrally-symmetric d-polytope, then /_i -h 
/o + • • • + /d-i > 3^. 

(b) Let j be a positive integer. Show that for d sufficiently large, 
every d-polytope has a j-face which is either a simplex or (is 
combinatorially equivalent to) a cube. (Kalai has shown that 
this statement is true for j = 2.) 

25. Let A be an acyclic (over a field k, say) (d— l)-dimensional simpli
cial complex. Let 

F{x) = X: /.(A)a:'+^ 

(a) Show that F{x) is divisible by x -h 1. 



140 Problems on Simplicial Complexes 

(b) Let F{x) = (x 4- l)G(x). Show that G{x) has nonnegative 
coefficients. (HINT: Let • • • -^ Ci —• CO —• C_i ~* 0 be the 
augmented chain complex used to define the reduced homology 
groups Hi{A; k). What is the rank of the boundary operator 

(c) Show that A can be partitioned into pairwise disjoint 2-element 
sets {F,F'} such that F C F' and \F' - F | = L (Note that 
this imphes (b).) (HINT: Let G be the Hasse diagram of the 
face poset P(A) of A, regarded as an undirected graph. G is 
a bipartite graph with vertex bipartition (VQ, V î), where 

K = { F € A : \F\ = i (mod 2)}. 

We want to find a complete matching M in G. By the Marriage 
Theorem, M will exist if (and only if) every subset 5 of Vb is 
connected to at least | 5 | vertices in Vi. Assume S CVQ fails to 
satisfy this condition. Deduce that the fc-vector space kS with 
basis 5 contains a cycle (in the sense of reduced homology) 
which fails to be a boundary.) 

(d) Show that one can choose the partitioning into sets {F^F'} in 
(c) so that the faces F form a subcomplex of A. Deduce that 
(/o) • • 5 fd-i) is the /-vector of some acyclic simplicial complex 
A if and only if the polynomial G{x) = l+gox H h9(1-2^^"^ 
of (b) has the property that {go,..., gd-2) is the /-vector of 
some simplicial complex. 

26. (a) Generalize the previous exercise as follows. A Betti set of a 
simplicial complex A is a subset J9 C A such that for all i, 

{ F E 5 : d i m F = i } = A ( A ) , 

where ^t(A) = dimHi{A\ fc), the ith reduced Betti number of 
A (over fc). Show that A can be written as a disjoint union 
A = A' U J5 UQ, where (i) A' is a subcomplex of A, (ii) B is a 
Betti set, (iii) B is an antichain, i.e., if F, G € B and F Q G, 
then F = Gy (iv) A' U B is a subcomplex of A, and (v) there 
exists a bijection 7): A' —* Q such that for all F € A' we have 
F C v{F) and \r){F) - F | = L 

(b) Deduce a characterization of the /-vector of a simplicial com
plex with given Betti numbers, generalizing Exercise 25(d). 
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27. (a) A simplicial complex A is called j-acyclic if for every face F 
of A with \F\ < j , the link of F is acyclic. (Thus 0-acyclic 
just means that A is acyclic.) Let f(A) = ( /o, / i , . • • , /d-i)-
Show that if A is j-acychc, then the polynomial D^{x) := 
1 + Eo"^ /t(A)x*+i is divisible by (1 + xy+^ 

(b) Show that f = (/o? /ij • •»fd-\) is the /-vector of a j-acyclic 
simplicial complex if and only if there is a simplicial complex 
A' such that f = f (cr * A), where a is a j-dimensional simplex 
and * denotes join. Equivalently, we have 

D^{x) = {i + xy+' f 1 + 'Y.\ix'A , 

where {go.gi,.,, ^gd-j-2) is the /-vector of some simplicial 
complex. 

(c) (unsolved) Can every j-acyclic simplicial complex A (regarded 
as a poset ordered by inclusion) be partitioned into disjoint 
intervals [F, F'] of length (or rank) j -h 1? (This would imply 
that DA{X)/{1 -f- xY'^^ is a polynomial with nonnegative coef
ficients.) Moreover, can the intervals [F, F'] be chosen so that 
the set of their bottom elements F form a subcomplex of A? 
(This would imply (b).) 

28. A convex polytope V is j-neighborly if every j vertices of V lie 
on a proper face of V. Let 7̂  be a j-neighborly polytope with at 
least 7 + 1 vertices. Show that every j vertices of V are affinely 
independent. Deduce that V is z-neighborly for all 1 < i < j . 

29. Let A be a j-neighborly Euler complex of dimension d — 1, with 
j > [d/2\. Show that A is the boundary of a simplex. 

30. Show that every j-neighborly 2j-polytope is simplicial. 

31. Suppose that A and A' are simplicial complexes whose face rings 
A:[A] and A:[A'] are isomorphic as graded algebras (or even as rings). 
Show that A and A' are isomorphic. 

32. A graded algebra k[xi^..., Xn]/I is said to be a complete intersection 
if the ideal / is generated by a regular sequence. Find all simplicial 
complexes A for which the face ring k[A] is a complete intersection. 
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33. Give a direct proof that depth fc[A] = 1 if A is a disconnected 
simplicial complex. 

34. Show that the depth of A:[A] is equal to the largest value of j for 
which the (j — l)-skeleton Aj_i is Cohen-Macaulay. 

35. Show that if Ai and A2 are Cohen-Macaulay simplicial complexes, 
then so is their join Ai * A2. 

36. (a) Given 1 < d < n, let An,d be the simphcial complex whose 
vertex set V consists of the squares of an n x d chessboard 
(so |V| = nd), and whose faces consist of subsets F of V with 
no two elements in the same row or column. Compute the 
/-vector and /i-vector of An,d-

(b) Show that An,d is Cohen-Macaulay if and only if 2d < n -f 1. 

37. Give an example of a (finite) simplicial complex A and a field k for 
which k[A] has no Ls.o.p. 

38. Let A = [Gi, Fi] U • • • U [Gr, Fr] be a partitioning of the Cohen-
Macaulay simplicial complex A. Let ^ 1 , . . . , ^^ be an Ls.o.p. of k[A]. 
Show that the monomials x^* need not form a basis for fc[A] as 
a (free) module over fc[^i,... ,0d]. (There exists an example with 
d = 2 . ) 

39. Using Reisner's theorem, show that a Cohen-Macaulay complex is 
pure. 

40. (a) Let P be a Cohen-Macaulay poset (i.e., the order complex 
A(P) is Cohen-Macaulay) of dimension d — 1, and let P = 
P U {6, i } . Let fjL denote the Mobius function of P . Write 
type(P) as short for type(A(P)). Suppose that for every x < y 
in P , either the order complex A(x,y) of the open interval 
{x,y) is doubly Cohen-Macaulay or else tJ>{x,y) = 0. Show 
that 

type(P) = (-~l)''"^]^/i(a:o,a:i)/x(a:i,X2)---/i(x^_i,Xr), 

where the sum is over all chains 6 = XQ < Xi < • • • < x^ = i 
in P such that /i(x,_i, x^+i) = 0 for all i, 

(b) Show that (finite) modular lattices satisfy the conditions of 
part (a). 
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(c) Suppose P is a distributive (or even meet-distributive) lattice. 
A chain 0 = XQ < xi < • • • < x^ = 1 in P is called a Loewy 
chain if every interval [xt_i, Xj] is a boolean algebra. Show that 
type(P) is equal to the number of minimal Loewy chains in P 
(i.e., the number of chains C (containing 6 and i) which are 
Loewy chains, but for which any proper subset of C is not a 
Loewy chain). 

(d) Let t{a,b) = type(Ca4-i x Cfc+i), where Cm denotes an m-
element chain. Let 

P ( x , y ) = ^ t (a ,6)xV. 
a,b>0 

Show that 

I — X — y -\- x^y^ nx,y) = , _ . . . . . . 
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order ideal, 118 
orientable 

manifold, 23 
pseudomanifold, 24 

oriented 
chain complex, 20 
simplex, 19 

parabolic subgroup, 105 
partitionable, 80 
partitioning, 80 
partial h.s.o.p., 33 
piecewise polynomial, 107 
Pliicker relations, 112 
Poincare Duality Theorem, 23 
polyhedral 

complex, 6 
subdivisions, 128 

polytope, 5 
poset, 99 

of boolean type, 112 
projective module, 13 
pseudomanifold, 24 
pure simplicial complex, 79 

g'-analogue, 106 
quasi-geometric subdivision, 129 



164 Index 

quasiperiod, 4 
quasipolynomial, 4 

radical, 7 
rank of a module, 8 
rank-selected subcomplex, 96 
rational polytope, 125 
reciprocity of local cohomology, 

42 
reduced 

Euler characteristic, 20, 21 
homology group, 17 
Mayer-Vietoris sequence, 22 
ring, 7 
singular cohomology group, 23 
singular homology group, 21 

regular 
sequence, 35 
subdivision, 133 

relative 
homology, 22 
simplicial complex, 116 

restriction, 79, 81, 118, 129 
right derived functor, 16 
ring of fractions, 7 

Schubert variety, 112 
sequentially Cohen-Macaulay, 87 
shellable, 79 

relative complex, 118 
simplicial complex, 86 

shelling, 79, 118 
order, 79, 118 

short exact sequence, 9 
simplex, 19 
simplicial 

complex, 19 
polytope, 75 
poset, 112 
subdivision, 128 

singular 

chain complex, 21 
simplex, 21 

skew Schubert variety, 112 
socle, 50 
special l.s.o.p., 127, 131 
spline, 107 
standard monomial, 110 
Stanley-Reisner ring, 53 
star, 127 
subdivision, 128 
supporting hyperplane, 5 
support, 110 
suspension, 24 
symmetry of a polytope, 125 

tensor product, 12, 18 
topological subdivision, 128 
toric variety, 76 
Tor, 14 
triangulation, 19, 128 
type of a Cohen-Macaulay mod

ule, 50, 90 

unimodal, 134 
Upper Bound Conjecture, 59 

vertex 
of a cone, 6 
of a polytope, 5 

very free group action, 121 
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