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Introduction

Literature is first of all discourse. Therefore, it should be possi-
ble to apply to it methods and insights arising from the analy-
sis of discourse. In the past two decades, considerable progress
has been made in cognitive psychology and artificial intelligence
in the study of discourse, particularly discourse comprehension.
This work is motivated by the computer metaphor for mind. One
hypothesizes that the mind is like a computer and asks what
sort of computer it must be, given what it can do. This leads
to an emphasis on possible mental representations of facts and
beliefs and on possible computational processes that operate on
these representations. Prom this perspective, every text, even
the seemingly most ordinary, becomes a challenge. The simplest
sentences raise deep problems. Since ordinary texts are so diffi-
cult, the field has remained largely immersed in them for all these
years. But perhaps it is time now to step back a bit and ask if
the perspective we have developed has anything to say about
those extraordinary texts that constitute our literary tradition
and about the issues that literary theorists have struggled with
in trying to understand what it is to interpret such texts. This
book consists of a series of my own attempts to address some of
these issues.

I would like this book to be read both by cognitive scientists
and by students of literature and literary theory. But because
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it is quite formal, it presents each group with complementary
difficulties. Cognitive scientists, and especially researchers in ar-
tificial intelligence, may feel it is not formal enough, and, more-
over, that it is only by avoiding adequate formality that one can
even talk about literature, viewing literature as simply beyond
present capabilities. In many instances, I outline some bit of
world knowledge, describe a process in prose, and then assert
that the process using the knowledge can find the desired inter-
pretation of some passage. Those struggling with formal theories
of commonsense reasoning and with computer implementations
of language use will know that between such an account and
a satisfactory formalism or computer program falls a very, very
large and dark shadow, hiding more pitfalls than we can imagine.
I can only say that I am aware of all of this, but I believe that the
difficulties can eventually be worked out and that it is important
to be able to take a long view from time to time to convince
one's self that the path we are taking is the right one. A theory
of discourse comprehension that can never hope to explain how
we understand a sonnet is one that must be wrong, and even if
we cannot work out the details now, it is reassuring if we can
convince ourselves that we will perhaps someday be able to.

The problem that will confront the literary critic and literary
theorist is that it is all too formal. Formal approaches always in-
volve oversimplifications. In too many mathematical approaches
to hard problems, the researchers at some point abandon their
insights and start turning the crank, allowing themselves to be
carried along by an elegant but oversimple theory of a very com-
plex phenomenon. But description of any sort involves oversim-
plification. Whether we are constructing formal or informal de-
scriptions, we must be careful that we have not eliminated from
our account precisely those phenomena that are most interesting.

The literary scholar is likely to be especially suspicious be-
cause formal approaches in the recent past have eliminated from
consideration some very interesting phenomena indeed. The New
Criticism, for example, made impossible the consideration of the
historicity of interpretation, and Structuralism seemed to reduce
everything to a few binary oppositions. Is that happening here
as well?
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I believe it is not. To simulate even the simplest variety of dis-
course comprehension on the computer, it has been necessary to
introduce representational formalisms such as predicate calculus
that have a very great expressive power, to encode sometimes
huge amounts of commonsense knowledge in these formalisms,
and to devise very complex processes that operate on these rep-
resentations and represented facts. At this point we are very far
indeed from a small set of binary oppositions. Moreover, the very
fact that much commonsense knowledge must be encoded forces
us into an acknowledgement of the historicity of interpretation.
Interpretation is impossible in the absence of a belief system, and
in fact the primary focus of the theory of discourse interpretation
presented here is the question of how these beliefs are used in in-
terpretation, and hence, along with the text itself, determine the
interpretations. But commonsense knowledge or belief systems
necessarily vary from person to person, from culture to culture,
and from era to era. The dependence of interpretation on a point
in time is thus fundamental to what is presented here.

An important recent advance in literary criticism and literary
theory is a heightened awareness of the need to make explicit,
and problematic, the language and presuppositions behind the
work and behind our analyses of the work. This point of view is
in harmony with the perspective urged here. The methodology
of discourse analysis presented in this book fairly demands that
the language and presuppositions underlying a work be made
explicit and consequently be examined. The methodology poses
questions of a text that forces such an explicitation.

Another source of apprehension for the literary scholar may
be that since we are viewing the mind as a computer, we are
proposing a theory that is materialistic and mechanistic. Well,
what can I say? It is. For those who find this disturbing, all I
can do is urge you to rethink material and rethink machines. If
the mind is a machine, that in no way means we need to value
it less. The magnificent progress made by modern medicine has
come from viewing the body as a machine, and that has certainly
not led us to value our bodies less.

Another difficulty is the mere presence of all these mathemat-
ical formulas. Most literary scholars do not spend their profes-
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sional lives reading such things, and in fact may have very little
patience for them. For such readers, I have tried.to write in a way
that the formulas can simply be ignored. They are all followed
immediately by a gloss in ordinary English. The glosses necessar-
ily involve mathematical variables—the z's and y's many people
stopped taking algebra to get away from. There's no helping
that. But just refuse to be intimidated and think of them simply
as proper names (although you'll see some rather strange entities
getting proper names). If you glance up at the formulas as you
read the glosses, you'll soon find reading the formulas themselves
is pretty straightforward. Mostly, it's just English sentences in
verb-subject-object order.

The problem of logical notation is especially severe in Chapter
4. You are urged, if you do give up on the formalism, rather than
skipping to Chapter 5, examine Figure 4.1 and skip to Section
4.4. You should find the going easier there, and that is where
the principal issues are discussed.

A final difficulty would be faced by the literary scholar who
read the book and was completely convinced. He or she may
begin to fear that literary criticism will become too scientific.
Those with no mathematical interest or talent will be left out
in the cold. Even if my wildest ambitions were achieved, there
would be little danger of that. A formalism is a device that
allows us to think and speak a bit more precisely than we oth-
erwise might, and sometimes to reach conclusions that we oth-
erwise might miss. That's all it is. Formality is a trick that can
be learned. It can never replace insight. The person who has
the insights will always occupy the central place in the study of
literature, and of anything else.

The chapters of this book are largely independent and can be
read in any order. There are two exceptions to this. It would be
better to read Chapter 3 presenting the general framework of the
theory of discourse interpretation before reading Chapters 4 or 5
on specific aspects of that theory, and it would be better to read
Chapter 5 on the method of coherence analysis before reading
the two examples applying the method in Chapters 6 and 7.

The first two chapters of the book lay out a theoretical frame-
work, and in that framework address some fundamental problems
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concerning the nature of interpretation and the function of liter-
ature.

In the first chapter I present what I take to be the cognitive
science view, at least for the purposes of investigation, of the
structure of intelligent agents, and then use this view to respond
to several positions that have been advanced by literary theorists
in the recent past, including the New Critics, E. D. Hirsch, Stan-
ley Fish, and Knapp and Michaels. I argue that much confusion
in these discussions could be avoided if one were more explicit
about the roles of both text and beliefs in interpretation.

The second chapter is a shorter piece, in which I rush too
quickly through a number of deep issues concerning the possible
functions of literature for creatures whose minds are computers.
It might have been entitled more whimsically, "Will Robots Ever
Have Literature?" The result of it all is quite conventional. The
function of literature is (at least) just what Horace said it is—to
delight and instruct.

The next three chapters provide more details about the the-
ory of interpretation. The focus is on ordinary rather than liter-
ary discourse, but the processes described are required for arriv-
ing at interpretations of any sort of discourse, including literary,
and the problems given special attention in Chapters 4 and 5—
metaphor and coherence—are certainly of paramount interest in
literary studies.

Chapter 3 presents the outline of the theory of discourse in-
tepretation. The theory attempts to answer the question of how
knowledge is used in the interpretation of discourse, and the
chapter suggests a structure for such an inquiry.

Chapter 4 then applies this framework to the problem of in-
terpreting metaphors. The three examples that are examined
come not from literary works but from ordinary discourse, but
the principles discussed apply as well to the interpretation of lit-
erary metaphors. The interpretation of metaphor is shown to
be a matter of linking up predications from different domains in
the right way, and then deriving the appropriate inferences. It
is argued that both of these processes often occur simply as a
by-product of the ordinary processes of discourse interpretation
described in Chapter 3.
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Chapter 5 focuses on the problem of how to characterize and
recognize the coherence and structure of discourse. A number of
coherence relations that can link adjacent segments of text are
defined in terms of the inferences that can be drawn from the
prepositional content of the segments. Ultimately, these relations
depend on causality, the figure-ground relation, and similarity.
The coherence relations are then used to define recursively larger-
scale structures of discourse, to explicate somewhat the intuitive
notions of topic and genre, and to develop a method of textual
analysis.

Chapters 3, 4, and 5 present a way of reading a text very
closely. The next two chapters apply this way of reading to two
literary works. Their discourse coherence and structure in par-
ticular are examined. The method of analysis will not necessarily
lead to any brilliantly original interpretations. Rather it leads
us to a deeper understanding of how the ordinary meaning of a
literary work is achieved, both by the reader and by the writer.
It makes problematic certain features of the text that might have
otherwise gone unnoticed, and hence leads us to a finer-grained
appreciation of the artist's mastery in creating the work's mean-
ing.

Chapter 6 applies the methodology to a sonnet by John Mil-
ton. A sonnet has the advantage for us of being short enough
that we can examine it with some thoroughness and of being
tightly enough structured that it repays a very close reading.
It is shown, among other things, how recognizing the coherence
structure of the poem requires making assumptions (drawing im-
plicatures) that are key to the work's meaning, and how Milton
exploits certain local ambiguities in delineating the central ten-
sions in the poem.

Chapter 7, coauthored with Patrizia Violi, attempts to tackle
a much longer work, Gerard de Nerval's novella Sylvie, tradition-
ally felt to be a very difficult text. Our analysis first considers
the entire work on a very much less detailed level, but it shows
that the method can yield insights about larger works as well,
works in which the structure is not so apparent. We then mi-
croanalyze two sorts of selected passages, first, four key episodes
of the underlying story, and second, some of the more confusing
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transitions between episodes occurring at different times. For
both of these, we show how the central themes of the novella are
reflected in the fine structure of the passages.

The motivating insight behind all of this work is that litera-
ture is a kind of discourse and that therefore theories of discourse
interpretation ought to shed light on the reading of literature.
The book closes with a short afterword that is based on a talk
originally given at a panel, organized by Deborah Tannen, on
"The Aesthetics of Conversation" at the Georgetown University
Round Table on Languages and Linguistics in March 1982. In
it I try to draw a parallel between what the best of literature
and the best of conversation do for us, by looking at those cases
where ordinary discourse is not so ordinary after all. It is argued
that literature is a second-order effect on the already magnificent
achievement of ordinary discourse, and that the best of literature,
just as the best of conversation, is characterized primarily by the
relationship that is created between the writer/speaker and the
reader/listener.
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Against Confusion

To an outsider, particularly to someone doing discourse analysis
in an artificial intelligence (AI) framework, the recent contro-
versies in literary theory concerning the nature of interpretation
are quite puzzling. One camp claims that the interpretation of
a text can be anything. The other side claims that there is a
single correct interpretation. But all of this confusion can be
swept away by a simple observation: in mathematical terminol-
ogy, interpretation is a function of two arguments, the text and a
set of beliefs.1 In interpreting a text, one therefore presents not
only an interpretation but also the set of beliefs that warrants
the interpretation. One can then go on, if one wishes, to ask the
separate question of whether one set of beliefs has a more privi-
leged status than another. Viewed in this light, the controversies
are as if one camp said that the mathematical operation of mul-
tiplication was hopelessly indeterminate because in the context
of 2 the product of 2 is 4 whereas in the context of 5 the product
of 2 is 10, while the other camp claimed that, no, the product of
2 is always 4.

JI will often use the terms "function," "argument," and "value" in their
mathematical senses. In the expression quotient(QQ, 12) = 5, quotient is the
function, 60 and 12 are its two arguments, and 5 is its value for these two
arguments. Whether I intend these meanings or the ordinary senses of these
three words should be clear from the context.
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AI provides us with a technical vocabulary that makes it pos-
sible to be somewhat more precise and detailed than is customary
in discussing processes of interpretation. In Section 1.2,1 present
a framework, along with a corresponding technical vocabulary,
that has proved useful in investigating discourse interpretation
from an AI perspective. Among other things, it allows us to ex-
plicate the roles of intention and belief in interpretation. We will
then be in a position to examine several characteristic views in
literary theory in terms of the framework.

There has been a recent and widely discussed claim that it
is incoherent to separate meaning and intention. Since this dis-
tinction is crucial in what I present, I begin in Section 1.1 by
responding to this claim.

1.1 Meaning and Intention

Steven Knapp and Walter Benn Michaels (1982) have argued,
or rather asserted, that meaning is an incoherent notion in the
absence of an author's intention. It is certainly true that in the
canonical case a text has an author who intends to convey some-
thing, and that something is what we call the meaning. "What
did you mean?" and "What were you intending to say?" are of-
ten taken as equivalent. To reinforce this identification, Knapp
and Michaels have us imagine that as we are walking along the
beach, we see a wave wash up and, receding, reveal a poem writ-
ten in the sand. We will believe either that the poem was written
by some spirit of the sea capable of intentions, or that the marks
in the sand resulted from some hugely improbable coincidence.
Knapp and Michaels have the following intuition: "... in the sec-
ond case—where the marks now seem to be accidents—will they
still seem to be words? Clearly not. They will merely seem to
resemble words" (p. 728). The marks have no author, are thus
not language, and thus have no meaning.

This is the whole "argument." Unfortunately, I have the
opposite intuition. It seems to me that the marks in the sand
are words and do mean something. The event would not be
remarkable otherwise. In any case, neither their intuition nor
mine is worth very much, both being theory-laden. The example
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is so implausible it is doubtful whether anybody could have very
firm intuitions about it. Let us consider three more commonplace
examples to see if it is possible for texts to mean something
independent of an author's intention. Here I will be appealing to
the reader's everyday intuitions about the word "intention"; in
Section 1.2, I work toward a more precise analysis of the term.

The first example is printer's errors. A favorite of mine ap-
peared in a New York Times article on the voyage of the Pioneer
10 spacecraft beyond the solar system. Toward the end of the
article, the writer intended to say, "Pioneer 10 carries a mes-
sage ... in the form of a plaque designed to show ... the place
and time where it began its long journey." Instead the newspa-
per printed, "Pioneer 10 carries a message ... in the form of a
plague designed to show ... the place and time where it began
its long journey." Let us suppose this was indeed a printer's er-
ror and not sabotage. The fact that what was printed does not
correspond to any author's intention in no way diminishes our
enjoyment of it, and it is hard to see how we could enjoy it if we
did not first interpret it, that is, determine what it means. This
means something, and it means something other than what the
author of the article intended.

The next example comes from the world of computers. Be-
fore giving the example, I will give three negative examples for
purposes of orientation. I log onto my terminal in the morning,
and on the screen I see the text, "Good Morning!" It is a text
and it has meaning, but I do not need to attribute intention to
the computer or deny that an intention lies behind the text. The
programmer, whoever and whenever, was the author, and the
text means what he or she intended it to mean.

Next consider a computer program that generates random
sequences of English words. We look over the output of the
program and find some sequences that approach genuine poetry.
There is too much distance between the program and the output
for us to call the programmer the author. The words might have
been read in from a file the programmer never looked at, and the
random-number generator might have been a library subroutine
whose code the programmer never inspected. But it is quite
reasonable to say that the sequence of words is not a text at all,
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but simply an object on which we have chosen to impose some
interpretation, as a kind of play, in much the same way as we
might see the shape of a dog in a cloud. We certainly would not
act on the content of the text. If we found the words "Ronald
Reagan is a communist," for instance, we would not thereby
come to believe that Ronald Reagan is a communist.

Next consider a program that "plans" its utterances, of the
sort that has been implemented by AI researchers. It has a goal,
that is, a logical formula or other data structure representing the
condition to be achieved. It has knowledge, again in the form
of logical formulas or other data structures, about what kinds
of states or actions cause or enable what other kinds of states
and actions. There is a process, called "planning," that uses
this knowledge to decompose the goal into subgoals and these
into further subgoals, until it derives a sequence of executable
actions—in this case, the utterance. Again, there is too great
a distance between the program and its output for us to call
the programmer the author of the output. If the system is in
practical use, say, telling us how to find something or how to
use or fix an appliance, we had better take the utterance as a
meaningful text and act on its meaning. But a reasonable case
can be made (although many balk at this) that the program itself
has intentions. If we want to be especially concrete, we can say
the goals and subgoals are its intentions. The whole structure
of the program is informed by the folk psychological theory and
vocabulary of intentional action, making attribution of intention
quite natural. In this case, the text has meaning, and it means
what the program intended it to mean.

But let us now consider an example that falls in the middle
of these three cases. We do not have to search far. A pocket
calculator will do. Suppose I type in "1129.35-959.47", and the
calculator responds with the text "169.88." I'm certainly not
the author of the text; I might even be surprised at what I see.
Neither the designer nor the manufacturer of the calculator could
be called the author; the distance is too great; it is extremely
improbable that either of them ever considered my particular
subtraction problem. The sequence of numbers is a meaningful
text; I interpret it using the same rules of interpretation I would
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use if a human had typed it out in response to my question.
My interpreting it is not merely playful activity; I might enter
it on my income tax return, sign my name at the bottom, and
become legally responsible for my interpretation. Finally, we
would not want to attribute intention to a pocket calculator. To
do so would be a trivialization of the notion of intention and a
consequent trivialization of the point Knapp and Michaels had
hoped to make. The text "169.88" is a meaningful text with no
human author and no intention behind it.

A final example that drives a wedge between meaning and
author's intention is provided by Japanese linked poetry. In a
group of three or four poets, one composes a stanza. Another
poet makes up a second stanza related to the first in some way.
A third poet composes a third stanza that is related somehow to
the second but not necessarily to the first. The poets continue
to alternate in this fashion for 36 stanzas, to produce a poem
that goes through quite a number of twists and turns. It is
quite common for a new stanza to force a reinterpretation of the
preceding stanza, changing the implied locale, the circumstances,
the gender and condition of the agent, and even the meanings
of words. Very often, one suspects, the reinterpretation would
surprise and delight the preceding stanza's author. A typical
stanza thus has two meanings, one corresponding to its author's
intention and determined by its link to the preceding stanza,
and one constructed by the author of the following stanza and
determined by its link to that stanza. Moreover, both meanings
are essential to the working of the complete linked poem.

All three of these kinds of text are intentionless (or, in the
third case, doubly intentioned), but they are hardly "accidental
likenesses of language," and they have meaning. Though com-
monplace, they are admittedly marginal, but like many marginal
phenomena they allow us to see clearly distinctions that are
blurred or masked in more central cases. They show that mean-
ing and author's intention do not coincide.2

2DuBois (1987) provides another example of meaning without intention—
divination. A large set of texts is written by one person, with no detailed
knowledge of the contexts in which they will be read. One of these texts is
chosen by another person by some random means at a much later time and
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There is another (uninvited) possible reading of Knapp and
Michaels' article. They could be saying that to interpret some-
thing as a text, we must imagine an agent's intention as its
source. The temptation of this position is clear. Since we are so
adept at reasoning about human action, it often helps to imag-
ine people in control where there aren't any.3 But this is hardly
necessary; the above examples show that we have ample expe-
rience with intentionless texts. So Knapp and Michaels, under
this reading, could only be stipulating a new meaning for "inten-
tional" ; it is synonymous with "interpretable." Their argument
then reduces to the following trivial one. We stipulate "a; is in-
tentional" to be equivalent to "a; can be interpreted." Therefore,
to be interpreted, an entity must be intentional.4 The effect
of this stipulation is to make the word "intentional" unavail-
able as a technical term; "interpretable" will suffice. But in the
AI framework explicated below, "intention" and "interpretation"
both turn out to be useful technical terms, and their meanings
differ.

1.2 Interpretation

There is a technological aspect to AI—the effort to build smart
computer programs—and a theoretical aspect. In the latter as-
pect, which is the one of interest in this book, one tries to discover
general principles governing intelligent agents, regardless of how
the agents happen to be embodied physically. This endeavor pro-
ceeds by means of a radical simplification. A computer program,
or robot, or "cognitive agent," is constructed, or just imagined,
to simulate, or duplicate, some intelligent behavior humans are
capable of. This behavior is modeled in terms of formal symbol
manipulation procedures. Questions about human capabilities,
which are tangles of complex interactions and for which we have
an inadequately precise vocabulary, are translated into questions

is interpreted with respect to some very particular circumstance.
3It is pleasant to speculate that this gratuitous attribution of human or

humanlike agency is also the source of such phenomena as polytheism, hero
worship, and conspiracy theories.

4 Since, presumably, it is better to be wrong than trivial, I take it that
the generous reading of Knapp and Michaels is my original one.
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about the workings of the cognitive agents, for which we do have
a precise, computational vocabulary and where we know, at least
in principle, everything that is going on. This translation can
isolate the core of an issue, suggest further lines of analysis, and
frequently expose the falsity or tautologous character of an ar-
gument. We can often get crisp answers to mushy questions.
Whether the crisp computational stories we tell about the cogni-
tive agents project back to the human level is never certain. But
if one is to argue that the crisp answers do not project back, one
must say precisely how humans differ from the cognitive agents
in a way that would make the projection fail. In any case, there
is a long history in science of successful use of such idealizations.

The radical simplification is this. A cognitive agent possesses
a set of beliefs. In AI this is generally called a "knowledge base"
since one typically wants one's robot to believe true things. But
because we will also want to include false and uncertain beliefs,
opinions, values, heuristic strategies, and so on, we will call it
a "belief system." One useful way of viewing a belief system is
simply as a set of logical formulas encoding the agent's beliefs
about the physical and social world in which it finds itself. The
belief system includes not just general knowledge, but also a
model of the immediate situation or environment—a theory of
what is going on right now, including expectations, or beliefs
about future events. The agent is linked to the world by means
of various sensors and effectors. Its beliefs must be in accord
with what it senses, and it will act in accord with its beliefs.

Next we can imagine a society of such agents, each with its
own belief system. Suppose they can communicate, that is, pro-
duce and receive utterances via some medium. Then each agent's
belief system must include beliefs as to what other agents in the
environment believe and what beliefs it shares with them. Thus,
beliefs must have more than just their content encoded; they also
need to be tagged with information about who else believes them
and, in particular, about what groups mutually believe them.5

5 A set of people mutually believes a proposition if they all believe it, they
all believe they all believe it, they all believe they all believe they all believe
it, and so on, ad infinitum (Schiffer 1972).
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Conventions may be represented in this fashion, including the
conventions of language.

For purely computational reasons, we may assume that some
particular subset of beliefs is active or in focus at any given
moment. Only these beliefs are used by the agent's internal
processes, although the agent also has means of moving beliefs
into and out of focus. Alternatively, beliefs may have degrees of
focus, where degree of focus determines the order of access to the
beliefs by various processes.

The standard view in AI of the agent's procedure for gen-
erating utterances and other actions is that it is some sort of
planning mechanism, as described above. The agent starts with
a goal (an intention) and develops, or begins to develop, a plan
of action, that is, a decomposition of the goal into subgoals, and
these into further subgoals, ultimately yielding a sequence of ac-
tions, such as utterances, which it is believed will achieve the
goal. As the actions are executed, the environment is monitored,
and when unanticipated conditions arise, the plan is modified
to accommodate them. Since utterances are typically intended
to affect the beliefs of others, the planning mechanism, in de-
signing the utterance, must take into account the beliefs of the
other agents participating in the discourse, and especially those
things that are mutually believed. Moreover, it must take into
account the interpretation procedures that will be used by the
other agents. What is presupposed by an utterance should be
mutually known to the others or easily reconstructed by them.
In particular, most of an utterance will depend on the conven-
tional meanings of words and an implicit conventional theory
about how utterances are understood. The less personal knowl-
edge the participants have about one another, the greater the
reliance that must be placed on conventions shared by a larger
society to which they all belong.6

Thus, for the bare notion of intention, one substitutes a hi-
erarchy of goals and a fairly complex planning and monitor-

6I should mention that all of this is independent of consciousness. High-
level goals, like "Sell this used car," tend to be ones we would be conscious
of; very low-level goals, like "Use the word 'reliable' here," tend to be ones
we would not be conscious of. AI in general has little to say about the
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ing mechanism, enabling a much more fine-grained analysis of
what individual features of texts and other behavior are there to
achieve.

AI work in discourse interpretation is characterized by a con-
cern for specifying, with computational precision, how the lis-
tener makes use of his or her commonsense knowledge of the
world and the immediate situation to interpret utterances, and
in particular how utterances can be related to the speaker's pre-
sumed plan. Various accounts have been developed. In what
follows I will, unsurprisingly, present my own.

We will assume the agent's interpretation procedure works by
translating the utterances (the text), produced by another agent
we will sometimes call the author and sometimes the speaker,
into logical formulas and then drawing inferences from its belief
system in such a way as to satisfy a set of requirements that
specifies just what a "good" interpretation is.7 What these re-
quirements are is, as they say, a research question, but four very
strong candidates are the following.

1. Utterances are anchored referentially in the mutual beliefs
of speaker and listener, and reach out into the speaker's private
beliefs in a bid to make new information mutually believed. This
referential anchor must be identified and the new information
must be recognized as such.

2. Words that are functionally related syntactically should
be seen as congruent semantically. This constraint forces the
interpretation of many instances of metaphor and metonymy. In
the case of metonymy, an explicitly mentioned entity must be
"coerced" into an implicit entity that satisfies the constraint. In
the case of metaphor, certain inferences about an entity must be
assumed or suspended to satisfy the constraint. In

America believes in democracy,

"believe" requires its subject to be a person, so "America" must
be interpreted metonymically as standing for something like "the

experience of consciousness.
7In this assumption, we are taking positions on a number of controver-

sial issues in AI and cognitive science, for example, the representability of
knowledge in formal logic. These controversies, however, are not especially
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people of America," or it must be interpreted metaphorically,
acquiring for the occasion the relevant properties of persons. (See
Chapter 4.)

3. Different segments of the text should be seen as coher-
ently related, in a way that gives the whole text a unitary struc-
ture; this requirement for coherence in texts probably derives
ultimately from principles of cognitive economy that people ap-
ply and that the agents should apply in attempting to make
sense out of the world in general, principles involving things like
causal linkage and assumptions that apparently distinct entities
are identical. All of these constraints are sometimes violated,
but where they are, the violation should be recognized; much
of the delight that one derives from violations in literary works
comes from our efforts to find a way in which the constraints
are not in fact violated, to discover some hidden coherence. (See
Chapter 5.)

4. The text needs to be related to the agent's theory of
what is going on in the environment. Typically, but not always,
this includes the agent's beliefs about the author's intention, or
more generally, the author's plan as it unfolds in time; the agent
should try to relate the text to what the agent believes the author
is trying to accomplish.

This fourth point deserves expansion, since it is where inter-
pretation and author's intention meet. The first thing to note is
the phrase "what the agent believes the author is trying to ac-
complish." In the ideal case, the agent is entirely correct about
the author's plan and cares about the utterance's relation to it.
But like it or not, the agent, for all it knows, could be a brain in
a vat, entirely deceived about what is going on around it. A real
robot, especially during debugging, is often deceived in just this
way, as its programmers manipulate its sensory inputs to test it.
The agent can form good hypotheses about an author's inten-
tions, just as it can about anything else in its environment. But
it can never be certain about any of its hypotheses. The most

significant for the purposes of this chapter or the next. We could take other
positions on these issues and construct a similar, though slightly different,
framework and corresponding technical vocabulary to apply to the questions
of interest in literary theory, and the results would be the same.
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it could hope for is a consistent, parsimonious theory of the au-
thor's "psychological" life that will account for all the author's
actions it perceives. So the author's intention plays at best an
indirect role in the interpretation process: it plays a causal role
in some observable actions, which the agent can then use, along
with background knowledge, to form a belief about the author's
intention. Only this belief can play a direct role in interpretation.

Moreover, among us humans there are many situations in
which the author's or speaker's plan is of little interest to the
reader or listener, and we would expect the same to be true
for our cognitive agents. Someone in a group conversation may
use a speaker's utterance solely as an excuse for a joke, or as a
means of introducing a topic he or she wants to talk about. Very
often two speakers in a discussion will try to understand each
other's utterances in terms of their own frameworks, rather than
attempt to acquire each other's framework. A medical patient,
for example, may describe symptoms according to some narrative
scheme, while the doctor tries to map the details into a diagnostic
framework.8 A spy learning a crucial technical detail from the
offhand remark of a low-level technician doesn't care about the
speaker's intention in making the utterance, but only about how
the information fits into his own prior global picture. A historian
examining a document often adopts a similar stance. In all these
cases, the listener has his or her own set of interests, unrelated to
the speaker's plan, and Requirement (4) involves no more than
relating the utterance to those interests. In the conversations
I have analyzed (see, for example, Hobbs and Evans (1980)), I
have found this to be the case astonishingly often. Thus, not
only is the role of the author's or speaker's intention indirect; it
is frequently not very important.

The agent's interpretation procedure works by drawing infer-
ences from its belief system, but two caveats are in order. First,
inferences are drawn in a selective fashion, determined by what

8For example, I once took my young son to the emergency room for a
cut hand. The doctor asked him what had happened. He said, "I went to
Stevens Creek with my friend. His name is Paul." The doctor and I smiled
at each other. "And there were some tin cans there." "Now we're getting
somewhere," the doctor said.
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will lead to a good interpretation. Instances of metaphor and
irony are only the most obvious cases in which this control over
inference is required. Second, the agent must often assume things
to be mutually believed, for no other reason than that it will
lead to a good interpretation of the text. David Lewis (1979) has
called this process "accommodation," and we may call the propo-
sition that is assumed an "implicature," since it is consistent with
what H. P. Grice (1975) calls "conversational implicature."

We can summarize all of this in a single formula that is ap-
plicable beyond the details of this particular theory:

F(K,T) = I

An interpretation procedure F takes a knowledge base or belief
system K and a text T, and produces an interpretation /. Each
of these four elements requires some comment. In my comments,
I will cease being fastidious about the distinctions between these
agents and real people.

T: In general, there should be little dispute about T. Some-
times in conversation, one is not quite sure whether a nonverbal
gesture is part of the text or just accidental, and in medieval
manuscripts the words are often in doubt. But, for the most
part, we can assume that the sequence of words that comprises
the text is given.

Someone not familiar with recent literary theory might think
this is all there is to say about T. But, as Stanley Fish has
pointed out, interpretation goes all the way down. It is not a
brute fact that a mark on paper is an instance of the letter "g,"
but is rather the result of interpretation. There have been, in
fact, researchers in pattern recognition trying to make explicit
the set of beliefs or interpretation rules that allows us to interpret
an arrangement of lines and curves, or at an even lower level, an
arrangement of pixels, as the letter "g."

Ultimately, in text interpretation as in every scientific or criti-
cal enterprise, we must bottom out in conventionally agreed-upon
"evidence."9 For text interpretation, this first involves a decision

9See Lakatos (1970). There is of course a significant problem concerning
the epistemological status of "knowledge" acquired in this way, but because
of their complexity, literary texts do not seem to be a good strategic locus
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or an agreement that some physical object exists or that some
physical phenomenon has occurred. This should not pose any
problems. I doubt that any literary critic, as a critic, could se-
riously maintain that copies of Ulysses do not exist as physical
objects, regardless of what one may take them to be. If we can-
not accept the reality of trees, chairs, and books, it is hard to
see why we should care about the feelings of Stephen Daedelus
toward Leopold Bloom.

Next there has to be some conventionally agreed-upon ac-
count of how the physical entity presents itself to us. This does
not seem problematic either, since one can express the account
at as low a level as one pleases—for example, in terms of the im-
pingement of light rays on the retina. Disciplines are defined by
what they consider given and what they take to be problematic.
Generally a literary critic will not be interested in interpretation
processes below the level of the word or the letter. It would be
acceptable to him or her to take as a fact that the first word of
this sentence is "It." One can imagine circumstances, of course,
in which it is crucial to determine whether a letter written in
pencil is a "g" or a "q," and a microscopic examination may be
required. Here the conventionally agreed-upon "facts" will be
statements about the depth of the impression, the presence of
bits of graphite, and so on.

Finally, one has to decide that this physical entity is to be
interpreted as a text. This decision is part of a larger effort to
construct the simplest theory, covering the most details, of all
the entities one encounters; for some entities, the most econom-
ical theory is that they are texts. There are problematic cases,
of course; an archaeologist has to decide whether scratches on a
rock were carved by people or by a geological process. But the
overwhelming majority of the things we decide to call texts give
scant support for any alternative treatment. Once these assump-
tions are made, we are in the game defined by the above formula,
and all of the following arguments apply.

Hence, we will assume that the text exists as a physical ob-
ject, that there is a conventionally agreed-upon set of "facts"

for such an inquiry.
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about what the object is at some level—whether pixels, letters,
or words—and that a decision has been taken to regard it as a
text and to apply interpretation rules to it. That is, we can take
T to be given.

F: Some indications were offered above as to what the inter-
pretation process looks like. AI researchers in discourse analysis
have gone into greater detail in numerous articles, and more de-
tails are presented in Chapters 3, 4, and 5 of this book. It remains
a big problem, but it is a healthy area of research. For the pur-
poses of this chapter, we will assume the problem is solvable and
ask what the consequences are. That is, we will assume F to be
given.

It is important to note that there is a trade-off between F
and K, between the interpretation process and the belief system
used in interpreting. Any particular interpretive principle, such
as "In Japanese poetry, the mention of cherry blossoms means
that the season is spring," can be viewed as part of the inter-
pretation process—as something we do when we interpret—or it
can be viewed as a belief that is accessed by the interpretation
process—as something we use when we interpret. There is no
fact of the matter; we can choose either option. For the purposes
of this chapter, we will choose the latter; interpretive principles
are beliefs. Individual differences can also be accommodated in
this way. It is quite possible that different people have differ-
ent interpretation procedures, that they use radically different
means to comprehend language. But even if this is true, then
insofar as we are able to describe the interpretation procedures
explicitly, we can factor out the differences, call them differences
in belief, and let F be whatever is common to all interpretation
procedures. Thus, F need not be indexed by who is doing the
interpreting or how they choose to do it on a specific occasion.
That is already encoded in K.

Finally, one might ask why F is a function in the mathemat-
ical sense of yielding only one value or result. Is it plausible to
say that F applied to a single text and a single belief system will
always yield a single interpretation? What about ambiguity? A
purely formal way around this problem is to say that / can be
not just a single interpretation, but a set of interpretations. But
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I think a more satisfactory answer is possible. Generally, when
we entertain different readings of an ambiguous text, we do so
by shifting something in the belief system we are interpreting
the text against. For example, when E. D. Hirsch (1967) sets
out to convince his reader of the pantheistic interpretation of
Wordsworth's poem, "A Slumber Did My Spirit Seal," he does
so by spelling out Wordsworth's beliefs about "the immortal life
of nature." In poems where we are given a few bare details that
we can expand into a complete picture in several different ways,
we can see our expansions as resulting from different implica-
tures, that is, different "beliefs" that we assume to be in K in
order to accommodate the author.

/: An interpretation / is some formal representation of the
content of the text that satisfies at least the four requirements for
a good interpretation discussed above. It encodes the informa-
tion conveyed by the text, the relevant inferences, and implicit
structural relations that have been discovered among various el-
ements. For most noncomputational purposes, a rough descrip-
tion in prose of the less obvious aspects will do.

There is, of course, more that one could say about a text than
just what is contained in /. We can ask what someone would have
to be like to produce such a text. We can ask what function the
text performs in the larger social world. As I understand Hirsch
(1967), these are questions about the "outer horizon" of the text.
/ is what I understand by his notion of "inner horizon."

K: The belief system K is intended to include the whole
range of beliefs, from simple facts about the physical world to
interpretive conventions for particular genres. Interpretation de-
pends on context, and it is in K that the context is encoded. For
different authors and different occasions, the agent will have dif-
ferent beliefs about the author's intentions, about what portions
of the belief system are shared with the author, and about the
current situation. In addition, on different occasions different
beliefs will be in focus and different interpretations can result.

It has often been argued that context is unbounded, and that
therefore it is impossible to formalize it.10 Our knowledge is

10Mailloux (1985) has a recent and eloquent statement of this position.
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certainly unbounded in the sense that indefinitely many propo-
sitions can be deduced from it, but this is hardly an argument
against formalizability; deduction is well understood. The argu-
ment must therefore be that there are indefinitely many things
one can say about a context beyond what can be deduced. It
seems obvious to me, and I think most other AI researchers, that
since we are finite creatures with finite access to our environments
and an all too finite amount of time, there is only a finite amount
of context that can be relevant to the interpretation of any situ-
ation. In fact, several large-scale efforts are under way to encode
the knowledge an agent would need to understand everyday sit-
uations, and other projects are directed toward devising proce-
dures for extracting from this knowledge just the parts that are
relevant to any particular situation. The formalization of context
is still an unsolved problem, but it is a vigorous area of research.

The belief system used in interpretation need not consist only
of statements that are actually believed. A statement may also
be embedded within a hypothetical context. This is required for
understanding fictional texts and texts from other cultures and
previous periods of our own, and also for understanding indirect
proofs and other counterfactuals. The hypothetical statements
enter into the interpretation procedure in exactly the same way
as real beliefs, differing only in that they need not accord with
what the agent perceives and in that the agent is less likely to
act on them. We can flip among these hypothetical contexts
with some facility, one time pretending we believe one thing,
and another time something else. This is an important point
for both discourse analysis and literary theory. Even though we
often do not care about the speaker's beliefs in interpreting an
utterance, at least as often we do care. In these cases, we can
interpret the utterance not with respect to our own beliefs but
with respect to our best guess of the speaker's beliefs. Insofar as
we read literary works as a way of having conversations with the
great minds of the past, it seems reasonable to interpret their
texts with respect to their own belief systems, to the extent that
we can surmise them. In brief, the beliefs used in interpretation
do not have to be actually believed. We are not, as some writers
try to cast us, prisoners of our own beliefs. We are prisoners of
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what we can imagine someone believing, and this gives us much
more room for action.

Finally, there is no need to tie K to a real person. The be-
lief system does not have to be someone's belief system. In this
framework, it is merely the specification of a set of propositions.
It can therefore be viewed as standing for the belief system of an
ideal reader or an idealized author. It can be an author's real be-
liefs, or the beliefs he believes he shares with his audience, or the
beliefs he wants his audience to think he has. It can be the set of
beliefs a reader should bring to the text, whether or not anyone
ever really does. It can be the set of beliefs that defines some
"interpretive community." We can construct idealized, consen-
sual belief systems against which to interpret texts of multiple or
indistinct authorship, such as the Constitution or the Bible. By
allowing such disembodied belief systems, we can abstract away
from irrelevant vagaries of individual readers and writers.

Just what belief system should be used in interpreting a par-
ticular text depends on the purposes to which the text and its
interpretation are to be put. In particular, what belief systems
should be used in interpreting literary texts depends on the func-
tion of literary texts in our society. That issue is beyond the
scope of this chapter, and largely beyond the scope of this book.

To summarize, then, we may assume that, in the equation, F
and T are given and we must determine K and /. We have one
equation in two unknowns. This of course does not determine
either the belief system K or the interpretation / of the text, but
it does place constraints on the possible K-I pairs. We cannot
determine a belief system appropriate to the text simply by ex-
amining the text. We need to assume a particular interpretation
of the text. Similarly, we cannot look at a text and determine
its interpretation without making certain assumptions about the
underlying belief system. When we understand or analyze dis-
course, we do so by hypothesizing a K-I pair. We assume an
interpretation of the text and a portion of the underlying be-
lief system that will support that interpretation. We can call
this pair a "theory of the text." The equation expresses the fact
that there are constraints on the possible K-I pairs, the possible
theories of the text.
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Consider an example. When I first read the opening line of
Shakespeare's 68th sonnet,

Thus is his cheek the map of days outworn,

I had a very powerful image of an old man whose face was deeply
wrinkled. These wrinkles were like the roads on the map of the
life he had led. Later I read the footnotes. "Map" meant "sym-
bol." "Days outworn" meant "ancient or classical times." The
line meant that his face was the symbol of classical beauty—
almost the precise opposite of my interpretation. I had inter-
preted the line against a belief system that included knowledge
of Rand-McNally road maps and beliefs about the romanticiza-
tion of old age. The function of footnotes is to tell the modern
reader something of the belief system Shakespeare must have
assumed he shared with his Elizabethan reader.

Another example comes from work that the anthropologist
Michael Agar and I have done on some life history interviews of
a heroin addict.11 He is telling a story, and at one point he says,

Time was passing.
I was feeling worse all the time.

For most of us, there is no especially strong relation between
these two utterances. But for the addict these sentences are
elaborations on the same theme. If we are going to recognize
this, we need to assume that very salient in his belief system is
the fact that the passage of time implies that junk is running out
and he is in need of another fix.

In specifying the details of K, different degrees of formality
and precision are required for different purposes. At one extreme,
about a decade ago I wrote a long and unreadable technical re-
port (Hobbs 1976) giving an excruciating blow-by-blow account
of what an interpretation procedure would do with one paragraph
from Newsweek. The specification of the underlying knowledge
base took 43 pages, and the account of what the interpretation
procedure did with the text and the knowledge base ran to 58
pages. When one is talking not to computers but to people,
as one does in discourse analysis and literary criticism, one can

"See, for example, Agar and Hobbs (1982).
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focus on the difficult passages and state only the less obvious
beliefs, as I did in the Shakespeare and the junkie examples.

There are many possible theories of a text within the con-
straints set by the equation. To decide among competing the-
ories, or competing K-I pairs, we try to find the best K and
the best /. I have already discussed some of the factors involved
in determining how good an interpretation is. The junkie text
provides an example. If we can discover the elaborative relation
between "Time was passing" and "I was feeling worse all the
time," the interpretation has greater structural coherence and is
thus better than one that treats the two sentences as unrelated.
There are various criteria that determine the appropriateness of
a K. For literary texts one often wants the belief system that the
author assumed he or she shared with the audience. Theorists
who argue for the primacy of the author's intended meaning can
be seen as arguing for the use of this belief system. One hypoth-
esis about the belief system is then better than another to the
extent that it generalizes over a larger number of texts by the
same author or authors from the same culture. The Shakespeare
example illustrates this point; the footnotes tell how Shakespeare
and other Elizabethans used the words.

A text can be interpreted in many ways. Fish (1980) is
adroit at showing how an initially outlandish interpretation can
be made plausible, and this might be taken as an argument that
a text can mean anything, or that an "interpretive community"
can make a text mean anything. But this does not follow. To
see how absurd this position is, let us consider what would be
involved in constructing a "belief system"—in this case simply
a lexicon—that would enable us to read Paradise Lost as Ham-
let. "Of" would have to mean "who's." "Man's" would have to
mean "there." (We'll ignore punctuation.) "First" would have
to mean "nay." "Disobedience" would have to mean "answer."
"And" would have to mean "me." "The" would have to mean
"stand." "Fruit" would have to mean "and." But now we en-
counter a problem. "Of" would have to mean "unfold," but we've
already said that "of" means "who's." We can get out of this by
having context-dependent rules: following "fruit," "of" means
"unfold." It is obvious that our difficulties become compounded
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the farther we go, and that as we approach the end, each rule
for interpretation would be nearly as long as Paradise Lost it-
self. The point of this rather silly exercise is to demonstrate that
the set of possible interpretations, large as it is, is really quite
insignificant compared with the vast set of impossible interpreta-
tions. The requirement that a belief system must be constructed
is really quite constraining, given the most rudimentary con-
straints on the content of the belief system. It means that the
space of possible interpretations is one-dimensional rather than
two-dimensional. We have one degree of freedom, but we do not
have two. The difference is precisely the difference between hav-
ing to stay on the highway and being able to drive all over the
landscape.

It is important to emphasize that none of this unduly shack-
les the discourse analyst or literary critic. There is still plenty of
room for his or her unique insights. As in any science, there are
no constraints placed on the process of arriving at a theory. The
constraints are applied in its validation. The analyst or critic can
appeal to the full range of his or her knowledge of the author's
culture and can use unconstrained ingenuity in constructing the-
ories of a text. However, when it comes to validating a theory
of a text or deciding among competing theories, he or she must
convince us that the hypothesized belief system is appropriate
and indeed supports the proposed interpretation. So for validity
in interpretation, we do not need the author, as Hirsch (1967,
1976) argues; we only need to be explicit about the contribu-
tions of the belief system and of the text. All of this is not so
different from standard practice. Even Fish, when he argues for
the plausibility of an "Eskimo" reading for Faulkner's "A Rose
for Emily" (Fish 1980, p. 346), does so by having us imagine that
in Faulkner's belief system there is a belief that he is an Eskimo
changeling.

Let us briefly examine several popular positions in literary
theory in light of this framework. The New Criticism, and Wim-
satt and Beardsley's position in particular, can be viewed as an
attempt to standardize the belief system. The privileged belief
system is an ideal one that includes only those beliefs or facts
that an informed, but not too informed, reader would possess. It
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should include the conventions of language and presumably the
facts about the world that are accessible to everyone, such as
the fact that stones are not alive, but it should not include facts
"about how or why the poet wrote the poem—to what lady, while
sitting on what lawn, or at the death of what friend or brother."
(Beardsley and Wimsatt 1954, p. 10). Of course, since there is
such great divergence among various people's belief systems, one
might ask whether the ideal is possible to achieve. For example,
should it contain detailed knowledge of the Odyssey?

Generally, an author has a specific meaning to communicate
to the audience. He or she has beliefs about what beliefs are
shared with the audience, and so constructs the text upon this
set of beliefs. Hirsch can be understood as saying that for liter-
ary texts the reader's task is to discover this belief system and
to interpret the text with respect to it. There are many good
arguments for granting this belief system a privileged status. An
argument that is not good, however, is that only thus does a
text acquire a determinate meaning. It already has a determi-
nate meaning—determined by K and T both. Fix K any way
you please, and the meaning is determined by T alone.

Knapp and Michaels, in their sequel to "Against Theory,"
"Against Theory 2: Hermeneutics and Deconstruction," char-
acterize the hermeneutic position as one that posits a "verbal
meaning" of a text which determines its identity but neverthe-
less allows it to be construed in various ways. Those adopting
this position are seeking to explain how the same text can take
on different meanings for different readers and different ages.
Knapp and Michaels contend that it is arbitrary to choose ver-
bal meaning as the criterion for textual identity, rather than,
say, letters, or verbal meaning plus some bizarre additional rules
of interpretation, and that the only coherent notion of meaning
is the author's intended meaning. From the perspective of our
framework, Knapp and Michaels are correct in saying that ver-
bal meaning is an arbitrary choice—a text can be interpreted
with respect to any K. The physical object, or rather the way
it impinges upon our senses, is ultimately the only determinant
of textual identity, and one can attempt to interpret it with re-
spect to any K at all. The hermeneutic position is correct, or
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nearly correct, in that it isolates verbal meaning as the choice
of K most appropriate for explaining the force of literary texts
on readers through the ages. In effect, one partitions K into
beliefs of interest and beliefs too low-level to be of interest. One
interprets the physical object with respect to the latter set of
beliefs and any two objects that yield the same interpretation—
two copies of Ulysses, for instance—are for the purposes at hand
viewed as identical. One then interprets this with respect to the
beliefs of interest, including verbal meanings, or the conventional
meanings of words. The beliefs of interest may coincide with the
author's beliefs, in which case the interpretation will be what the
author intended, or they may reflect the time and situation of the
reader, in which case the interpretation may be quite different
from anything the author ever imagined. In any case, Knapp and
Michaels are simply wrong in saying that the author's intended
meaning is the only coherent criterion for textual identity and
the only coherent notion of meaning.

Fish, in the introduction to Is There a Text in This Class?,
says, "In 1970 I was asking the question, 'Is the reader or the
text the source of meaning?'" (p. 1). Within the framework we
have developed, this is like asking of multiplication whether the
multiplier or the multiplicand is the source of the product. The
meaning or the interpretation / is a function of both the text
T and the reader, parameterized as K. When Fish makes the
provocative statement that there is no text until the reader writes
it, he is really making the rather more mundane observation that
there is more to K and less to T than one might have thought.12

The "facts" about the text are constructed, conventional
facts, but that is not to say they are arbitrary. There are many
"facts" that simply cannot be constructed. The "fact" that as-
pirin is a painkiller may be a constructed "fact," but it is not
a possible constructed "fact" that LSD is a sleeping pill or that
the Golden Gate Bridge collapsed in 1984. Our constructions,
including our interpretations, are heavily constrained by the way

12He is also, of course, seriously underestimating the complexity of the
real process of writing, something which is endemic in modern criticism, due
perhaps in part to Eliot's (1920) false modesty in comparing the poet to a
"catalyst."
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the (not directly accessible) world is. There is no convention-free
way to talk about the world, but that does not mean that there
is nothing but convention. The world is still there to respond to
our actions in ways beyond our control and to enforce a degree
of mutual consistency with other agents. The world is experi-
enced primarily (if not entirely) in the constraints it places on
the interpretations we construct. The text exists as part of the
world and is experienced as a set of constraints on what we can
take the text to mean.

In 1979 Fish wrote that "meanings are the property neither of
fixed and stable texts nor of free and independent readers, but of
interpretive communities that are responsible both for the shape
of a reader's activities and for the texts those activities produce"
(Fish 1980, p. 322). This is an example, common in Fish's writ-
ings, of falsely posing several factors as mutually exclusive alter-
natives, rather than using the list of factors as a starting point
in a detailed analysis aimed at discovering the contributions of
each. It was stated above that a belief system contains not only
the beliefs of the agent, but also an indication of who else holds
those beliefs. For each fact P, it contains not just the fact P, but
the fact mutually-believe(S,P), where S is the set of people or
agents among whom P is mutually believed. Fish's "interpretive
community" is such an 5. For an "interpretive community" S
to be the source of an interpretation would be for the belief sys-
tem upon which the interpretation is based to consist entirely of
beliefs P for which mutually-believe(S, P) is also believed. But
it is obvious that there is seldom a single such S. Each reader
belongs not to one but to a unique blend of many "interpretive
communities." A variety of "interpretive communities," cultures,
social organizations, shared and private experiences, and original
ideas is responsible for a reader's belief system's being what it
is, and thus they all contribute indirectly to the reader's inter-
pretations. But it is only the belief system the reader uses that
is directly responsible for the interpretations. By making the set
of beliefs explicit, including the "interpretive community" asso-
ciated with each of the beliefs, we can begin to tease out the
contributions made by several "interpretive communities" to a
single interpretation.
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This chapter can be viewed as suggesting small but significant
corrections to some views on interpretation that are commonly
encountered in literary theory. The New Critics, Hirsch, and Fish
all want to see meaning as a function of one argument. For the
New Critics meaning depends on the text, for Hirsch on the au-
thor's intention. But neither of these computes. The text means
nothing in the absence of rules to interpret it, and the author's
intention is inaccessible until realized in some conventional way.
By being explicit about the dependence of meaning on the rules
of interpretation, or the conventions, one no longer has to argue
about which rules or conventions determine the meaning of a
text. The choice of a belief system to use is no longer an issue
about "meaning" but an issue about the function of literature.
Fish makes the opposite mistake. He discards the text and bases
all on the reader or the interpretive community. Interpretations
arise mysteriously, utterly unconstrained, out of interpreting ac-
tivities. He supposes that interpretation can depend on only one
thing, and recognizing its dependence on a system of beliefs, he
is forced to banish what it is that is being interpreted. If we
allow meaning to depend on two things, the text and a belief
system, we are no longer forced into this implausible position.



Imagining, Fiction, and
Narrative

The radical simplification of at least some branches of cogni-
tive science is that instead of studying human beings in all their
complexity, we look at cognitive agents (computer programs or
robots) of which we have, at least in principle, a complete under-
standing. A cognitive agent is capable of certain perceptions and
actions, and it is assumed to have goals and beliefs, which are
encodings of logical expressions in a formal language. There are
computational "inference" processes which operate on the logical
expressions. Goals and beliefs are distinguished by the processes
that operate on them; the processes act as though the beliefs were
true and seek to find actions that will make the goals true. We as
programmers, when we construct the cognitive agent, know the
semantics of its formal language, and we link up the expressions
with sensory and effector processes in the right way, given the
semantics. After the agent has been embedded in a world for a
while, it will acquire new beliefs, beyond what we have given it,
and there will be a causal story, involving perception and infer-
ence, that will account for its "noninnate" beliefs. In our use of
this idealization, we ask how much of the full complexity of hu-
man action we can construct out of such simple elements. Where
we succeed, the result is not an account of how things actually
are but only a proof of possibility.

33



34 CHAPTER 2

This variety of cognitive science, proceeding in this manner,
has made substantial progress toward an understanding of peo-
ple's ordinary, everyday linguistic capabilities and activities. It
has had less to say, however, about people's out of the ordinary,
literary activities and achievements. In this chapter I would like
to speculate a bit on whether the framework of cognitive science
could lead to a better appreciation of the role of literature in hu-
man life. I will consider successively the possible functions that
imagining, fiction, and narrative might have for a collection of
communicating cognitive agents embedded in a world.

The imagination can be modeled as a set of logical expres-
sions that are very much like beliefs in that they enter into the
inferential processes in much the same way—hypotheses, for ex-
ample, may be viewed as a kind of imagining—but with three
crucial differences.

First, imaginings must be conscious, whereas beliefs may be
unconscious. Cognitive science has little to say about the subjec-
tive experience of consciousness, but two features of conscious-
ness can and should be modeled, the knowledge of one's own be-
liefs and "focus." In order to make inference processes computa-
tionally tractable, it helps to assume that some beliefs, including
many recent perceptions, and some goals are in focus. Inference
processes operate primarily or preferentially on the beliefs and
goals in focus. In our radical simplification many properties of
consciousness translate into properties of focus. Expressions that
are imagined must then be in focus, whereas beliefs need not be.
Walton (1990) disagrees with this, giving the example of a man
who imagines his retirement consciously and unconsciously imag-
ines that he is in good health when he retires. This is unconvinc-
ing, however. It is difficult to imagine a single proposition, just
as it is difficult to believe a single proposition. Rather, we imag-
ine and believe large complexes of propositions, and I would say
that in his imaginings about his retirement, the man imagines in
addition some properties that he himself would have, including
the property of being intact.

The second difference between imagination and belief is that
we cannot expect to tell the same kind of causal story for imag-
ined propositions as for beliefs. Perceptions and inference cer-
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tainly play a role in the origin of imaginings, but the tight con-
nections required for belief need not be there, and in fact if they
are, we are likely to call the proposition not imagined, but be-
lieved.

Third, the agent will not act as though imagined propositions
are true. While the normal planning processes may be applied
to imaginings just as they are applied to beliefs, the agent will
not perform the indicated actions, or at least will not perform
them in the expectation of achieving real goals.

There are at least two roles imagining plays in a person's life,
that translate into corresponding possible roles in a cognitive
agent's life.

1. We imagine things as a way of problem-solving by analogy,
often as practice for or in order to work out solutions in leisure
for situations that may arise in the future. The day before the
Super Bowl at Stanford in 1984, the referees were out on the foot-
ball field alone, pretending they were watching a play, and then
pulling out the flag, trying to imagine every conceivable problem
beforehand, so that during the Super Bowl their reactions would
be immediate and reliable. The agent would similarly use time
when no immediate action was required, to imagine or hypoth-
esize problematic situations in order to work out the solutions
beforehand and precompile them for rapid deployment should
the situation arise in reality. Much play is of this nature. An
agent that is intelligent enough to modify its environment will
inevitably construct a world which, most of the time, is benevo-
lent enough that the full capacities of the agent are not needed.
At that point, the excess intelligence can be devoted to problems
and activities that have no real consequences. That is, the agent
will play. Often in play, we are working out the solutions in
nonconsequential situations to simulated problems that we may
sometime encounter in reality. This is a common observation
about play.

2. Imaginings give us pleasure, make us angry, and evoke var-
ious other emotional reactions. Cognitive science has had little
to say about the subjective experience of emotion. But we can
talk about the combinations of beliefs and goals that are associ-
ated with various emotional states. Thus, pleasure is associated,
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among other things, with a focused belief that one's goals will be
fulfilled. The (very) radical simplification of emotion is then to
identify the emotions with these goal- and belief-states. Under
this view, the emotional reaction to imagining becomes very cu-
rious. The view suggests that belief is not crucial, that imagining
is sufficient. Pleasure is associated with any focused proposition
whose content is that goals will be fulfilled, whether the propo-
sition is believed or just imagined. It is as though the emotional
responses were not hooked up with goal- and belief-states quite
right. It is possible that this function of imagination can be re-
duced to the first function, however. Insofar as the function of
emotion is to impel us to generally appropriate actions without
extensive reflection, often in situations in which there is no time
to reflect, the emotional response to imagining can be seen as
part of the analogical problem-solving process. We imagine a
situation and perhaps practice a response, and the emotional re-
action mediates between the imagining and the response, simply
because that's the way it works in real situations.

A paraphrase of Horace's view of the function of literature
provides a summary of all this: We imagine things to instruct
and delight ourselves.

Let us now suppose we have a society of such cognitive agents.
The society is constituted by conventions, or mutual beliefs, that
arise from communication, agreements, and copresence, among
other things. A mutual belief that P among a set of agents S
occurs when each of the agents in 5 has a belief, that is, a log-
ical expression of the form, say, mutually-believe(S,P), together
with the proper associated axioms for the predicate mutually-
believe, allowing, for example, an agent to conclude individual
belief from mutual belief. (If a society of agents discovered by
communicating then- experiences to each other that there were
large areas of coincidence in their beliefs, thereby creating large
areas of mutual belief, one can see that "truth" would be a useful
concept for them to have.)

Mutual imagining, then, is like mutual belief except that it
bottoms out in imagining rather than belief. That is, a set S
of agents mutually imagines P when each of the agents in S
imagine P, and they each believe that they all imagine P, and
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they each believe that they all believe that they all imagine P,
and so on. The origin of any instance of mutual imagining will be
either an explicit agreement or an implicit agreement by virtue
of conventions in the society of agents. The functions of mutual
imagining parallel the functions of imagining for the individual
agent—cooperative problem-solving and "enjoying the pleasure
of one another's company."

Mutual imagining raises the problem of how the rules of the
game are to be communicated efficiently. How is it established
exactly what is to be imagined? First of all there will be explicit
provisions for the occasion. In one of Walton's examples, Jenifer
says to Jason, "Let's pretend stumps are bears." Then there will
be genre conventions. In certain games a long stick can always
be a rifle; we needn't state that explicitly. But we cannot simply
add these provisions to our belief systems, for that would likely
result in inconsistency. For example, rules have hollow barrels
and sticks don't. What other changes need to be made to one's
beliefs to carry on the imagining? A first guess would be that
one makes the minimal change required to restore consistency.
After all, the vast bulk of our knowledge is still appropriate; trees
are still trees. This answer is of course unsatisfactory until a
measure of minimality is defined reasonably precisely. Moreover,
there may be several ways to reestablish consistency in one's
beliefs that are of roughly equal measure. Consider the example
of a cartoon: We learn that mice and ducks can talk, but dogs
can't. What is the minimal change? One possibility is just that:
mice and ducks can talk, and dogs can't. Another is that pets
can't talk and other animals can. Another is that animals that
walk on two legs can and animals on four legs can't. The rule
we adopt will come into play when a bear comes on the scene.
Can it talk or can't it? Even in solitary imagining the problem
of what needs to be changed in the knowledge base arises. If a
man imagines winning the lottery, he imagines the world to be
otherwise the same. If he imagines having a harem, he has to
make more substantial changes in his belief system.

Fictional discourse is an invitation to mutual imagining, in
which the author provides explicit propositions to be imagined
and the audience makes what they take to be the necessary min-
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imal changes to the set of mutual beliefs the fiction is to be
interpreted with respect to.

Most fictions are located in a tradition that sets the conven-
tions about what is to be imagined and what is not. In realistic
and romantic novels, for example, we are only to imagine those
things that could be true for all we know. Thus, we can imagine
that there was a person in Dublin called Leopold Bloom with all
the described and narrated properties, but we would object if we
were told that the British sovereign at the time was not Queen
Victoria but King Victor. In science fiction, we can appeal to
possible future technological progress to overcome inconvenient
facts, such as the fact that habitable planets are vastly distant
from each other being overcome by travel faster than the speed
of light. Learning what these conventions are is part of what it
is to become a full-fledged member of a culture, a part of what
it is to come to have the right belief systems for the particular
society of agents.

Certain works of fiction play games with the audience by
challenging the conventions it expects to be operative. Fellini's
movie "8 1/2" begins with the main character flying through the
air. This event sets the viewer's expectations about what kinds
of events can occur in this fictional world. Many bizarre things
happen subsequently, but nothing quite this bizarre, and the
viewer has no difficulty accepting the bizarre events. The reader
of Alice in Wonderland soon learns that anything goes. Eggs and
playing cards can talk, creatures can grow larger and smaller and
can appear and disappear instantaneously. Probably the only
way to read it is to view every rule in one's beliefs as subject
to exception and treat every seemingly contradictory event as
an exception. Another way of saying this: we ignore every real
fact that proves inconvenient. Kafka's "Metamorphosis" forces
the reader to carve a curiously shaped piece out of his knowledge
base: A person can turn into an insect, but he retains his full
human consciousness. Insects can be as large as people, but they
still have trouble turning over when on their backs. And so on.
Prom the initial events we would expect that anything goes, but
in fact it doesn't. Much of the power of the story derives from
the fact that for the most part the rest of the world remains the
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same, and how is such a creature to make its way in the world
we know.

The functions of fiction are the same as the functions of mu-
tual imaginings. Novels can be likened to experiments.1 Situa-
tions that are more or less possible, but not actual, are set up and
in a carefully controlled framework the author and the readers
can explore the consequences of these situations.

Orthogonal to questions of fictionality are the central ques-
tions concerning narrative: What is narrative? And why, among
the various forms of discourse, does narrative have its peculiar
power over us? I believe the answers to these questions are re-
lated.

First, recall one more feature of our cognitive agents. They
are planning mechanisms. They have goals, and they construct
and execute plans to achieve these goals by decomposing the
goals into subgoals and the subgoals into further subgoals un-
til arriving at sequences or more complex arrangements of ex-
ecutable actions. Each of these decompositions of goals into
subgoals derives from the agents' beliefs about what causes or
enables what. That is, to achieve a goal G\, an agent looks for
some state GI that will cause G\ and tries to achieve G<I. As it
works through the actions in its plan, the agent monitors its envi-
ronment to check on the success of its plan. When the plan fails,
the agent modifies the subsequent steps in its plan to achieve its
goals in another way and perhaps to repair the damage it has
done.

A narrative is a species of discourse in which an entity, usually
a person, is viewed as just such a planning mechanism, attempt-
ing to achieve some goal, generally in the face of some obstacle,
and working out and working through the steps of a changing
plan to achieve the goal. Since plans are constructed out of our
beliefs of what causes and enables what, narrative presents a
purported causal structure of a complex of events. It presents
a character, like us a planning mechanism, maneuvering among
these causal connections, attempting with or without success to

lrrhis comparison was suggested to me by Jon Barwise (personal
communication).
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create a satisfactory outcome. This is perhaps the thrust behind
that most trivial or most profound statement ever made about
narrative, Aristotle's overquoted definition of the complete ac-
tion required in tragedy as something which has a beginning,
a middle, and an end. For Aristotle, what defined beginnings,
middles and ends was causal necessity.

The peculiar power of narrative derives precisely from this.
A narrative describes a planning mechanism planning its way to-
ward a goal. We are planning mechanisms, continually planning
our way toward goals. Thus, narrative presents us with situa-
tions and events precisely as we would experience them when we
are most engaged with the world.

Much of what is most powerful in literature is a conjunction
of the two categories—the fictional narrative. It is an author's
invitation to the readers to a mutual imagining, to delight and
instruct, by the creation of a possible world and possible charac-
ters striving toward goals, told in a way that directly reflects our
own experience as we plan our way toward our goals in a world
that denies us so much of what we desire.



A Theory of Discourse
Interpretation

3.1 The Structure of the Theory
We understand discourse so well because we know so much. A
theory of discourse interpretation must first and foremost be a
theory of how knowledge is used in solving the interpretation
problems posed by the discourse. This and other considerations
suggest that the very large problem of discourse interpretation be
carved into the six (still very large) pieces, or subtheories, listed
below. Each subtheory is illustrated with an example relevant to
one interpretation problem—the resolution of the definite noun
phrase "the index" in the following text:

(la) John took a book from the shelf.

(Ib) He turned to the index.

3.1.1 Logical Notation, or Knowledge Representation
We must have a logical notation in which knowledge can be ex-
pressed and into which English texts can be translated. This
problem has given rise to a large area of research, but I think
the difficulties have been overstated. Typically, workers in this
field have been trying not only to represent knowledge, but to
do so in a way that satisfies certain stringent ontological scruples
and canons of mathematical elegance, that lends itself in obvious
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ways to efficient computer implementation, and explains a num-
ber of recalcitrant syntactic facts as a by-product. If we decide
to ignore these criteria or let some other part of the total system
bear their weight, then most (though not all) of the problems of
knowledge representation evaporate. (See Hobbs (1985).)

We will take first-order predicate calculus as our logical no-
tation. It allows us to make and combine predications, and we
can populate our logic with a rich set of predicates, such as book
and index.

3.1.2 Syntax and Semantic Translation
Texts must be translated, sentence by sentence, into the logi-
cal notation. This also has been a major area of research for
decades in linguistics and computational linguistics (Montague
1974, Woods 1970), and the solution has largely been worked
out. The processes to be used are clear, the most commonly
encountered syntactic constructions have been adequately ana-
lyzed, and current research is for the most part concerned with
second-order refinements.

In our example, we may assume that syntax and semantic
translation produce a logical form for sentence (la) that includes
the expression
(2) book(b)

and for sentence (Ib) a logical form that includes
index(i, z),

where b, z, and z are existentially quantified variables. The pro-
cesses of syntax and semantic translation can not be expected to
determine what z is, that is, that i is the index of b. That is the
work of other subtheories, described below.

3.1.3 Knowledge Encoding
The knowledge of the world and the language that is required
to understand texts must be encoded in what may be called a
"knowledge base." It will necessarily be huge, and the project
of determining what needs to be represented, how to encode and
organize it, and whether or to what extent it is consistent is
correspondingly huge. Whether or not the project is tractable
remains to be seen, but it is currently a healthy area of research
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(see Hobbs and Moore (1985); Hobbs et al. (1987); Lenat et al.
(1986); Dahlgren (1985); Weld and de Kleer (1989)). We need
not wait for the completion of this research before proceeding
to a theory of discourse interpretation, for we can make general
assumptions about how the knowledge is encoded, and we can
assume specific (but not too specific) facts to be present in the
knowledge base, as convenient. This is a way of isolating the
problem of interest — how those facts are used by the interpreta-
tion processes.

We face a problem, however, in encoding this knowledge. It is
difficult, if not impossible, to axiomatize in a consistent manner
any domain more complex than set theory. Workers as early as
Collins and Quillian (1971) noticed that it is a very powerful
device to allow the following inconsistent set of axioms:
(3) bird(x) D fly(x]

ostrich(x) D bird(x)
ostrich(x) D ~^fly(x)

That is, birds fly, an ostrich is a bird, and ostriches don't fly.
This is a much more economical representation than replacing
the first of these axioms with something like
(4) bird(x) A ->ostrich(x) A ->penguin(x) A ->kiwi(x) A-iemu(x)

A ... A -iinjured(wing(x)) A ->dead(x) A -inewborn(x) A ...

That is, birds that aren't ostriches, penguins, kiwis, emus, in-
jured, dead, newborn and so on, fly. The idea is that one can
draw an inference as long as it does not result in an inconsistency,
and that when an inconsistency does result, some means must be
applied to decide among the inconsistent inferences. McDermott
and Doyle (1980) developed a nonmonotonic logic in which the
various exceptions of (4) are encoded with a special operator M,
meaning "it is not inconsistent to assume that." Thus, (4) would
be written

bird(x) A M fly(x) D fly(x)
That is, if # is a bird and it is not inconsistent that x flies, then
x flies. Nonmonotonic logic has since become a thriving area of
research (Ginsberg 1987).

For the purposes of this book, however, it will be more con-
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venient to keep the simple notation of (3) and complicate the
calculus that manipulates it. For there are further reasons be-
yond the avoidance of inconsistency to be selective in the infer-
ences one draws—there are too many true inferences that can
be drawn in a specific situation and most of them are irrelevant.
Consider the following text:

John couldn't find Mary's house.
He drove up one street and down another.

Among the inferences normally relevant to understanding this
text are the facts that

Houses are visible objects.
Houses are located on streets.
People live in houses.

There are many more facts however that are not ordinarily rele-
vant, and should not be "activated." For example:

Houses have roofs.
A house has a living room, a kitchen, several bed-

rooms, and one or more bathrooms.
Houses contain furniture.
Houses are made of such materials as wood, brick,

stucco.
Termites sometimes attack wooden parts of houses.
Houses have exterior faucets to which hoses can be

attached.
Houses tend to rise in value.

All of these things may be true of Mary's house, but the text
(without further context) does not require them in any way.

A great deal of work in natural language processing can be
viewed as addressing the problem of using the discourse itself to
determine which inferences are relevant. The present proposal is
that the relevant inferences are those required to solve various
discourse problems, like recognizing the coherence structure of
the text, forcing congruence between predicates and their argu-
ments, and anaphora and ambiguity resolution.1

1Recent work by Sperber and Wilson (1986) presents a noncomputational
attempt to characterize the relevance of utterances in discourse. The best



A THEORY OF DISCOURSE INTERPRETATION 45

Text (1) provides a simple example. Suppose we hear only
(la). It is sometimes true that a book has an index, and some-
times it is relevant. But there is no reason, given (la) alone, that
we would necessarily want to draw the inference that John's book
has an index. However, when we hear (Ib), we can be sure that
the inference is both true and relevant. Resolution of the definite
noun phrase "the index" requires us to draw the inference that
the book mentioned in (1) has an index. Note that we still need
the normative knowledge that a book often has an index, even
though the text mentions an index explicitly. If John had turned
to the door, we would not have assumed the book had a door.

We may therefore assume that one of the facts in the knowl-
edge base is the fact that books (at least sometimes) have in-
dexes, and for simplicity write it as

(5) (\/x)book(x) D (By) index(y,x)

leaving it to the discourse operations to use this rule appropri-
ately.

3.1.4 Deductive Mechanism
If we are to use knowledge stored as "axioms" in a logical no-
tation, we must have some sort of theorem prover, or deductive
mechanism, to manipulate these axioms and draw appropriate
conclusions. This is not to say that language understanding is

interpretation of an utterance is then the one which gives it the greatest
relevance. They take it that there is a set of contextually appropriate in-
ferences associated with each interpretation of an utterance, and the best
interpretation of the utterance is the one whose associated set of inferences
is the largest and is derived with the least effort. The view expressed here
and in Hobbs (1980) can be understood similarly. The discourse problems
determine contextual appropriateness; an inference is contextually appropri-
ate if it solves a discourse problem. One then selects that set of inferences
which solves all the discourse problems most economically, that is, with the
least effort. It's not clear what to make of Sperber and Wilson's proposal
that the contextual implications should be maximized. I would contend that
this is misleading, since one decidedly does not want to draw all the possi-
ble inferences. For example, the implication that Mary's house is probably
rising in value should not make it a better interpretation to take "house" to
mean a domicile rather than, say, a family line. But they could reply that
the inferences we would not want to draw are not contextually appropriate,
a notion they leave underspecified.
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deduction, rather that it uses deduction. Deduction must be un-
der the strict control of the discourse processes described below.

Automatic theorem proving is also a healthy area of research.
There are many who have despaired of the possibility of devising
efficient deductive procedures, but I think that despair is prema-
ture, for two reasons. First, parallel machine architecture, which
the human brain surely possesses, is only now beginning to be
understood. Second, we have little empirical data as to what
classes of deductions are the most frequent in sophisticated lan-
guage processing. It may be that special deductive techniques for
the most common classes of inferences, together with parallelism,
can overcome the efficiency difficulties.

One of the rules of inference the deductive mechanism will
presumably provide is modus ponens. Thus, in our example,
from

(36) book(b) (There is a book 6.)
and

(Vx) book(x) D (By) index(y^x) (Books have indexes.)
we will be able to conclude
(6) (36, y) book(b) A index(y, b) (The book 6 has an index y.)
if the discourse operations require this inference.

Another feature is required of the inference mechanism, the
ability to make assumptions. Very frequently, the best inter-
pretation of a text cannot be completely supported by what is
known, but could be if only a few assumptions were made. For
example, to see the coherence in

John called Mary a Republican, and she insulted him too.
we must assume that the speaker believes that there is something
wrong with being a Republican. We will call such an assump-
tion an implicature. It is an accommodation the listener makes
for the speaker, in order to maximize the coherence of the ut-
terance. Such implicatures pervade interpretation. The simplest
case occurs in the resolution of many pronoun references, where
an identity must be assumed between two entities in order to
maximize the coherence of a text (Hobbs 1979). More complex
examples of implicature are given in the following chapters in
this book. In Section 4.3.3 an implicature plays a key role in
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the interpretation of a complex, novel metaphor. In Chapter 6,
various implicatures are central to the interpretation of a sonnet.
In Chapter 7, several very large scale implicatures are required
to see the coherence of a novella, and are crucial to its meaning.

3.1.5 Discourse Operations, or Specification of Possible
Interpretations

A discourse presents us with certain "discourse problems," such
as reference resolution, that must be solved if we are to be said
to have understood the text. What counts as a solution can be
specified in terms of inferences that can be drawn by the deduc-
tive mechanism from the propositional content of the sentence
and the knowledge base. A possible interpretation of a sentence
is taken to be a consistent combination of individual solutions
to all of the sentence's discourse problems. The inferences that
are relevant are then exactly those required by the "best" inter-
pretation of the sentence, with "best" understood as explicated
below.

We must therefore identify the discourse problems and, for
each of them, specify what would count as a solution in terms
of possible inferences. One discourse problem is the problem
of discovering the referent of a definite noun phrase, such as
"the index" in sentence (lb). A solution might be specified in
approximately the following manner:

The existence of an entity of the description given by the
definite noun phrase can be inferred from the previous text
and the knowledge base, and that entity is the referent of
the definite noun phrase.

Thus, because the deductive mechanism using modus ponens, as
in (6), can infer from the expression (2) in the representation of
the previous text and from axiom (5) in the knowledge base that
an index of book b exists, we assume that i is that index, thereby
identifying z with b. The representation of text (1) now includes

(3i, 6). . . A book(b) A ... A index(i, b) A ...

That is, there is a book b and an index i of that book.
Sections 3.2 and Chapters 4 and 5 will go into greater detail

about specific discourse operations.
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3.1.6 Specification of the Best Interpretation
The discourse operations only specify possible solutions to dis-
course problems, and there may be many. For example, in text
(1) we may have the solution

i is the index of book 6,
or the solution

i is the index of the first book listed in the bibliogra-
phy of book b.

There must be principles that tell us that the first of these solu-
tions is better than the second.

There has been very little work on this problem, although
Nunberg (1978) has made a number of suggestions that deserve
to be pursued. The basic idea is that we want to choose the
most economical interpretation for the sentence or the text as a
whole. Among the factors that count in determining economy
are the complexity of the proofs supporting the solutions, the
salience of the axioms used, and certain redundancy properties
in the interpretation.

3.2 The Discourse Operations

Let us now look more closely at the discourse operations, closely
enough to say just what the discourse problems are. In doing so,
I would like to tell a story that suggests some logical necessity for
just this set of discourse problems. We can divide the problems
into those that arise in single sentences (whether or not they
can be solved solely with information in the sentence) and those
that involve the relation of the sentence to something in the
surrounding context.

3.2.1 Within the Sentence
The logical form of a sentence consists of some logical combina-
tion of atomic predications, and an atomic predication consists
of a predicate applied to one or more arguments. This suggests
the following four classes of problems:

1. What does each argument refer to? This is the refer-
ence resolution problem; it includes the subproblems of resolving
pronouns, definite noun phrases, and missing arguments. In ad-
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dition, many problems of syntactic ambiguity can be translated
into coreference problems (Hobbs 1982, Bear and Hobbs 1989).

2. Where the predicate is nonspecific, what predicate is re-
ally intended? An example of this problem is seen in compound
nominals. What, for instance, is the implicit relation between
the two nouns in "coin copier"? Other examples occur in de-
nominal verbs and in uses of the possessive, the verb "have,"
and the prepositions "of" and "in."

3. How are the predicate and its arguments congruent? We
may call the operation that seeks to answer this question pred-
icate interpretation. In the simplest cases this just involves the
satisfaction of selectional constraints, checking, for example, in
"John believes in democracy," that John is a person as is required
for the agent of "believe." When selectional constraints are not
satisfied, there are two interpretive moves we can make. We can
decide that the intended argument is not the explicit argument
but something functionally related to it; this is metonymy. Or
we can decide that the predicate does not mean what it ordi-
narily means, in the sense that some of the inferences one could
ordinarily draw from its use are not appropriate in this instance;
one example of this is metaphor. How metaphorical interpreta-
tions arise in interaction with other aspects of interpretation is
the subject of Chapter 4.

4. Syntax tells us the logical relations among the atomic
predications in the sentence, but frequently more information is
conveyed. Consider for example the sentences
(7) A car hit a jogger in Palo Alto last night.
(8) A car hit a professor in Palo Alto last night.
Part of what is conveyed by sentence (7) is a causal relation-
ship between the jogging and being hit by the car; inferring this
relationship is essential to interpreting the sentence. We might
call this the problem of determining the internal coherence of the
sentence. Donnellan's (1966) referential-attributive distinction
can be understood in these terms.

3.2.2 Beyond the Sentence
Next we can ask what the relation is between the sentence and
the surrounding environment (the "world"). In more operational
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terms, what is the relation between the logical form of the sen-
tence and some internal representation of the environment? This
is of course such a huge problem it is certainly intractable. But
there has been a great deal of work done in artificial intelligence
on representing some aspects of the world as "plans" and at-
tempting to specify how utterances relate to these plans. Such a
plan may be a task model for some task the speaker and listener
are executing jointly (Grosz 1977, Linde and Goguen 1978); it
may be simply the speaker's presumed plan that led him to speak
the utterance (Allen and Perrault 1980, Pollack 1986); it may be
the listener's own conversational plan (Hobbs and Evans 1980);
or it may be the plan of a character in a story that is being
told (Bruce and Newman 1978, Wilensky 1983). We might call
all of this the problem of determining the global coherence of the
utterance.

One of the most important things that is going on in the
environment is the discourse itself. It is important enough to
be singled out for special attention. The listener, in interpreting
the sentence, must determine, consciously or subconsciously, its
relation to the surrounding discourse. We might call this the
problem of determining the local coherence of the utterance. It
is this problem that is the focus of Chapter 5.



Interpreting Metaphors

4.1 Metaphor Is Pervasive

I. A. Richards, in speaking of metaphor, said, "Literal language
is rare outside the central parts of the sciences." (Richards 1936).
But it is rare even in the central parts of the sciences. Consider
for example the following text from computer science. It comes
from an algorithm description in the first volume of Knuth's Art
of Computer Programming, Vol. 1, p. 417, and is but one step
removed from the domain's most formal mode of expression.

Given a pointer PO, this algorithm sets the MARK field
to 1 in NODE(PO) and in every other node which can
be reached from NODE(PO) by a chain of ALINK and
BLINK pointers in nodes with ATOM = MARK = 0. The
algorithm uses three pointer variables, T, Q, and P,
and modifies the links and control bits during its ex-
ecution in such a way that all ATOM, ALINK, and BLINK
fields are restored to their original settings after com-
pletion, although they may be changed temporarily.

In this text, the algorithm, or the processor that executes it,
is apparently a purposive agent that can perform such actions as
receiving pointers; setting, changing, and restoring fields; reach-
ing nodes; using variables for some purpose; modifying links and
bits; and executing and completing its task.

51
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Nodes are apparently locations that can be linked and strung
into paths by pointers and visited by the processor-agent.

Nodes also seem to be containers which can contain fields.
Fields are also containers which can contain pointers, among

other things. In addition, fields are entities that can be placed
at, or set to, locations on the number scale or in the structured
collection of nodes.

Pointers, by their very name, suggest objects that can point
to a location for the sake of some agent's information.

In fact, there is very little in the paragraph that does not
rest on some spatial or agent metaphor. Moreover, these are
not simple isolated metaphors; they are examples of large-scale
"metaphor schemata," or "root metaphors" (Lakoff and John-
son 1980), which we use to encode and organize our knowledge
about the objects of computer science. They are so deeply en-
grained that their metaphorical character generally escapes our
notice.1

The pervasiveness of metaphor was noted as early as the
eighteenth century by Giambattista Vico (1744 [1968]) and by
Jeremy Bentham (cf. Ogden 1932). In our century, this observa-
tion has been the basis for a rejection of Aristotle's and Quintil-
lian's views that metaphor is mere ornament, and an elevation of
metaphor to an "omnipresent principle of language" (Richards
1936) and "the law of its life" (Langer 1942). Richards argued
that metaphor involved complex interactions between two do-
mains, which he called the "tenor," that which is being described,
and the "vehicle," that which it is being described in terms of.
The tenor is seen in a perspective provided by the vehicle, either
bringing to the fore certain aspects of the tenor or allowing the
tenor to be viewed in ways that would not have been possible
without the metaphor.

ll have occasionally had a computer scientist argue that some of the
metaphors, e.g., the "variable as container" metaphor, were not metaphors
at all but true descriptions of physical reality. To see that this is not the case,
note that when we place a value in a variable, its previous value is no longer
there; we did not have to remove it. (I once had a beginning FORTRAN
student who was puzzled by this very fact. He had not yet learned the limits
of the metaphor.)
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As we saw in our example, spatial metaphor especially is
pervasive. Jespersen (1922) remarked on this. For Whorf (1939
[1956]) it was a key element in his view that language determines
thought: the spatial metaphors provided by one's language de-
termine how one will normally conceptualize abstract domains.
Urban (1939) saw in the use of originally spatial words for more
abstract concepts an "upward movement" of language from the
physical to the spiritual. More recently, Clark (1973) examined
the physical and psychological motivations behind our most com-
mon spatial metaphors for time. In Hobbs (1976) there is an
attempt to exploit the pervasiveness of metaphor in a compu-
tational framework; the present chapter continues the attempt.
In Jackendoff (1976) we find a similar effort in theoretical lin-
guistics. The most extensive recent treatment of metaphor in
everyday language is found in Lakoff and Johnson (1980); they
identify the root metaphors that underlie our thinking about a
vast array of domains, and argue that we can understand the
domains only by means of these metaphors. The fundamental
insight that informs all this work is this: metaphor is pervasive
in everyday discourse and is essential in our conceptualizations
of abstract domains.

In this chapter I wish to explore how metaphors and meta-
phor schemas might be treated in a computational setting, from
the perspective of artificial intelligence, in a way that accommo-
dates the fundamental insight. In Section 4.2, certain interesting
previous proposals concerning metaphor are examined within the
framework outlined in Chapter 3. In Section 4.3, three succes-
sively more difficult examples of metaphors are considered—first
a simple metaphor, next a metaphor schema that has become
a part of the language, and finally a novel metaphor. The aim
is to discover some of what is needed to represent and reason
about metaphorical usage. In Section 4.4, a number of issues of
classical interest are examined in light of this approach.

4.2 Some Previous Approaches

In Chapter 3 the following model of language processing was de-
scribed: A text is translated by a syntactic front-end into pred-
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icate calculus formulas, and those inferences are drawn that are
necessary for solving the discourse problems posed by the text.
The inference process is selective and driven by a collection of
discourse operations that try to do such things as resolve pro-
noun and definite noun phrase references, find the specific inter-
pretations of general predicates in context ("predicate interpre-
tation"), reconstruct the implicit relation between the nouns in
compound nominals, and recognize coherence relations between
adjacent segments of the text. The operations select inferences
from a large collection of axioms representing knowledge of the
world and the language. Associated with the potential inferences
are measures of salience which change as the context changes.
These help determine which inferences are drawn by the opera-
tions and hence how the text is interpreted. The control struc-
ture is such that the system does not try to solve the discourse
problems independently, but rather seeks the most economical
interpretation of the sentence as a whole.

It is often advanced as an argument against a particular for-
mal approach that it does not take context into consideration.
As Black (1979) has emphasized, metaphors occur in some con-
text and must be interpreted in that context. It does not make
sense to ask about the interpretation of a metaphor outside of
a context. That is not an argument against the approach used
here. On the contrary, the framework outlined above is specifi-
cally designed to formalize a notion of context, and to provide a
way of interpreting expressions in context.

A number of previously proposed approaches to metaphor
interpretation can be viewed from the perspective of this frame-
work as a matter of selecting the appropriate inferences, although
none of them had adequate means for dealing with the context
dependence of the selection process.

In The Art of Rhetoric (III.II.12), Aristotle said that "clever
enigmas furnish good metaphors; for metaphor is a kind of enig-
ma." In a sense, then, the idea of metaphor interpretation as
problem solving—like most other ideas—is originally due to Aris-
totle.

More recently, in computational linguistics, the earliest de-
tailed proposal for handling metaphor was that of Russell (1976).
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Her proposal concerns abstract uses of verbs of motion and in-
volves lifting selectional constraints on the arguments of the verb
while keeping fixed the topological properties of the motion, such
as source, path and goal. Thus, to handle "the ship plowed
through the sea," one lifts the restriction on "plow" that the
medium be earth and keeps the property that the motion is in
a substantially straight line through some medium. Russell ex-
emplifies an approach that finds its most complete development
in the work of Levin (1977), but it is also seen in linguistics in
the work of Matthews (1971) and Kahn (1975). Metaphor is
treated as a species of semantic deviance; selectional constraints
are lifted until the expression can plow through the interpreter
without difficulty. One can view a selectional constraint as a
particular kind of inference. Thus,
(1) plow-through(x, y) D earth(y)

That is, if x plows through y, then y is earth. Then lifting this
constraint is equivalent to not using (1) to draw an inference
about the substance that is being plowed.

But the problem of interpreting "the ship plowed through
the sea" is not just to avoid rejecting the sentence because the
sea is not earth, but to notice the similarity of the wedge-shaped
plow and the wedge-shaped bow of a ship and the wake that each
leaves, and perhaps more importantly, to take note of the ship's
steady, inexorable progress. In short, metaphor interpretation is
less a matter of avoiding certain inferences than it is a matter
of selecting certain others. Any approach to metaphor that does
only the first of these is not a way of interpreting metaphors,
only of ignoring them. Under this view, the fundamental insight
about metaphor is simply bizarre and inexplicable.2

Several more recent approaches can be seen as aiming to-
ward the selection of an appropriate set of inferences. For Miller
(1979), the basic pattern of metaphor is given by the formula

(2) G(x) D (3F)(3y)(SIM(F(x), G(y)))
In words, this means the following. A predicate G is applied
metaphorically to an entity x. To interpret the metaphor, one

2For further arguments against this approach to metaphor, see Nunberg
(1978).
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must discover a property F which literally describes x, an entity y
which G literally describes, and the similarity between F(x] and
G(y}. By similarity, Miller means that there are "features" which
F(x) and G(y) share.3 The notion of "feature" is subsumed
by the AI notion of "inference." Thus for Miller interpreting a
metaphor G(x] is a matter of selecting the inferences that one
can draw from G that can also be drawn from the known (literal)
properties of x.

There have been a number of recent proposals which may
be viewed as specifications, prior to interpretation, of which in-
ferences are the best to select. One proposal is that of Ortony,
who also uses the notion of "feature." Ortony (1979) has sug-
gested a breakdown of the knowledge about the vehicle and the
tenor into classification facts, other high-salience facts, and low-
salience facts. Classification facts are not transferred from the
vehicle to the tenor. Thus, from "John is an elephant" we do not
infer that John is a (nonhuman) animal. What get transferred
from the vehicle to the tenor are other high-salience facts whose
correlates in the tenor are of low salience. It is a high-salience
fact that elephants are large, whereas John's size is generally
of low salience. The effect of the metaphor is to bring to the
fore this low-salience fact about John. That is, one draws the
high-salience inferences associated with the vehicle that are not
contradicted or confirmed by high-salience inferences about the
tenor.

Carbonell (1982), working in an artificial intelligence frame-
work, proposes pre-packaging the inferences associated with La-
koff and Johnson's root metaphors, recognizing on the basis of ex-
plicit content which "package" or root metaphor is being tapped
into, and then drawing all the inferences in the package that are
not explicitly contradicted by the text.

In view of the close relationship that is generally asserted
to exist between metaphor and analogy, the work in artificial
intelligence that should be most relevant to a study of meta-
phor is research on analogical reasoning. There are a number

3This is a weaker notion of similarity than Tversky's (1977) which also
takes into account features that are not shared.
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of examples. Evans (1968) wrote a program for solving geo-
metric analogy problems. Kling (1971) built a system for prov-
ing theorems in ring theory by examining proofs of analogous
theorems in group theory (a class of analogies that forms the
basis of Galois theory (cf. Artin 1959)). Most of this work ei-
ther has been conducted at too specific a level to be of use in
our work on metaphor, or where the specific domain has been
abstracted away from, has been too general to offer any new
insights.

An exception to this is the work of Winston (1978). He
presents an algorithm in which properties are transferred from
the vehicle to the tenor if they are extremes on some scale, are
known to be important, or serve to distinguish the vehicle from
other members of its class. Thus, properties of elephants that are
not shared by other animals would be transferred. Again, one
can view the transfer of a property from the vehicle to the tenor
as an inference one selects, and what Winston has suggested are
criteria for selecting these inferences.

Centner (1983) presents evidence that relations are more
likely than attributes to be transferred from the vehicle to the
tenor. That is, inferences are more likely to be selected if they
involve a two-place predicate rather than a one-place predicate
in the consequent. Thus, from the simile "the atom is like a solar
system" one is more likely to infer that electrons go around the
nucleus (a two-place predication) than that the nucleus is yellow
(or roughly spherical).4

Toward the end of the paper cited above, Carbonell (1982)
suggests a more refined classification of possible inferences. Infer-
ences about goals and plans of agents and causal facts are most
likely to be transferred from the vehicle to the tenor. Some-
what less likely are functional attributes, temporal orderings,
and structural relations, and least likely, almost never relevant,
are physical descriptive properties and object identity. It is not
surprising that this should be the case, since the function of
metaphor is usually to make sense of some abstract domain.

4There has been other work on metaphor by psychologists. A good review
can be found in Ortony, Reynolds and Arter (1978).
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All of this research seeks to specify certain classes of infer-
ences that are typically transferred—on the basis of salience,
arity of the predicates, convention, semantic content of the in-
ferences, and so on. But these approaches suffer from the fact
that they do not explain how context influences the interpreta-
tion of metaphors. None takes into account the text in which the
metaphor is embedded.5

The approach taken in this chapter is to subsume the meta-
phor interpretation problem under the more general problem of
making sense of a discourse as a whole. The discourse operations
a natural language processor must possess anyway—operations
like the recognition of local coherence, predicate interpretation,
and compound nominal interpretation—will often serve to pick
out the relevant inferences in cases of metaphor. Often the cor-
rect interpretation of the metaphor will simply "fall out" as a
by-product of other interpretation processes.

Before the examples are presented, it should be pointed out
that metaphors operate primarily at the conceptual level, and
we will be dealing at all times at the conceptual level, not at the
surface linguistic level. At the conceptual level, we talk about
"predicates," not "words." Although we will generally have, for
every word, a predicate of the same name, the predicate should
not be thought of as exhausting what is conveyed and suggested
by the the word. Rather, we should think of the word as corre-
sponding to the possible sets of inferences that might be drawn
because the word has been used in a particular context. That is,
words do not merely translate into a single expression in a for-
mal notation; they trigger an inference process that could result
in any one of a large set of possible expansions in this notation.
Hence, we have not stripped words of their mysterious quality,
but rather translated the mystery into the mystery of choosing
the right set of inferences.

5If we imagine salience as something which varies with context, then
Ortony's proposal can be viewed as depending on context, but it is a rather
blunt sort of dependence. Carbonell's choice of the pre-packaged root meta-
phor is dependent on explicit context, so this step in his algorithm at least
is context-dependent.
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4.3 Three Examples

4.3.1 A Simple Metaphor

Let us now consider how a simple metaphor would be interpreted
in our framework.

(3) John is an elephant.

Let us suppose our initial logical representation for this is

elephant(J)

There are a number of things we might infer from the fact that
some entity is an elephant. Among the axioms allowing such
inferences would be

(Vx) elephant(x) D large(x)
(Vx) elephant(x) D has-trunk(x)
(Vx) elephant(x) D good-memory(x)
(Vx) elephant(x) D thick-skinned(x)
(Vx) elephant(x) D clumsy(x)

That is, an elephant is large, has a trunk and a good memory,
and is thick-skinned and clumsy. The problem we are faced with
in interpreting (3) is the problem we are always faced with in in-
terpreting a text—determining which inferences it is appropriate
to draw from what we've been told. Depending on the situation,
we may want to infer large(J) or good-memory(J). The inference
that John has a trunk is presumably rejected because of strong
reasons to believe the contrary.

Which inferences are appropriate will depend on context. Ex-
ample (3) contains insufficient context to allow precise interpreta-
tion. But we can embed it in a text in which discourse operations
become decisive. For example, in

(4) Mary is graceful, but John is an elephant.

coherence considerations force the interpretation. In order to rec-
ognize the contrast coherence relation (see Chapter 5) indicated
by "but," we must draw the inferences that John is clumsy, and
thus not graceful. Other possible inferences about elephants are
not drawn, not so much because they would result in an incon-
sistency, but because no discourse problem requires them to be
drawn. Other texts would force other inferences. Consider
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Patricia is small, but James is an elephant.
Susan forgets everything, but Paul is an elephant.
Jenifer is subtle, but Roger is an elephant.

The inferences associated with the explicit predication in the
metaphor (4) are of three classes. There are those inferences that
are definitely intended—for example, the inference clumsy(J)
from (4). These "ground," or establish a firm basis, for the
metaphor; they are what warrant it. Then there are those in-
ferences that are definitely not intended and are inappropriate
to draw, the disparities, such as has-trunk(J). Finally, there are
inferences that lie in-between, such as large(J), which may or
may not be intended by the speaker and may or may not occur
to the listener. Much of the power of a metaphor derives from
this third class of inferences—the other things that are suggested
by the metaphor beyond its ground or firm basis. In fact, even
the inappropriate inferences of the second class lend power to the
metaphor, since the very denial of something suggests its possi-
bility. The calling up and rejection of the image of a elephant in
interpreting (4) may leave its trace.

4.3.2 A Spatial Metaphor Schema
Metaphors that tap into our spatial knowledge are especially
powerful since our knowledge of spatial relationships is so ex-
tensive, so rich, and so heavily used. As soon as the basis for
the spatial metaphor is established, then in our thinking about
a new domain we can begin to borrow the extensive machinery
we have for reasoning about spatial relationships. For example,
once I say that
(5) The variable N is at zero,
and interpret it as
(6) The value of the variable N is equal to zero,
then I have tapped into a large network of other possible uses. I
can now say

N goes from 1 to 100
to mean

The value of N successively equals integers from 1 to 100.
I can say
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N approaches 100
to mean

The difference between 100 and the value of N becomes
smaller.

N can now stay at a number, move from one number to another
through several others, be between two numbers, be here, be
there. Variables can be scattered along an interval, they can
follow one another along the number scale, they can be switched.
In short, by means of the simple identification of (5) and (6) we
have bought into the whole complex of spatial terminology.

In terms of our framework, what we mean when we say that
our spatial terminology is an intricate network is that there are
a great many axioms that relate the various spatial predicates.
The concept of location—the predicate at—is at the heart of this
network because so many of the axioms refer to it. For example,
associated with the predicate go we might have an axiom like

go(x,y,z) A at'(wi,x,y) A at'(w^,x,z) D change(wi,W2)

That is, if x goes from y to z and w\ is the condition of x being
at y and u>2 is the condition of x being at z, then there is a
change of state from w\ to w-^. Similarly, part of the meaning of
"switch" could be encoded in the axiom

switch(x,yi,y2) A at'(wn,yi,zi) A 0^(^12,2/1,22)
A at'(w2i,y2,zi) A at'(w22,y2,Z2)
D change(wn,wi2) A change(w22,W2i)

That is, if a; switches y\ and 3/2 and Wij is the condition of yi being
at Zj, then there is a change from condition w\\ to condition «;i2
and a change from condition 1022 to condition 1021-

We were able to establish the metaphor "a variable as an
entity at a location" simply by identifying (5) and (6). In our
formalism we can establish the metaphor with similar simplicity
by encoding the following axiom:

(7) variable(x) A value'(w, y, x) D at'(w, x, y)

That is, if a: is a variable and w is the condition of y being its
value, then w is also the condition of x being at y.

Axiom (7), identifying "is the value of" with "is at," gives us
entry into an entire metaphor schema and enables us to transfer
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to one domain the structure of another, more thoroughly under-
stood domain.

The discourse operation of predicate interpretation uses ax-
ioms like (7) to arrive at interpretations of certain metaphorical
expressions. The idea behind it is that most utterances make
very general or ambiguous sorts of predications and that part
of the job of comprehension is to determine the very specific or
unambiguous meaning that was intended. Thus, someone might
make the general statement

I went to London,

expecting us to be able to interpret it as

I flew to London in an airplane,

rather than interpreting the going as swimming, sailing, walking,
or any of the myriad other manners of going. In the case of (5),
we are expected to determine which of the many ways one thing
can be at another is intended in this particular case. That is,
rather than determining what we can infer from what is said,
we try to determine what the speaker had in mind that justifies
what he or she said. In terms of our notation, suppose G is a
general proposition and S a specific one and

SDG

(that is, S implies G) is an axiom expressing a fact that a speaker
and a listener mutually know. The speaker utters G in the expec-
tation that the listener will interpret it as S. The listener must
locate and use the axiom to determine the specific interpretation.

In this manner, axiom (7) provides one possible interpretation
of (5), in that it specifies one of the many ways in which one thing
can be at another, which the speaker may have meant. When
a metaphorical use of go or switch or any of the other spatial
predicates is encountered, axiom (7) combines with the axioms
defining the spatial predicate in terms of at to give us the correct
interpretation.

An alternative to this approach might seem to be to infer
intended meaning from what was said. We would use axioms
not of the form S D G but of the form

G A C\ A ... A Cn D M
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(that is, G together with C\ through Cn implies M) where G is
the general proposition that is explicitly conveyed, the Cj's are
conditions determinable from context, and M is the intended
meaning. For interpreting (5), this would require an axiom like

(8) at'(w, x, y) A variable(x) D value'(w, y, x)

That is, if w is the condition of z's being at y and x is & vari-
able, then w is also the condition of y being the value of x.
To interpret (5) we would search through all axioms for axioms
that, like (8), have at in the antecedent, check whether the other
conjuncts in the antecedent were true, and if so, conclude that
the axiom's consequent was the intended meaning. This would
be equivalent to a "discrimination-net" approach to word-sense
disambiguation (e.g., Rieger 1978), in which one travels down a
tree-like structure, branching one way or the other according to
whether some condition holds, until arriving at a unique specific
interpretation at the bottom. The difficulty with this approach
is that it supposes we could anticipate at the outset all the ways
the meaning of a word could be influenced by context. For meta-
phors we would have to be able to decide beforehand on all the
precise conditions leading to each interpretation. It is highly im-
plausible that we could do this for familiar metaphors, and for
novel metaphors the whole approach collapses.

As always, there are a number of inferences involving at that
we would not want to draw in the case of (5). For example, in the
blocks world, if BLOCK1 is at location (2,3,0), then it is impossible
for BLOCK2 to be at (2,3,0) at the same time. Yet there is no
difficulty whatever in two variables being "at" the same value.6

Similarly, if a block is at a location, it is probably being held
there by friction and gravity. But with variables there is no
need to concern ourselves with what holds them at their values.
It is probably the case in general that facts of a "topological"
character lend themselves to spatial metaphors, and facts of a
"physical" character do not.

6Even in our casual talk about physical reality, the inference is highly
dependent on specific circumstances. We are quite comfortable saying that
John and Bill are both at the post office.
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4.3.3 A Novel Metaphor

The final example illustrates how we can represent a metaphor
that depends on an elaborate analogy between two complex pro-
cesses. The metaphor comes from a Newsweek article (July 7,
1975) about Gerald Ford's vetoes of bills Congress has passed,
and is this chapter's closest approach to a literary example. A
Democratic congressman complains:

(9) We insist on serving up these veto pitches that come over
the plate the size of a pumpkin.

It is clear from the rest of the article in which this appears that
this means that Congress has been passing bills that the Presi-
dent can easily veto without political damage. There are a num-
ber of problems raised by this example, but the only ones we will
address are the questions of how to represent and interpret "veto
pitches that come over the plate."

The analogy here is between Congress sending a bill to the
President to sign or veto and a pitcher throwing a baseball past
a batter to miss or hit. Let us encode each of the processes
first and establish the links between them, and then show how a
natural language processing system might discover them.

A remark about notation is necessary first, however. It will
be convenient to represent a sentence like "Congress sends the bill
to the President" not in the most obvious way as send(C, B, P),
but as a statement about the existence of a condition or action
SD, which is the sending by Congress of the bill to the President
(cf. Davidson 1967, Hobbs 1985). We will represent this by

send'(SD,C,B,P)

The single quote may be thought of as a nominalization operator
turning the sentence "Congress sends the bill to the President"
into the corresponding noun phrase "the sending by Congress
of the bill to the President." There are two reasons for using
this notational convention: it allows us to express certain higher
predications in the schemas, and it allows us to express the map-
ping between the schemas with greater precision. (The notation
is also used in the example of Section 4.3.2, but there I thought
I could slip it past the reader.)



INTERPRETING METAPHORS 65

The facts about a bill are as follows: The participants are
Congress, the bill, and the President. Congress sends a bill to
the President, who then either signs it or vetoes it. We will
assume there is an entity C, Congress. To encode the fact that
C is Congress, again we could write simply

Congress(C).

But here also it will prove more useful to assume there is a con-
dition, call it (7(7, which is the condition of C"s being Congress.
We will represent this

Congress'(CC,C).

CC is thus the entity referred to by the noun phrase "being
Congress." Similarly, there are entities B, CB, P, and CP, with
the properties

bai'(CB,B),
i.e., CB is the condition of 5's being a bill, and

President'(CP,P),

i.e., CP is the condition of P's being the President. There are
three relevant actions, call them SD, SG, and VT, with the
following properties:

send'(SD,C,B,P),
i.e., SD is the action by Congress C of sending the bill B to the
President P;

sign'(SG,P,B),
i.e., SG is the action by the President P of signing the bill 5;
and

veto'(VT,P,B),
i.e., VT is the action by the President P of vetoing the bill B.
There is the condition—call it OS V—in which either the signing
SG takes place or the vetoing VT takes place:

or'(OSV,SG, VT).
Finally, there is the situation or condition, TH, of the sending
5Z>'s happening followed by the alternative actions 05V:

then'(TH,SD,OSV).
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The corresponding facts about baseball are as follows:7 There
are a pitcher x, a ball y, and a batter z, and there are the con-
ditions ex, cy, and cz, of x, y, and z being what they are:

pitcher'(ex, x)
ball'(cy, y)
batter1 (cz, z)

The actions are the pitching p by the pitcher x of the ball y to
the batter z,

pitch'(p,x,y,z);

the missing m of the ball y by the batter z,

miss'(m,z,y);

and the hitting h of y by 0,

/Mf'(/i,y,z).

Let om/i represent the condition of one or the other of m and h
occurring,

or'(omh,m, h),

and th the situation of the pitching p followed by either m or h,

then'(th,p,omh).

The linkage established by the metaphor is, among other things,
between the bill and the ball. But it is not enough to say that
B, in addition to being the bill, is also in some sense a ball,
just as B has other properties, say, being concerned with federal
housing loans, being printed on paper, and containing seventeen
subsections. The metaphor is stronger. What the metaphor tells
us is that the condition of B being the bill is indeed the condi-
tion of B being a ball. Similar links are established among the
other participants, actions, and situations. That is, the baseball
schema is instantiated with the entities of the Congressional bill
schema, leading to the following set of propositions:

7Where individual constants, C, CC, B, ..., were used in the Congres-
sional bill schema, universally quantified variables, x, ex, y, ..., are used
here. This is because the baseball schema is general knowledge that will be
applied to the specific situation involving Congress and the President. It is
a collection of axioms that get instantiated in the course of interpreting the
metaphor.
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send

Congress bill President pitcher ball batter

adversary spherical

Figure 4.1 Mapping from Baseball Schema to Congress Schema.

Congress(CC,C)
bill(CB,B)
President(CP,P)
send(SD,C,B,P)
sign(SG, P, B)
veto(VT,P,B)

(10) Congress(CC,C) pitcher(CC,C}
ball(CB,B)
batter (CP,P)
pitch(SD,C,B,P)
miss(SG,P,B)
hit( VT, P, B]

or(OSV,SG,VT)
then(TH,SD,OSV)

The two schemas and their links are shown more graphically
in Figure 4.1.

Although all of this has been described in terms of schemas, a
schema in this framework is simply a collection of possibly very
complex axioms that are interrelated by the co-occurrence of
some of the same predicates, perhaps together with some meta-
knowledge for controlling the use of the axioms in inferencing.
The linkage between the two schemas does not require some
special "schema-mapping" operation, but only the assumption
of identity between the corresponding conditions, just as in the
second example we identified "is the value of with "is at." The
difference between a conventional metaphor and a novel meta-
phor is that in the case of the former the identity is encoded
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in an axiom like (7), whereas in the latter the identity must be
drawn as an implicature. Thus, to represent the metaphor, we
do not have to extend our formalism beyond what was required
for the first two examples, nor indeed beyond what is required
for nonmetaphorical discourse.

However, a shortcoming of this representation, as it stands, is
that there is no explicit separation of the two parts of the meta-
phor. Thus, C is both Congress and a pitcher and P is both the
President and a batter. But there is no explicit indication that
the properties "Congress" and "President" belong to one side of
the metaphor and "pitcher" and "batter" to the other. We could
remedy this by being more careful about the difference between
a condition and a description of the condition. For then we could
say that the condition CC of C being Congress is identical to the
condition of C being a pitcher, while the descriptions involving
"Congress" and "pitcher" are distinct. We would then make as-
sertions about the descriptions that they belong to one domain
or the other. But the details of this hastily sketched idea cannot
be worked out here.

No natural language processing system existing today could
derive (10) from (9). Nevertheless, we can make a reasonable
guess as to the basic outline of a solution. The congressman said,
"We insist on serving up these veto pitches—" For someone to
serve up a pitch is for him to pitch. This leads to the identifi-
cation of Congress with the pitcher. To interpret the compound
nominal "veto pitch," we must find the most salient, plausible
relation between a veto and a pitch. From our knowledge about
vetoes, we know that Congress must first send the bill to the
President. From our knowledge about pitching, we know that
for the Congress/pitcher to pitch, it must send a "ball" to a
"batter." We have a match on the predicate "send" and on the
agents of the sendings, Congress. We can complete this match
by assuming, or drawing as an implicature, that the bill is the
ball and the President is the batter.8

8Such assumptions are common in interpreting discourse. In fact, they
constitute one of the principal mechanisms for resolving pronouns and im-
plicit arguments (see Hobbs 1979).
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We have almost a complete match between the two situa-
tions. The analogy will be completed when we determine which
of the various possible actions that a batter can perform corre-
sponds to the President's veto. But this is just what we need
to complete the relation between "veto" and "pitch" in the com-
pound nominal. By some means well beyond the scope of this
chapter to discuss, "pitches that come over the plate the size of
a pumpkin" must be interpreted to mean that the ball is easy
for the batter to hit. If we assume maximum redundancy—that
a veto pitch and a pitch that comes over the plate the size of a
pumpkin are roughly the same thing—then we assume that the
pitch is a bill/ball that the Congress/pitcher sends to the Pres-
ident/batter which he then finds easy to veto/hit. The analogy
is complete.

As with all metaphorical expressions, as indeed with any ex-
pression, there will be a number of inferences that should not
be drawn in this case—for example, that B is spherical and has
stitching. But this metaphor invokes other inferences that we
do accept, inferences that would not necessarily follow from the
facts about the American government. It suggests, for example,
that Congress and the President are adversaries in the same way
that a pitcher and a batter are, and that from the President's
perspective it is good for him to veto a bill Congress has passed
and bad for him to sign it. What we knbw about the adversary
relationship in baseball is vivid and unambiguous, and herein lies
the power of the metaphor.

This example involves the identification of two highly struc-
tured portions of our knowledge base. It raises a question of
whether our approach can handle metaphors in which one do-
main has much less structure, especially metaphors which impart
structure to a domain that it would not otherwise have. Lakoff
and Johnson (1980) demonstrate this effect by inventing a "love
as a collaborative work of art" metaphor and showing some of
the things that can be concluded about love as a result. I see no
fresh difficulties that this would cause for my approach. Corre-
sponding to the numerous basic links between the existing Con-
gressional bill and baseball schemas, there would be only a few
links between our knowledge of love and of collaborative works
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of art. If this new metaphor is productive, then corresponding
to the suggestion from baseball of an adversary relationship in
government, there will be numerous suggestions from the nature
of collaborative works of art about the nature of love. There-
fore, the effect of the new metaphor may be quite different from
the effect of the ones we have examined, but the mechanisms
involved in interpreting it are the same.

4.4 Some Classical Issues

4.4.1 Metaphor and Analogy
In all three examples, we have seen the same broad processes at
work. They can be summarized as follows: There are two do-
mains, which we may call the new domain, or the domain which
we are seeking to understand or explicate, and the old domain,
or the domain in terms of which we are trying to understand
the new domain and which provides the metaphor. These are
Richards' (1936) tenor and vehicle, respectively. In our examples
the new domains are John's nature, computer science, and the
workings of the American government. The old domains are an
elephant's nature, spatial relationships, and baseball. For each
old domain, we can distinguish between what may be called the
basic concepts and relationships and complex concepts and re-
lationships. For spatial relationships, "at" is a basic concept;
"go," "approach," and "switch" are complex concepts. For base-
ball, "pitcher" and "batter" are basic, their adversary relation-
ship is complex. In the elephant metaphor, "elephant" is basic,
"has-good-memory," "clumsy" and "large" are complex. What
is basic and what is complex in a particular domain are not nec-
essarily fixed beforehand, but may be determined in part by the
metaphor itself.

Each of the examples can be viewed as setting up a link
between the basic concepts of a new domain and an old domain,
in order that complex concepts or relationships will carry over
from the old to the new. Figure 4.2 illustrates this.

To the mathematician, this diagram is familiar from Galois
theory, algebraic topology, and category theory (e.g., Artin 1959,
Spanier 1966, MacLane 1971). One can prove theorems in one
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Old Domain New Domain
o

Complex concepts and —> Complex concepts and
relationships relationships

|2 |4

Basic concepts and re- <— Basic concepts and re-
lationships lationships

Figure 4.2 Analogical Processes Underlying Metaphor.

domain (represented by arrow 4 in the diagram)—for example,
the category of fields—by constructing a "functor" (arrow 1) to
map its objects and relations into the objects and relations of an-
other domain—for example, the category of groups—proving the
theorem (arrow 2) in the second domain, and using the inverse
functor (arrow 3) to map it back into the original domain.

The diagram illustrates a general paradigm for analogical rea-
soning. To reason in a new domain about which we may know
little, we map it into an old domain, do the reasoning in the old
domain, and map the results back into the new domain.

To make use of this paradigm, in our framework, for under-
standing the processes of metaphor, we have had to specify the
nature of the links in the diagram. The horizontal links are re-
alized by means of explicit statements like (3), or by axioms like
(7) in the case of frozen metaphors, or by means of implicatures
like (10) in the case of novel metaphors. The vertical links in the
diagram are realized by the collections of axioms encoding the
relationships between basic and complex concepts.9'10

But there is a problem. In category theory, once the func-
tor maps the new domain into the old domain, then everything

9It is of course also important to specify what we mean by "domain."
This issue is addressed below.

10Indurkhya (1986, 1987) presents an excellent formalization of metaphor
and analogy as domain mapping, in which domains are viewed as theories
in the logical sense and a metaphor or analogy rests on a partial function
between the logical theories, from the old domain to the new domain. Many
of the properties of metaphor discussed below fall out of his formal treat-
ment. He does not embed his treatment in a larger theory of language
comprehension.
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we can conclude in the old domain must carry over to the new.
However, in most kinds of analogical reasoning and in interpret-
ing metaphors, only a subset of what can be concluded in the old
domain will carry over to the new. The major problem for us,
then, is how to determine precisely what from the old domain
does carry over to the new. Let us elaborate on this.

There are three kinds of inferences in the old domain that
must be distinguished in interpreting the metaphor.

1. The grounds of the metaphor, or the inferences that must
be drawn if one is to make sense of the metaphor. These are
what warrant the metaphor. In our first example, the grounds
may be the inference that John is clumsy; in the third example,
that the bill/ball is sent to the President/batter.

Black (1962) suggests a classification of theories of metaphor
that includes "substitution theories," in which a metaphor is
analyzed by replacing the explicit predication with those literal
propositions it is intended to convey.11 In our terms, it is the
ground inferences that such theorists want to substitute for the
metaphor.

2. Disparities, or the inferences that should not be drawn,
whether because they are contradictory or irrelevant. In our
examples, a disparity between John and an elephant that an
elephant has a trunk, between the bill and a ball that a ball is
spherical.

Richards points out that the disparities frequently play an
important role: a significant effect of a metaphor may be the
recognition that some of the criterial inferences that could be
drawn from the explicit predication are not appropriate. The
fact that John, though an elephant, is not a large animal, but a
person, carries the implication that he should resemble a large
animal even less. Ong (1955) suggests that a metaphor is effec-
tive only as long as it calls these disparities to mind. "John is
an elephant" strikes us in a way that "the foot of a mountain"
does not.

In our approach, certain disparities are considered and ac-

11Beardsley refers to this as the "literalist" theory (1958) and the "com-
parison" theory (1967).
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tively denied, rejected when inconsistency is discovered. This
active process may be compared with a cartoon in which John
gradually acquires bulk, a trunk, four stocky legs while crash-
ing along clumsily, then returns to his normal appearance. This
has the flavor of a "reverse substitution" theory of metaphor, in
which the inappropriate properties inferrable from the explicit
predication, for a moment, replace the metaphor.

3. Suggestions, a weak term for one of metaphor's greatest
powers, its suggestiveness. These are the inferences that may
or may not be drawn. They are not required to interpret the
metaphor, nor are they obviously inappropriate. In our first
example, a suggestion is that John is large; in the third it is
suggested that the President and Congress are adversaries.

There are positive and negative aspects to this suggestiveness.
On the positive side, it is this more than anything else that makes
metaphor such a powerful conceptual tool. We are able to draw
conclusions that we could not have anticipated.

On the other hand, Lakoff and Johnson (1980) point out the
dangers of mistaking the metaphor for a true description, and
thus drawing too many suggested inferences without adequately
examining their appropriateness. One is blinded to the limits of
the metaphor, and also to alternative metaphors. Reddy (1979)
discusses a specific case, the language-as-conduit metaphor and
its influence on the study of communication; the theme is also de-
veloped at length by Turbayne (1962) with respect to metaphors
of science.

The problem of interpreting a metaphor is to determine for
the various possible inferences, which of the three classes they
fall into. It is the principal thesis of this chapter that much
of the solution to this problem will come from the knowledge-
based interpretation processes that are already required for non-
metaphorical discourse.

This position is in contrast with a commonly proposed ac-
count of metaphor interpretation. In this account, one first tries
the literal interpretation, and then if that fails semantic con-
straints, one interprets the expression as a metaphor. That is, a
separate initial step is postulated in which something is found to
be wrong. There are several problems with this account. First
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of all, literal interpretation may not fail. Consider the following
two statements

People are not cattle.
Whales are not fish.

Both statements are literally true biological facts. But suppose
we encounter the first sentence in a political speech arguing that
people cannot be herded around without consideration for their
individual needs. Then it is to be interpreted as a metaphor, or
if it is not a metaphor, at least it is the negation of a metaphor,
and all the same interpretation processes must be called into
play. Morgan (1979) gives further examples of metaphors that
are or could be literally true.

A second difficulty is that all failures of literal interpretation
are not due to metaphor. More often they result from metonymy,
or indirect reference. For example, in

This restaurant accepts American Express,

we are not using "accept" metaphorically as a special kind of rela-
tion between small businesses and large corporations. Rather we
are using "American Express" metonymically to refer to credit
cards issued by American Express. An interesting intermediate
case is

America believes in democracy.

Are we viewing America metaphorically as something which can
believe, or are we using it metonymically to refer to the typical
inhabitant, or the majority of inhabitants, of America?

But the principal difficulty is that this position underesti-
mates the task of arriving at a literal interpretation of an expres-
sion. A striking example is a clause that appeared in a paper by
Wallace Chafe (1980):

Back when we were fish, ....
The intent is that this be interpreted literally, where "we" is
taken to refer to all people and their ancestors indefinitely far
back. But to arrive at this interpretation we have to access what
we know about evolution.

An excellent example of the difficulties in interpreting literal
expressions is provided by what Black (1962) calls the "compar-
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ison" view of metaphor. A metaphor is seen as an elliptical form
of a simile. Thus, the metaphorical "John is an elephant" trans-
lates into the literal "John is like an elephant" or "John is like the
stereotypical elephant in certain respects." But the word "like" is
a very good example of a literal expression whose interpretation
is quite problematic. Part of the literal meaning of "A is like 5"
is that A shares certain properties with B. Thus, in understand-
ing "His house is like my house," we need to determine in which
respects the two are alike. Similarly, in interpreting "John is like
an elephant," we must discover in just what respects John is like
an elephant. But this means that the problem of interpreting
the literal "like" is isomorphic to the problem of interpreting the
original metaphor.12

There is generally a large overlap in the processes of literal
interpretation and metaphor interpretation, as this chapter has
argued and illustrated. Other writers have made or failed to
make this point. Searle (1979) discusses at length the difficulties
of interpreting literal utterances, but nevertheless separates these
processes from the process of interpreting the utterance once the
deviance is found, overlooking their likely identity. Rumelhart
(1979), by contrast, shows that literal interpretation is some-
times problematic, as a way of arguing for the identity of these
processes. Nunberg (1978) also argues for the identity.

Perhaps the most detailed argument is that of Miller (1979).
He shows how the interpretation of a sentence with the verb
"to be" is problematic. Even if such a sentence is used literally,
we have to determine at least whether it conveys entailment,
as in "Trees are plants," or attribution, as in "This tree is a
landmark." This can be characterized by saying that in Miller's
formula (2),

(2) G(x) D (3F)(3y)(SIM(F(x), G(y)))

in place of 5/M, there would be the relation ENTAIL or AT-
TRIBUTE. Thus the general problem, Miller argues, is to de-
termine which of these relations R is appropriate. That is, he

12Except of course identity is not assumed between the tenor and the vehi-
cle. This is the standard observation about the difference between metaphor
and simile.
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proposes an interpretation process in which the first step is to
determine .R, and then, depending on what R is, the relevant
inferences are drawn.

There are two difficulties with Miller's approach. First, he
does not specify how R would be determined, at least at a level
of detail that would satisfy a computational linguist. It is likely
that whatever processes determine that similarity is intended
simultaneously determine what the similarity is. In the approach
I have been presenting, the mechanisms of selective inferencing
first determine what inferences should be drawn, and then it may
or may not be determined what relation R best characterizes this
set of inferences.

The second difficulty with Miller's approach is that it seems
to imply that there is always an explicit recognition that a meta-
phor is being used—whenever R = SIM. Most examples of meta-
phors are not explicitly recognized as such. The reader can test
this for himself: the previous paragraph depends on at least four
metaphors. We have seen in this chapter that frequently the
discourse operations result in a metaphor being interpreted, and
that the operations themselves do not depend on the metaphor-
nonmetaphor distinction. They are' just the ordinary processes
of deciding which inferences to draw and which to refrain from
drawing.

This is not to say however that metaphors are never recog-
nized. In many cases their recognition is just part of our general
awareness of discourse, like the recognition that the speaker has
used a French word, an uncommon syntactic construction, a par-
ticularly apt expression, or whatever. In other cases, the recog-
nition might contribute to the interpretation of the sentence. For
example, if someone tells me

John is a clock,

I may have to recognize explicitly that a metaphor is being used
before I can get any interpretation at all. From a more compu-
tational point of view, it may be that once the grounds of the
metaphor are discovered, knowledge that it is a metaphor of-
ten plays a role in directing further inferencing. But metaphor
recognition is by no means a computationally necessary part of
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metaphor interpretation. It is an inference about the speaker,
not the spoken.

However, not all metaphors are interpreted alike. There are
various processes that might be invoked, and there are several de-
grees of awareness that a metaphor is being used. We can clarify
this issue by using the picture of metaphor and analogy pre-
sented in Figure 4.2 to tell the life story of a metaphor. This will
also throw light on another classical issue concerning metaphor:
what should we count as a metaphor—is metaphor ornament or
omnipresent?

The life story of a metaphor has four stages.
Think of a novel metaphor as a complex term from the old

domain used in a context that requires a concept from the new
domain. To interpret it we must decompose the complex term
into basic concepts in the old domain, and either use available
links between new and old basic concepts or surmise such links
for the first time. This enables us to project the complex con-
cept from the old to the new domain. For novel metaphors, we
might expect this to require quite a bit of computing, and involve
following a number of false leads.

The second stage is when the metaphor has become "famil-
iar." The same path is followed in interpreting it, but now the
salience of the required inferences is such that the computation
is direct and fast. The path that had'to be reconnoitered with
some care when the metaphor was novel is now worn into a broad
avenue that is difficult not to follow.

In the third stage, the metaphor becomes "tired." A direct
link is established between the basic and complex levels in the
new domain. That is, the expression acquires a new sense, it
becomes technical terminology in the new domain. Nevertheless,
at this stage, the metaphor can be reactivated (cf. Brooks 1965,
Black 1979). We can be forced to compute anew the path whose
computation is no longer ordinarily necessary. For instance, if
someone tells me

I live at the foot of a mountain,

I do not see this as a metaphor. But if he then says,

Right next to the big toe.
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the comparison is placed squarely before me.
Finally the metaphor dies. Because of changes in the lan-

guage user's knowledge base or because of the way he learned the
expression, he can not recover the path that makes sense of the
metaphor. It exists only as an expression in the new domain. Yet
at this stage we can still ask, as linguists, what processes "mo-
tivate" this expression in this domain (cf. Fillmore 1979)—why
does the expression make sense—even though as psychologists
we do not believe the person uses or could use the processes.
Suppose for example someone learns the expression

set a variable to a value,

purely as technical terminology, without ever learning the un-
derlying spatial metaphor of, say, setting a dial to a location. A
text that would reactivate the metaphor if it were merely tired—
"twist a little more" to mean "increase its value"—only baffles
him. The metaphorical nature of the expression cannot be said
to play a role in his interpretation of it. Nevertheless, its tech-
nical sense is not arbitrary. The technical use of "set to" was
originally motivated by the metaphor. The processes used to
interpret it when it was novel can be said to motivate it now.

In summary, the four stages can be described thus. In stage 1,
the interpretation is computed. In stage 2, it is computed easily.
In stage 3, it is computable, though no longer computed; at this
stage, reactivation of the metaphor causes it to be computed
again. In stage 4, it is neither computed nor computable, but
there is nevertheless a "historical" motivation.

It is controversial whether the so-called "tired" and "dead"
metaphors should count as metaphors at all, or whether we
should reserve the term for novel examples. Extremes have been
argued. Isenberg (1963) urges that the term "metaphor" be re-
served for examples that are not just novel, but have artistic in-
tent. Black (1979) wants to exclude the example "that no longer
has pregnant metaphorical use." On the other hand, Richards
(1936) and Whorf (1939[1956j) see metaphor everywhere—the
"fundamental insight" of Section 4.1. On the far left, Lakoff and
Johnson (1980) even view nominalizations of verbs as examples
of an "event-as-object" metaphor.
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Which stages are entitled to be called metaphor? Where
should the line be drawn? The above account provides reasons
enough for drawing the line anywhere. But in terms of the pro-
cesses involved, there is simply no point in drawing a line, for
they are the same at every stage. What differs is how and when
they are used. The reason not to exclude the more decrepit
metaphors from our investigation is that they require the same
processes to be explicated as do livelier metaphors. But here the
processes appear as the processes that motivated the expression,
not the processes used to interpret it.

4.4.2 What Are Metaphors and Why Do We
Use Them?

I have not argued in this chapter that there is no difference be-
tween metaphorical and nonmetaphorical usage. Rather I have
argued that frequently the interpretation processes for both are
identical. There is a distinct thing called metaphor. It is a spe-
cial and very powerful way of exploiting a knowledge base in the
production of discourse. This leads us to the question of what,
precisely, is metaphor.

It might seem more appropriate to ask this at the beginning
of a chapter on metaphor rather than at the end. But in fact
what counts as a metaphor is determined by our theory of it. Of
course there are central cases of metaphor—statements that are
novel and literally false, function effectively in the discourse to
make us see one thing in light of another, and involve a mapping
between clearly distinct domains—and one's theory of metaphor
must encompass these, or one is simply not talking about the
same phenomenon as other writers on metaphor. But what else
counts as a metaphor is theory-dependent. What one should do
then is what I have done in this chapter—present the theory and
then say what kinds of expressions must be considered metaphors
as a consequence.

In the framework presented here, a metaphor is a linguistic
expression which involves in its interpretation a mapping (com-
puted, computable, or historical) from one domain to another
via identity for the purpose of making available a new, otherwise
unavailable set of inferences. Thus, "people are not cattle" and
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"set a variable to a value" would both count as metaphors to me.
There is still some indeterminacy in this definition, however:

what is meant by "domain"? A rough first cut at this might
be that a domain is a collection of predicates and axioms in a
knowledge base such that the predicates are richly connected
with each other by means of the axioms and are only sparsely
connected with other predicates in the knowledge base. But let
us look at a range of examples that illustrates the fuzziness of
the notion of "domain." In

People are not cattle,

used as a political statement, we are appealing to a mapping
from the domain of people and how one interacts with them, to
the domain of domesticated animals and how one interacts with
them. These are clearly different domains, and thus the sentence
contains a metaphor. The sentence

Whales are not fish,

can also be used as a political statement in an argument against
the whaling industry. Do whales and fish belong to sufficiently
different domains for this to be considered a metaphor? What
about

Chimpanzees are not monkeys,

in an argument against the use of chimpanzees as experimental
animals? Suppose someone asks me if he can borrow one hundred
dollars, and I reply

I'm not Donald Trump.

Do Donald Trump and I belong to sufficiently different domains
for this to count as a metaphor?13

Consider another range of examples. Suppose my car is a
real gas guzzler. I might say any one of the following.

My car is the Queen Mary.
My car is a tank.
My car is a truck.

The first is clearly a metaphor. The last is quite dubious. It is
perhaps an argument in favor of my definition of metaphor that

3This example is due to Bob Moore.
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certain fuzziness in what counts as a metaphor is reduced to the
fuzziness in what counts as a domain.

In the framework presented here, we can also begin to under-
stand why metaphors are used and why they are so pervasive.
Any discourse is built on a shared knowledge base of possible in-
ferences. By means of his utterances, the speaker triggers certain
of these inferences in the listener's head. The richer the shared
knowledge base, the more economical, or equivalently, the more
suggestive, the discourse can be. Metaphor is a deceptively sim-
ple device for enlarging the knowledge base. By using an apt
metaphor to map a new, uncertainly understood domain into an
old, well-understood domain, such as spatial relationships, we
gain access to a more extensive collection of axioms connecting
the basic and complex levels, thereby securing a more certain
grasp on the new domain conceptually and providing it with a
richer vocabulary linguistically. A metaphor is good to the ex-
tent that it taps into a domain that allows a rich collection of
inferences to be drawn that otherwise could not be, or equiva-
lently, allows us to see something in a new light. When we learn
a new domain, we must learn not just the logical structure of its
objects, but also its basic metaphors, generally spatial, and their
limits, for by this means we acquire a large chunk of knowledge
about the new domain very quickly.

The interpretation problem posed by this very powerful de-
vice is that the inferences in the old domain must be sorted
out properly. It has been the argument of this chapter that the
ordinary context-dependent discourse operations will frequently
insure that the right inferences are drawn and the wrong ones
are not.





The Coherence and
Structure of Discourse

5.1 Discourse is Coherent
Let us begin with a fact: discourse has structure. Whenever
we read something closely, with even a bit of sensitivity, text
structure leaps off the page at us. We begin to see elaborations,
explanations, parallelisms, contrasts, temporal sequencing, and
so on. These relations bind contiguous segments of text into a
global structure for the text as a whole.

Consider a specimen:
(la) I would like now to consider the so-called "innateness hy-

pothesis,"

(Ib) to identify some elements in it that are or should be con-
troversial, and

(Ic) to sketch some of the problems that arise as we try to
resolve the controversy.

(2) Then, we may try to see what can be said about the nature
and exercise of the linguistic competence that has been
acquired, along with some related matters.

Chomsky, Reflections on Language, p. 13.
Between sentence (1) and sentence (2) there is a temporal re-

lation, indicated by "then," linking two topics Chomsky intends

83
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Then
X \

Elaboration (2)
X \

(la) Then
X \

(Ib) (Ic)

Figure 5.1 Structure of Sentences (l)-(2).

to discuss. Clause (la) states the first topic, and clauses (Ib)
and (Ic) elaborate on that by breaking it into two subtopics that
will be discussed in sequence. This structure may be represented
as in Figure 5.1. One could of course argue about details of this
analysis; in fact, one of my aims in this chapter is to develop a
way of arguing about the details.

Numerous other researchers have pointed out that such rela-
tions exist. Robert Longacre has a chapter in Anatomy of Speech
Notions (1976) on "combinations of predications," among which
he includes conjunction, contrast, comparison, alternation, tem-
poral overlap and succession, implication, and causation. Joseph
Grimes has a chapter in Thread of Discourse (1975) on these
relations; his list includes alternation, specification, equivalence,
attribution, and explanation. Others have proposed similar lists.
Grimes calls these relations "rhetorical predicates," as do Mann
and Thompson in their recent work (1986). Fillmore (1974) has
called them "sequiturity relations." Edward Crothers (1979)
calls them "logical-semantic connectives." In accord with the
tradition of using idiosyncratic vterminology, I will call them
"coherence relations."

The question is, what are we to make of these relations? Most
authors have only pointed out their existence and listed, largely
without justification, the relations most often found in texts.
Longacre and Grimes describe the relations carefully. Mann and
Thompson (1986) and Hovy (1988) have begun to give them more
formal definitions. Crothers attempts to correlate the types of
texts with the frequency of the relations that occur in them.
Bonnie Meyer (1975), building on Grimes' work, classifies texts
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according to the structure their coherence relations impose and
tries to relate that to what people remember of passages.

In this chapter a theory of coherence relations is embedded
in the larger context of the knowledge-based theory of discourse
interpretation sketched in Chapter 3. Section 5.2 is an account
of the coherence relations, in which their intimate connection
with the knowledge of the speaker and listener is explored. Of
particular concern is the problem of giving formal definitions to
the coherence relations in terms of inferences drawn by the lis-
tener, that would allow for the recognition of these relations.1 In
Section 5.3 it is shown how larger-scale structures in discourse
are composed out of the coherence relations. This will help elu-
cidate the elusive notions of "topic" and "genre," and allow us
to examine some of the ways in which ordinary discourse is often
incoherent. Thus, in Section 5.2 we examine the internal struc-
ture of the coherence relations and in Section 5.3 the structure
they impose on the text as a whole. In Section 5.4 a method for
analyzing discourse is suggested, which allows the structure of
discourse and its underlying knowledge to illuminate each other.
This method is then applied to two literary texts in Chapters 6
and 7.

5.2 The Coherence Relations
The fundamental question that must be asked about discourse is,
why is any discourse longer than one sentence? That is, why do
we want to call a sequence of utterances a single discourse rather
than simply a sequence of utterances? What are the definitional
criteria for discourse?

We may approach the problem by describing as follows the
situation in which discourse between a speaker and a listener
takes place, (a) The speaker wants to convey a message, (b)
The message is in service of some goal, (c) The speaker must
link what he says to what the listener already knows, (d) The
speaker should ease the listener's difficulties in comprehension.

'Here and throughout I intend "recognition" to refer not to conscious
recognition, but to the implicit or latent sort of recognition that occurs, for
example, when one "recognizes" the syntactic structure of a sentence. A
similar remark applies to "inference."
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These considerations give rise to four classes of coherence re-
lations. In this section I take up each of the classes in turn.
For each, the coherence relations in the class are motivated by
the requirements of the discourse situation. A formal defini-
tion is given for each coherence relation in terms of the infer-
ences a listener must draw, and a number of examples, together
with the relevant inferences, are given. The examples are drawn
from a wide variety of sources, including an algorithm descrip-
tion (Hobbs 1977), a paragraph from Newsweek during the Wa-
tergate era (Hobbs 1976), a life-history interview with a heroin
addict (Agar and Hobbs 1982), a medical textbook on hepatitis,
a book in archaeology, and several other sources.

There are two places in the discussion of the examples where
I may seem to be appealing to magic. I often pull facts out of
the hat, saying I am pulling them out of the knowledge base;
and for every plausible analysis I present, I conceal a host of
other analyses that cannot be ruled out by the definitions I give.
Subtheory 3 of Chapter 3, the encoding of knowledge, allows me
to pull the first of these tricks, while Subtheory 6, choosing the
best interpretation, allows me to pull the second. Thus, whether
the tricks are indeed magic remains to be seen, but they are, at
the very least, beyond the scope of this book.

5.2.1 Occasion Relation
Frequently a message is coherent because it tells about coherent
events in the world. It may seem that this observation converts
a hard problem into an impossible one; instead of asking what
makes a sequence of sentences in a text coherent, we ask what
makes a sequence of events in the world coherent. But there are
a few things we can say for certain about coherence in the world.
First, temporal succession is not enough. We are often puzzled
by two consecutive events if we can figure out no other relation
between them than mere succession, and the same is true of two
sentences in a discourse:
(3) At 5:00 a train arrived in Chicago.

At 6:00 George Bush held a press conference.
We may be able to read enough into the text to make it seem
coherent, but it doesn't wear its coherence on its sleeve. When
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we start making assumptions to give it coherence, what criteria
are we seeking to satisfy by means of the assumptions?

If we are able to see causality in the text, we are willing to
conclude it is coherent. So if there is something special about
the train—the maiden voyage of America's first bullet train, for
example—to cause Bush to call a press conference, then the text
is coherent. But causality is too strong a requirement in gen-
eral. Another way of reading (6) as coherent is by assuming that
George Bush was on the train and the press conference was in
Chicago. In this case there is no causal relation between the two
events. It is a much weaker relation, one we might call an "oc-
casion" relation, i.e., the first event sets up the occasion for the
second.

The first coherence relation is thus the occasion relation.
There are two cases, which may be defined as in (4). In this
and in all the definitions we let Si be the current clause or larger
segment of discourse, and So an immediately preceding segment.
For most of the examples we may assume the "assertion" of a
clause to be what is predicated by the main verb; in Section 5.3
there is some further discussion about what it is that segments
assert.

(4) Occasion:
1. A change of state can be inferred from the assertion

of 5o, whose final state can be inferred from Si.
2. A change of state can be inferred from the assertion

of Si, whose initial state can be inferred from SQ.

Several instances of this relation occur in the following example
from a set of directions:

(5a) Walk out the of this building.

(5b) Turn left.

(5c) Go to the corner.

Sentence (5a) describes a change of location whose final state
holds during the event described in (5b). That location is the
initial state in the change of location described in (5c). Similarly,
an orientation is assumed in (5a) that is the initial state in a
change of orientation described in (5b), and the final state of that
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Type (5a) (5b) (5c)

1 loci -» Ioc2 Ioc2
2 Ioc2 Ioc2 -» Ioc3
2 anglel anglel —>• angle2
1 anglel —>• angle2 angle2

Figure 5.2 Occasion Relations in Example (5).

change is assumed in (5c). There are thus four examples of the
occasion relation in this text, as illustrated in Figure 5.2. Note
that there is nothing wrong with finding more than one relation
between sentences. If two relations do not involve inconsistent
assumptions about indeterminate material in the text, there is
no harm in saying that both relations obtain.

The following are further illustrations of the occasion relation
and rough characterizations of the inferences that need to be
drawn to satisfy the definition.
(6) Decrease N by one.

If it is zero, reset it to MAX.
The value of the variable N is changed, and the resulting value is
presupposed in the second sentence.
(7) He noticed the broken connection in the control mecha-

nism,
and took it to his workshop to fix.

The first clause asserts a change in knowledge that results in the
action described in the second clause.
(8) But they commonly doubt that the message is getting

through to the President,
and now their discouragement has been compounded by
the news that Nixon's two savviest political hands, Melvin
Laird and Bryce Harlow, plan to quit as soon as Ford
settles in.

Discouragement being compounded is a change of mental state
whose initial condition is the doubt described in the first clause.

(9) But uh you know I dropped them [goods stolen from lug-
gage] in my pocket,
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I tied the duffel bag up and the suitcase,
and I left it there.

Dropping the goods frees the hands for tying, and the final state
of the tying holds as the speaker leaves the luggage.

Cause and enablement are important special cases of the oc-
casion relation.

5.2.2 Evaluation Relation
The second class of coherence relations results from the need to
relate what has been said to some goal of the conversation. I
have called this evaluation. The term "metacomment" would
also be appropriate. It can be defined as follows:
(lOa) Evaluation:

Prom Si infer that So is a step in a plan for achieving
some goal of the discourse.

That is Si tells you why So was said. The relation can also be
reversed:
(lOb) Prom So infer that Si is a step in a plan for achieving

some goal of the discourse.
The discourse goal can be a very worldly goal, as in

Did you bring your car today? My car is at the
garage.

From the second sentence we can infer that the normal plan for
getting somewhere in a car won't work, and that therefore the
first sentence is a step in an alternate plan for achieving that
goal.

Frequently, the goal is a conversational goal, for example, to
entertain:

The funniest thing happened to me.
(A story).

or
(A story).
It was funny at the time.

It is because of this use that I have called this relation "eval-
uation." An important category of conversational goals is the
goal of being understood.

... Do you know what I mean?
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Much "metatalk" is related to the rest of the discourse in this
way.

This relation is close to the cause relation and to the expla-
nation relation described below. If the state or event described
in Si causes the state or event described in SQ, then Si explains
SQ. If the state or event described in Si has caused the speaker
to say SQ, then Si evaluates SQ.

5.2.3 Ground-Figure and Explanation Relations
The coherence relations in the third class are those directed to-
ward relating a segment of discourse to the listener's prior knowl-
edge. The two relations in this class are the ground-figure rela-
tion and the explanation relation.

First let us look at several examples of what one is inclined
to call the ground-figure relation.
(11) And one Sunday morning about ohhhh five o'clock in the

morning I sat down in the Grand— no no, not in the
Grand Central, in the Penn Station,
and while I was sitting there a young cat came up to
me,...

(12) In the round we were dancing I had barely noticed a tall,
lovely, fair-haired girl they called Adrienne. All at once,
in accordance with the rules of the dance, Adrienne and I
found ourselves alone in the center of the circle. We were
of the same height.
We were told to kiss and the dancing and the chorus
whirled around us more quickly than ever.

(13) T is a pointer to the root of a binary tree— The following
algorithm visits all the nodes of the binary tree in order,
making use of an auxiliary stack A.
Tl: Initialize. Set stack A empty and set the link variable
P toT.

It is not sufficient to say merely that the two segments refer to
the same entities, for that would not rule out pairs like (14):
(14) Ronald Reagan was once a movie star.

He appointed George Shultz Secretary of State.
The first segment in each of the examples (11)-(13) seems to fur-
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nish background information for the second segment. It provides
the "geography" against which the events of the second segment
take place, or the "ground" against which the second segment
places a "figure." But the "geography" can be quite metaphori-
cal, as in example (13). Thus, a definition of the relation would
be
(15) Ground-Figure:

Infer from 5o a description of a system of entities and
relations, and infer from Si that some entity is placed or
moves against that system as a background.

This relation can occur in reverse order also, with the figure com-
ing before the ground. This relation is of interest generally for
causal reasons, for entities are causally influenced by the back-
ground against which they operate.

The second relation in this class is explanation. Its definition
is as follows:
(16) Explanation:

Infer that the state or event asserted by Si causes or could
cause the state or event asserted by SQ.

We don't need the inverse relation since we already have the
relation cause. The explanation relation is a reason for telling a
story backwards.

The following is a double example:
(17a) He was in a foul humor.

(17b) He hadn't slept well that night.

(17c) His electric blanket hadn't worked.
Sentence (17b) tells the cause of the state described in (17a),
while sentence (17c) gives us the cause of (17b). In the next
example,
(18) I thought well, maybe I can bum enough to get a cup of

coffee and get into a movie,
'cause I was exhausted, I mean exhausted. My junk was
running out.

the causality is explicitly indicated. But we would want to verify
that the content is in accord with this. Exhaustion is a good
reason to want shelter and, at least in the narrator's world, a
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Specific Specific General
to Specific to General to Specific

Positive: Parallel Generalization Exemplification
Negative: Contrast — —

Figure 5.3 The Expansion Coherence Relations.

movie theater is shelter. Finally, consider the reported discourse
(19a) I said, hey look you guys, why don't you just soft-pedal

it.

(19b) I said, I don't know what your story is and I care less, but
you're making a general display of yourself. This place is
loaded with rats. It's only a matter of time until a cop
comes in and busts the whole table.

The possible undesirable consequences described in (19b) are a
cause for the behavior urged in (19a).

5.2.4 Expansion Relations
The final class of coherence relations, the "expansion" relations,
is the largest. These are relations that, in a sense, expand the
discourse in place, rather than carrying it forward or filling in
background. They all involve inferential relations between seg-
ments of the text and can probably be thought of as easing the
listener's inference processes. They can be classified in terms of
moves between specific and general assertions and the interac-
tion of these moves with negation, as illustrated in Figure 5.3. I
have left two blank spaces in the "Negative" row because such
relations would constitute a contradiction. They might be filled
in with an "exception" relation. One states a general truth and
then gives a specific exception to it, or vice versa. But I have
chosen rather arbitrarily to consider these as examples of con-
trast.

There are two important limiting cases. The elaboration/
relation is a limiting case of the parallel relation; the violated
expectation relation is a limiting case of contrast.

Let us consider each of these relations in turn.
The definition of the parallel relation is as follows:
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(20) Parallel:
Infer p(ai,«2) • • •) from the assertion of So andp(bi,b2, • • •)
from the assertion of 5i, where al and bt are similar, for
all i.

Two entities are similar if they share some (reasonably specific)
property. Determinations of similarity are subject to the same
fuzziness and considerations of "good-ness" (Subtheory 6 again)
as the coherence relations in general.

A simple example is this sentence from an algorithm descrip-
tion:

(21) Set stack A empty and set link variable P to T.

Prom each of the clauses one can infer (trivially) that a data
structure is being set to a value. The predicate p is thus set,
stack A and link variable P are similar in that they are both data
structures, and the stack's emptiness and P's being equal to T
are both initial conditions.

The next example is a bit more indirect. It comes from a
problem in a physics textbook.

(22) The ladder weighs 100 Ib with its center of gravity 20 ft
from the foot,
and a 150 Ib man is 10 ft from the top.

Because of the nature of the task, the reader must draw inferences
from this sentence about the relevant forces. We might represent
the inferences as follows:

(23) force(10Qlb,L,Down,xi), distance(F,xi,2Qfi), foot(F,L)

force(15Wb,x,Down,X2), distance(T,X2,10ft), top(T,y)

Here the predicate p is force, the first arguments are similar in
that they are both weights, the second and third arguments are
both identical (once we identify x with L), hence similar, and the
fourth arguments are similar in that they are points on the ladder
at certain distances from an end of the ladder (assuming y is L).
(Note that the implicit arguments x and y are resolved to L,
because those implicatures, i.e., the assumption of the identities
x = L and y = L, lead to the recognition of the parallel relation
and thus to the most economical and coherent interpretation.)

The next example is from a medical textbook on hepatitis:



94 CHAPTER 5

Body Material
blood

semen
vaginal secretions
menstrual blood

saliva

(saliva of)
infected
individuals

urine

Contains
contains

contain

has

in

contains

Concentration

highest concentration

lower concentrations

detectable ... no
more than half

low concentrations

Agent
HBV

agent

HBsAg

Figure 5.4 The Parallel Relation in Example (24).

(24) Blood probably contains the highest concentration of hep-
atitis B virus of any tissue except liver.
Semen, vaginal secretions, and menstrual blood contain
the agent and are infective.
Saliva has lower concentrations than blood, and even hep-
atitis B surface antigen may be detectable in no more than
half of infected individuals.
Urine contains low concentrations at any given time.

The predicate p is contain; the diagram in Figure 5.4 indicates
the corresponding similar arguments and the shared properties
(the column headings) by virtue of which they are similar. Note
also that the sentences are in order of decreasing concentrations;
it is very frequent for particular genres or "microgenres" to be
characterized by further constraints imposed on these universal
coherence patterns.

The next example is from Shakespeare's 64th sonnet:

(25) When sometime lofty towers I see down-rased
And brass eternal slave to mortal rage;

We would like to understand the chain of inferences that es-
tablish the parallel relation between "sometime lofty towers ...
down-rased" and "brass eternal slave to mortal rage." Prom
"down-rased" we can infer that the towers are destroyed. There
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are several possible interpretations of "mortal rage," but one is
that mortal rage is death. To be slave to death is to be con-
trolled by death, and thus to be destroyed. Therefore, the pred-
icate p which each half of the parallelism asserts is destroyed.
Next it must be determined in what way lofty towers and brass
eternal are similar. Towers, being buildings, are (relatively) per-
manent. Brass, being metal, is relatively permanent, and if we
take "eternal" to modify "brass" rather than "slave," the brass's
being eternal directly implies its permanence. Thus towers and
brass are similar in that they are at least seemingly permanent.
These clauses are interesting also because they have an internal
coherence relation of violated expectation: seemingly permanent
entities are destroyed.

The next example is a Congressman's complaint about com-
munication with the Nixon White House staff, quoted in the
Newsweek paragraph:
(26) We have nothing to say to Ron Ziegler,

and Al Haig's never been in politics.
The parallel relation here depends on the inference from each
clause that Ron Ziegler and Al Haig (similar entities, in that
both were advisors to Nixon) are people with whom members of
Congress cannot communicate.

Finally, an example from the heroin addict's life history:
(27) But he had a really fine pair of gloves,

and uh along with the gloves he had uh a— a cheap cam-
era, I don't know, it was a— a Brownie, I think,
and one or two other little objects that didn't amount to
doodly doo.

The three clauses are in a parallel relation because each asserts
the existence and expresses an evaluation of objects in stolen
luggage.

The elaboration coherence relation is just the parallel relation
when the similar entities aj and 6» are in fact identical, for all i.
It can be given the following definition:

(28) Elaboration:
Infer the same proposition P from the assertions of SQ
and Si.

i
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Frequently the second segment adds crucial information, but this
is not specified in the definition since it is desirable to include
pure repetitions under the heading of elaboration.

A simple illustration of the elaboration relation is the follow-
ing:
(29a) Go down First Street.

(29b) Just follow First Street three blocks to A Street.
From the first sentence we can infer
(30a) #0(Agent: you, Goal: x, Path: First St., Measure: y)

for some x and y. From the second we can infer
(30b) #o(Agent: you, Goal: A St., Path: First St., Measure: 3

blks)
If we assume that £ is A Street and y is 3 blocks, then the two
are identical and serve as the proposition P in the definition.

A slightly more interesting case is

(31) John can open Bill's safe.
He knows the combination.

From the first sentence and from what we know about "can,"
we can infer that John knows some action that will cause the
safe to be open. From the second sentence and from what we
know about combinations and knowledge, we can infer that he,
whoever he is, knows that dialing the combination on whatever it
is the combination of will cause it to be open. By assuming that
"he" refers to John and that the combination is the combination
of Bill's safe, we have the same proposition P and have thus
established the elaboration relation (and solved some coreference
problems as a by-product—see Hobbs (1980)).

This example illustrates an interesting point. Some might
feel the coherence relation here is really explanation. The sec-
ond sentence explains the first, because knowing the combination
causes one to be able to open the safe. Elaboration and expla-
nation can blend into each other for the following reason. To
recognize explanation, we need to infer 5i cause SQ. To recog-
nize elaboration, we must infer a P such that So imply P and
Si imply P. Very often the P is just the assertion of SQ itself,
that is, from each of SQ and Si we infer SQ. If in addition to
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inferring SQ from Si, we recognize that we have drawn that in-
ference, we have thereby inferred Si imply SQ. Implication can
be viewed as a kind of bloodless causality; it plays the role in in-
formational systems that causality plays in physical systems, and
it seems likely to me that we understand implication by analogy
with causality. That is, the inference Si imply SQ is a variety of
Si cause SQ.

It is also interesting to note that this example illustrates a
very common kind of elaboration pattern that we might call func-
tion-structure. The first segment is one in which an eventual-
ity is described in terms of its function in some larger environ-
ment. In the second segment the detailed, internal structure of
the eventuality is described. An example of this pattern from an
algorithm description is the following:

Initialize.
Set stack A empty and set link variable P to T.

The first sentence describes the role the operations play in the
program as a whole. The second sentence gives the specifics of
what has to be done.

The next example is from a book on the archaeology of China:
(32) This immense tract of time is only sparsely illuminated

by human relics.
Not enough material has yet been found for us to trace
the technical evolution of East Asia.

From "sparse" and "illuminate" we can infer in the first sen-
tence that the relics fail to cause one to know the "contents" of
the immense tract of time. From "not enough" in the second
sentence, we can infer that the material fails to cause us to know
the "contents" of the technical evolution. "Relics" and "mate-
rial" are the same, as are the "immense tract of time" and "the
technical evolution of East Asia." The proposition P is therefore
something like "The material found does not cause us to know
the contents of a tract of time."

The next example is from the medical text:
(33) Generally blood donor quality is held high by avoiding

commercial donors ...
Extremely careful selection of paid donors may provide
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safe blood sources in some extraordinary instances, but
generally it is much safer to avoid commercially obtained
blood.

Here it is crucial to recognize that blood donor quality being held
high is a way of minimizing risk, which implies greater safety.

Another from the Newsweek paragraph:

(34) Time is running out on Operation Candor.
Nixon must clear himself by early in the new year or lose
his slipping hold on the party.

Recognition of the elaboration relation depends on inferring the
commonality between "time is running out on ..." and "must
... by early in the new year," and then recognizing, either by
knowing or assuming, that "Operation Candor" and "Nixon ...
clear himself" are identical complexes of events.

Finally:

(35) Al Haig's never been in politics—
he can't even spell the word "vote."

Both clauses are intended to imply that Haig is not knowledge-
able about politics—the first by saying that he lacks the relevant
experience, the second by giving an alleged example of some "po-
litical" skill he lacks.

For simplicity, in the remaining definitions, it will be assumed
that the assertions of the segments that the relation links are
predications with one argument. The definitions can be extended
in a straightforward manner to more than one argument.

The exemplification relation is defined as follows:

(36) Exemplification:
Infer p(A) from the assertion of So and p(a) from the
assertion of Si, where a is a member or subset of A.

A fairly simple example is the following:

(37) This algorithm reverses a list.
If its input is "(A B C)," its output is "(C B A)."

Recognizing the relation depends on inferring "causes X to be
the reverse of X" from "reverses," inferring the causal relation
between the input and output of an algorithm, recognizing that
(A B C) is a list and that (C B A) is its reverse.
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This more complex example is from the archaeology text:
(38) We cannot affirm that the technical evolution of East Asia

followed the same course as it did in the West.
Certainly no stage corresponding to the Mousterian tra-
dition has been found in China.

"Cannot affirm" is matched by "no stage ... has been found."
China is a part of East Asia, and "stage ... in China" is one
portion of "the technical evolution of East Asia," just as the
Mousterian tradition is a portion of the technical evolution of
the West.

The generalization coherence relation is simply exemplifica-
tion with SQ and Si reversed.

There are two cases of the contrast relation. They can be
characterized as follows:
(39) Contrast:
(39a) Infer p(a] from the assertion of So and ->p(b) from the

assertion of Si, where a and b are similar.

(39b) Infer p(a) from the assertion of So and p(b) from the as-
sertion of Si, where there is some property q such that
q(a) and ~>q(b).

In the first case, contrasting predications are made about similar
entities. In the second case, the same predication is made about
contrasting entities.

The first example illustrates the first case:
(40) You are not likely to hit the bull's eye,

but you are more likely to hit the bull's eye than any other
equal area.

From the first clause we can infer that the probability of hit-
ting the bull's eye is less than whatever probability counts as
likely. From the second clause we can infer that the probability
is greater than (and thus not less than) the typical probability
of hitting any other equal area.

The second example illustrates the second case:
(41) If INFO(M) > INFO(N), then set M to LINK(M).

If INFO(M) < INFO(N), then set N to LINK(N).
What is asserted in each sentence is an implication. The first
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arguments of the implications are contradictory conditions. The
second arguments are similar in that they are both assignment
statements. Note that we must discover this relation in order
not to view the instructions as temporally ordered and thereby
translate them into the wrong code.

Finally, consider
(42) Research proper brings into play clockwork-like

mechanisms; discovery has a magical essence.
"Research" and "discovery" are viewed as similar elements,
"mechanistic" and "magical" as being contradictory. This there-
fore illustrates the first case.

The final coherence relation is the violated expectation rela-
tion, defined as follows:
(43) Violated Expectation:

Infer P from the assertion of SQ and ->P from the assertion
of Si.

This is simply the first type of contrast relation in which the
similar entities are in fact identical.

An example would be
(44) John is a lawyer, but he's honest.

Here one would draw the inference from the first clause that John
is dishonest since he is a lawyer, but that is directly contradicted
and thus overridden by the second clause.

In the following sentence from a referee's review,
(45) This paper is weak, but interesting.
one can infer from the first clause that the paper should be re-
jected, but from the second clause that it should be accepted.

Next:

(46) The conviction is widespread among Republicans that Mr.
Nixon must clear himself by early in the new year.
But they commonly doubt that the message is getting
through to the President.

Typically, if something is true of a person, that person would be
expected to know it. But the second sentence denies that.

The final and most complex example is from Lenin's State
and Revolution.
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(47) We are in favor of a democratic republic as the best form
of the state for the proletariat under capitalism;
but we have no right to forget that wage slavery is the
lot of the people even in the most democratic bourgeois
republic.

The democratic republic is best for the people under capital-
ism, but contrary to what one might expect from this, a rather
undesirable condition—wage slavery—would still obtain.

Prom one perspective, we can view the coherence relations as
text-building strategies, strategies the speaker uses to make the
listener's comprehension easier. But that does not answer the
question of why this particular set of relations should make com-
prehension any easier. It is tempting to speculate that these
coherence relations are instantiations in discourse comprehen-
sion of more general principles of coherence that we apply in
attempting to make sense out of the world we find ourselves in,
principles that rest ultimately on some notion of cognitive econ-
omy. We get a simpler theory of the world if we can minimize
the number of entities by identifying apparently distinct entities
as different aspects of the same thing. Just as when we see two
parts of a branch of a tree occluded in the middle and assume
that they are parts of the same branch, so in the expansion re-
lations we assume that two segments of text are making roughly
the same kind of assertion about the same entities or classes of
entities. When we hear a loud crash and the lights go out, we
are apt to assume that one event has happened rather than two,
by hypothesizing a causal relation. Similarly, the weak sort of
causality underlying the occasion relation seems to be a way of
binding two states or events into one. Recognizing coherence re-
lations may thus be just one way of using certain very general
principles for simplifying our view of the world.

These principles may in fact reduce to just three—causality,
figure-ground, and similarity. The occasion and causal relations,
explanation, and evaluation are all based on causality. The
expansion relations are based on similarity. It is obvious why
causality would be of interest to creatures like us, that have to
maneuver our way among events beyond our control; prediction
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promotes survival. Our interest in figure-ground relations and
similarity may reduce to causality as well. An entity (the fig-
ure) is causally influenced by the environment (the ground) in
which it is located, and similar entities behave causally in a sim-
ilar fashion (and when they don't, it is worthy of note). Thus,
knowing these relations aids prediction.

One could argue that this style of discourse analysis is orig-
inally due to Hume. In his Inquiry Concerning Human Under-
standing (Section III), he argued that there are general princi-
ples of coherent discourse resting upon general principles for the
association of ideas. "Were the loosest and freest conversation
to be transcribed, there would immediately be observed some-
thing, which connected it in all its transitions. Or where this is
wanting, the person, who broke the thread of discourse, might
still inform you, that there had secretly revolved in his mind a
succession of thought, which had gradually led him from the sub-
ject of conversation." Moreover, the three principles he proposed
are very close to our own principles of causality, figure—ground,
and similarity: "To me, there appear to be only three principles
of connexion among ideas, namely, Resemblance, Contiguity in
time or place, and Cause or Effect."

5.3 The Structure of Discourse

A clause is a segment of discourse, and when two segments of
discourse are discovered to be linked by some coherence relation,
the two together thereby constitute a single segment of discourse.
By recognizing coherence relations between segments, we can
thus build up recursively a structure for the discourse as a whole.
For example, in the Chomsky passage at the beginning of this
chapter, clauses (Ib) and (Ic) are linked by an occasion relation.
They combine into a segment that is in turn related to clause (la)
by an elaboration relation. This results in a composed segment
that consists of all of sentence (1); this is related to sentence (2)
by an occasion relation. We can call the resulting structure for
the text its "coherence structure." Typically, in a well-organized
written text, there will be one tree spanning the entire discourse.

This notion of structure in discourse allows us to get a handle
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on some classical problems of discourse analysis. Here I will touch
on just three: the notion of "topic," one aspect of the notion of
"genre," and some of the deviations from coherence that occur
in ordinary conversation.

There are really two notions of "topic" (and I refer here and
throughout only to discourse topic, not sentence topic). A topic
is a segment of a discourse about a single thing, and a topic is
a characterization of the thing a segment is about. The first
notion of topic is easy to characterize in terms of the coherence
structure of texts. It is a segment spanned by a single tree which
is not included in a larger segment spanned by a single tree.

There may seem to be problems with this definition when
topic boundaries are uncertain. In a dialog analyzed by David
Evans and me (Hobbs and Evans 1980), there is a stretch of talk
about the contents of envelopes the woman is carrying, and then
about her dissertation, a copy of which she is also carrying.
Are there two topics—envelopes and dissertation—or just one—
things she is carrying? It is hard to know what the maximal
segments should be. But this uncertainty as to topic structure
is exactly reflected in the uncertainty as to whether there is a
parallel coherence relation between the two segments. Is the fact
that she is carrying both the envelopes and the dissertation suf-
ficient for the similarity required by the definition of the parallel
relation? If so, there is one topic; if not, there are two.

The problem of characterizing the second notion of topic is a
bit more difficult, and we need to back up and discuss another
problem that has heretofore been glossed over. The definitions
of the coherence relations are stated in terms of what utterances
assert. In many cases it is simple to decide what is asserted: the
predication expressed by the main verb. So in

The boy hit the ball.

we are asserting something like hit(BOYi, BALL\). But there are
many utterances in which this simple rule does not apply. In

They hanged an innocent man today.

it may already be mutually known that they hanged someone,
and the speaker is asserting the man's innocence. Just what is
asserted by single clauses may depend on the syntactic struc-
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ture of the sentence, the mutual knowledge of the speaker and
listener, intonation, the relation of the clause to the rest of the
discourse, and other factors. This problem cannot be explored
here, however. For the purposes of this discussion we will assume
that the assertions of single clauses can be determined.

If the definitions of the coherence relations are to be applied
to segments of discourse larger than a single clause, we need to
be able to say what is asserted by those segments. We can do so
if, in the composition process, when two segments So and Si are
joined by a coherence relation into a larger segment S, we have
a way of assigning an assertion to S in terms of the assertions of
SQ and Si. The assertion of S will constitute a kind of summary
of the segment S.

As an approach to this problem we can divide the relations
into two categories: coordinating and subordinating. Among the
coordinating relations are parallel and elaboration. To recognize
a coordinating relation, one must generally discover some com-
mon proposition inferrable from each segment. We can assign
this common proposition as the assertion of the composed seg-
ment. For the parallel relation, we must infer p(a) and p(b),
where a and b are similar by virtue of sharing some property q.
We can then say that the composed segment asserts p(x) where x
is in {x | q(x)}. For example, in (22) the assertion of the whole is
something like "There are downward forces acting on the ladder
at some distance from an end of the ladder." In (25) the as-
sertion is "Seemingly permanent things are destroyed." For the
elaboration relation, we must infer some proposition P from the
assertion of each segment. We can say that P is the assertion of
the composed segment. In (31) the assertion is that John knows
that dialing the combination will cause the safe to be open.

Among the subordinating relations are ground-figure, expla-
nation, exemplification and generalization, contrast, and violated
expectation. In these relations one of the two segments, SQ or Si,
is subordinated to the other. We can say that the assertion of the
composed segment is the assertion of the dominant segment. In
fact, this is precisely what it means for one segment to be sub-
ordinated to another. In the contrast and violated expectation
relations "So, but Si," it is generally the second segment that
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is dominant, although there are exceptions. Thus, sentence (45)
urges acceptance of the paper (I am happy to report). In exem-
plification and generalization, it is the more general statement.
In explanation "So, because Si," it is the first segment, that
which is explained. For the ground-figure relation, the dominant
segment is the figure, the segment for which the background is
provided.

I'm not sure what to say about the occasion relation, whether
to say that the composed segment asserts the assertion of the
second segment, that it asserts the change, or that it asserts the
occurrence of some abstract event which decomposes into the
stated events, although I lean toward the last of these.

With rules such as these for assigning assertions to larger
segments of discourse, it becomes easy to define the second notion
of topic. A topic-in-the-first-sense is a composed segment. The
topic-in-the-second-sense of this segment is the assertion assigned
to it by the above rules, i.e., a kind of summary of its contents.

With this notion of discourse structure we can begin to examine
conventional structures peculiar to certain genres. There are in
principle many ways one could structure an account of a sequence
of events, but in a given genre, for one reason or another, a few
of the ways have been institutionalized or conventionalized into
frozen forms. It is these constrained coherence structures that
researchers who propose story grammars are seeking to charac-
terize.

As an illustration, let us look at a conventional coherence
structure for narratives that, to my knowledge, has not previ-
ously been observed. It is exhibited in the following two stories.
The first is from the life-history interviews with the heroin ad-
dict:
(48a) And one Sunday morning about ohhhh five o'clock in the

morning I sat down in the Grand— no no, not in the
Grand Central, in the Penn Station,

(48b) and while I was sitting there a young cat came up to me,
and he had his duffel bag and a suitcase, and he said,
"Look," he said, "maaan," he said, "I've got to make the
John. Will you keep your eye on the— on my stuff for

1
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me?" Well there were two . . . black fellows sitting down
at the end of the line, watching this procedure, you know
and I —

(48c) for a few minutes I thought well fuck it, I — you know
I'm gonna — the guy trusts me, what's the use of trying
to beat him.

(48d) But one of the black guys came over, and said, "Hey
maaan, why don't you dig in and see what's there, maaan,
maaan, you know, maybe we can split it,"

(48e) and I said we're not going to split it at all, it's mine, and I
picked up the suitcase, threw the duffel bag over my back
and I split,

(48f) and left a very irritated guy there, "I'll catch you moth-
erfucker," he said, and I said, "well maybe you will and
maybe you won't," and I'm hightailing it as fast as I can.

The second is from a life story collected by Charlotte Linde
(Linde 1990).
(49a) Uh, I started out in Renaissance studies,

(49b) but I didn't like any of the people I was working with,

(49c) and at first I thought I would just leave Y and go to
another university,

(49d) but a medievalist at Y University asked me to stay or at
least reconsider whether I should leave or not, and um
pointed out to me that I had done very well in the me-
dieval course that I took with him and that I seemed to
like it, and he was right. I did.

(49e) And he suggested that I switch fields and stay at Y

(49f) and that's how I got into medieval literature.
Both have the structure illustrated in Figure 5.5.

In each story, segment (a) provides background for (b). The
circumstance of segment (d) causes and thus occasions the events
of (e). Segments (c) and (d)-(e) are contrasting solutions. Seg-
ments (a)-(b) and (c)-(e) are related by an important subtype
of the occasion relation—a problem and its solution. Segments
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Occasion

1

Occasion Outcome
(f)

Problem: Solutions:
Ground-Figure Contrast

Setting Problem First Second
(a) (b) Alternative: Alternative:

(c) Cause-* Effect

Circumstance Second
(d) Alternative

(e)

Figure 5.5 The Structure of Stories (48) and (49).

(a)-(e) and (f) are related by another important subtype—a set
of events and its outcome.

It is likely that this structure is a very common pattern for
stories in our culture. It is a coherence structure, but not just any
coherence structure. In this convention, the occasion relations
are constrained to be a problem-solution relation and an event-
outcome relation, and the contrast has to be between two possible
solutions.

Other genres have similar conventional constrained coherence
structures. Considerations of coherence in general allow us to
string together arbitrarily many parallel arguments. But it is
a convention of argumentation for there to be just three, and
those ordered by increasing strength. In political rhetoric, one
also hears sequences of parallel statements, but for maximum
effectiveness, they should be more than just the semantic par-
allelisms characterized by the theory of coherence. They should
also exhibit a high degree of lexical and syntactic parallelism.

In a well-planned text, it is possible that one tree will span
the entire text. However, conversations drift. We are likely to see
a sequence of trees spanning conversational segments of various
sizes, with perhaps smaller trees spanning the gaps between the
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xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

Figure 5.6 Typical Structure of a Conversation.

larger segments—something resembling what is shown in Figure
5.6. To switch metaphors in midforest, we see a number of more
or less large islands of coherence linked by bridges of coherence
between two points at the edges of the islands. Thus, the first
sentence of a new island may be in a parallel relation to the last
sentence of the previous island, but in a way that fails to develop
the structure of either island. (The various ways this topic drift
takes place are examined in Hobbs (1990).)

A notorious example of such local coherence and global inco-
herence is the phenomenon of going off on a tangent. An example
of this occurs in the life-history interviews between the heroin ad-
dict Jack and the anthropologist Micheal Agar (Hobbs and Agar
1985). This interview began with Agar asking and Jack agreeing
to talk about Jack's move from Chicago to New York when he
was fifteen. After explaining why he left Chicago, Jack is now
telling how he did it—by hitchhiking. He mentions his previous
experience with hitchhiking and then slides into a reminiscence
about a trip to Idaho.

(50a) J: I had already as I told you learned a little bit about
hitchhiking,

(50b)

(50c)

J: I'd split out and uh two or three times, then come
back,

M: Uh huh.

J: The one—my first trip had been to Geneva uh New
York,

M: Uh huh.
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(50d) J: And then I'd uh once or twice gone to—twice I'd gone
to California,

(50e) And then I'd cut down through the South,

(50f) And I had sort of covered the United States.

(50g) One very beautiful summer I'll tell you about some
other time that I spent in Idaho

(50h) to this day I remember with nothing but you know
happiness,

(50i) It was so beautiful,

(50j) I'll—I'll never forget it,

(50k) I—Right up in the mountains in these tall pine forests,

(501) And it was something that you know is just—it you
know—

(50m) f J: It's indelibly in my memory,

[M: That's huh

(50n) J: And nothing could ever erase it.

(500) M: We'll have to—we'll come back to it one day.

(50p) J: Yeah, sometime you ask me about that.

(50q) M: Okay.

Figure 5.7 illustrates the structure of this passage.
In utterance (50a), Jack is working out a reasonable step in

his global plan, namely, to explain that he had the means to
leave Chicago—hitchhiking. He elaborates on this in (50b) to
(50e) by giving several parallel examples of his experiences with
hitchhiking, summing up in (50f). In (50g) he gives one final
example, and here the tangent begins as he elaborates on the
beauty of the summer. In (50h) he tells of his happiness. In
(501) he repeats that it was beautiful. In (50j) he says he'll never
forget it. In (50k) he gets specific about what was beautiful.
Utterance (501) is probably a false start for (50m), and in (50m)
and (50n) he says again in two different ways that he'll never
forget it.

It is interesting to see how this slide happens. The crucial
utterance is (50g). Significantly, it is not clear whether it is a

1
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Elaboration

' \
Exemplification Elaboration

(b) Parallel (f) (h) Elaboration Elaboration

(c) (d) (e) (i) (j) (k) Elaboration (n)
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Figure 5.7 Structure of Example (50).

topicalized sentence or just a noun phrase. It is uncertain which
predication is to be treated as its assertion. Insofar as it is an
exemplification of (50f), the assertion is "I spent one summer
in Idaho." But the predication that is elaborated upon subse-
quently, and thus functions as the assertion of (50g) from the
perspective of the last half of the passage, is "The summer was
very beautiful." It is the ambiguity in what (50g) asserts that
enables the tangent to occur. The anthropologist finally redi-
rects the interview in (50o) by picking up on the third predica-
tion made in (50g)—"I'll tell you about the summer some other
time"—and the interview gets back on track. (This and other
examples of the coherence of incoherent discourse are examined
more fully in Hobbs and Agar (1985).)

This example suggests an enrichment of our view of the func-
tion of the coherence relations. The coherence relations are not
merely constraints on the orderly top-down development of dis-
course. They are also resources to which the speaker may appeal
to get him from one sentence to the next when global constraints
are insufficient or insufficiently attended to. They are a means of
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finding a next thing to say. (See also Hobbs and Evans (1980).)
A tangent occurs when there is a kind of relaxation in the dis-
course planning process and local coherence is pursued to the
neglect of global concerns.

5.4 A Method for Analyzing Discourse

This account of the structure of discourse suggests a method for
analyzing discourse. The method consists of four steps, each an
order of magnitude more difficult than the one before it.

1. One identifies the one or two major breaks in the text
and cuts it there. That is, one chooses the most natural way to
divide the text into two or three segments. This can be done
on a strictly intuitive basis by anyone who has understood the
text, and among those who have understood it in the same way,
there will be a large measure of agreement. This process is then
repeated for each of the segments, dividing them in the most
natural places. The process is continued until reaching the level
of single clauses. This yields a tree structure for the text as a
whole.

In the passage from Chomsky cited at the beginning of this
chapter, for example, the major break comes between sentences
(1) and (2). Within sentence (1) there is a break between the
first clause and the last two, and of course a final break between
the second and third clauses of the first sentence. This yields the
tree of Figure 5.1.

2. One labels the nonterminal nodes of the tree with co-
herence relations. Proceeding from the bottom up, one devises
rough accounts of what is asserted by each composed segment.
Thus, in the Chomsky example, we label the node linking (Ib)
and (Ic) with the occasion relation. We label the node linking
the resulting segment and (la) with the elaboration relation. Fi-
nally, we label the node linking (1) and (2) with the occasion
relation.

In this step the method becomes theory-specific, as one must
know what the relations are and have at least rough characteriza-
tions of them. One aid in this task is to determine what conjunc-
tions or sentential adverbs it would be appropriate to insert. If

i
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we can insert "then" between SQ and 5i, and the sense would be
changed if we reversed the segments, then the occasion relation
is an excellent candidate. If we can insert "because," the expla-
nation relation becomes a strong possibility. "That is" or "i.e."
suggests elaboration, "similarly" suggests parallel, "for example"
suggests exemplification, and "but" suggests contrast or violated
expectation. It should be emphasized, however, that these tests
are informal. They do not define the relations. Conjunctions and
sentential adverbials impose constraints on the prepositional con-
tent of the clauses they link or modify, and in many cases these
constraints are almost the same as those imposed by some co-
herence relation. In the best of cases there is sufficient overlap
for the conjunction to tell us what the coherence relation is.

3. One makes (more or less) precise the knowledge or beliefs
that support this assignment of coherence relations to the nodes.
Each of the coherence relations has been defined in terms of the
inferences that must be drawn from the listener's knowledge base
in order to recognize the relation. When we say, for example,
that an occasion relation occurs between (Ib) and (Ic), we have
to specify the change asserted in (Ib) (namely, a change in mu-
tual knowledge about where the controversy lies, from the word
"identify") that is presupposed in the event described in (Ic),
(the effort to resolve the controversy). Thus, we need knowledge
about what change is effected by the action of identifying, and
we need to know the meanings of "controversy" and "resolution"
that allow us to talk about controversies being resolved.

The precision with which we specify the knowledge really can
be "more or less." We might be satisfied with a careful statement
in English, or we might demand formulation in terms of some
logical language, embedded within a larger formal theory of the
commonsense world.

4. One validates the hypotheses made in step 3 about what
knowledge underlies the discourse. Agar and I (Agar and Hobbs
1982) have discussed at length how this should proceed. Briefly,
one looks at the larger corpus to which the text belongs, a corpus
by the same speaker or from the same culture that assumes the
same audience. One attempts to construct a knowledge base or
system of mutual beliefs that would support the analyses of all
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of the texts in the corpus. If step 1 is a matter of minutes for
a text of paragraph length, step 2 a matter of an hour or two,
and step 3 a matter of days, then step 4 is a matter of months
or years.

In each of these steps difficulties may arise, but these difficul-
ties in analysis will usually reveal problematic aspects of the text.
In step 1, we might find it difficult to segment the text in certain
places, but this probably reflects a genuine area of incoherence
in the text itself. We might find it easy to segment the text
because the segments are about clearly different topics, but be
unable to think of a coherence relation that links the segments.
When this happens, it may be that we have found two consec-
utive texts rather than a single text. At times the knowledge
that underlies a composed segment is not obvious, but this often
leads us to very interesting nonstandard assumptions about the
belief systems of the participants. For example, to justify the
explanation relation in (18), we have to assume it is mutually
understood that movie theaters are shelters. Finally, we often
cannot be sure the knowledge we have assumed to be operative
really is operative; looking at further data forces revisions in our
assumptions.

The theory of local coherence in discourse I have sketched
in this chapter is part of a larger theory that seeks to make ex-
plicit the connection between the interpretation of a text and
the knowledge or belief system that underlies the text. The co-
herence relations that give structure to a text are part of what
an interpretation is; they are defined in terms of inferences that
must be drawn to recognize them, and thus specify one con-
nection that must exist between interpretations and knowledge.
The method outlined in this section can be used to exploit that
connection in several ways.

Where, as in ethnography, our interest is in the belief systems,
or the culture, shared by the participants, the method acts as a
"forcing function." It does not tell us what the underlying beliefs
are, but it forces us to hypothesize beliefs we might otherwise
overlook, and it places tight constraints on what the beliefs can
be.

Where our interest is primarily in the interpretation of the
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text, as in literary criticism, the method gives us a technique
for finding the structure of the text, an important aspect of the
interpretation. In placing constraints on the ideal structure of a
text, it can point us toward problematic areas of the text where
the ideal of coherence proposed here does not seem to be satisfied.
We might ultimately decide in such cases that the ideal is in
fact not satisfied, but many times we will find that the attempt
to satisfy the ideal leads us to interesting reinterpretions of the
whole text. The next chapter provides an example of this.



6

"Lawrence of virtuous
father virtuous son":
A Coherence Analysis

A sonnet is brief enough that we can examine it in detail in the
framework presented in this book, with something approaching
completeness. The one we shall examine is John Milton's 20th
sonnet, given below. Jakobson and Jones (1970) displayed a
similarly close reading of a sonnet in their brilliant analysis of
Shakespeare's 129th sonnet. The difference between that analysis
and this is instructive. They focused on oppositions and corre-
spondences between various divisions of the poem as revealed by
phonological, lexical, and syntactic features. At the time their
analysis was written, linguistics had very little to say about how
the meaning of texts was composed out of the meaning of its con-
stituents, and in their analysis the meaning of the poem is taken
for granted. Indeed, it is very nearly ignored. The oppositions
that are pointed out are rarely related to meaning; they are left
rather as a stunningly dense but ultimately irrelevant texture of
decoration. In the last two decades substantial progress has been
made in our understanding of how the meaning of texts can be
represented and computed, and in the analysis below, the focus
is on how this happens. No attention is given to phonological
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features, and lexical and syntactic features are examined only
insofar as they relate to the reader's construction of the meaning
of the poem. It is an account of how the ordinary meaning of the
poem is accomplished, both by the writer and by the reader—
an account of how the reader creates the meaning and what the
writer has done to enable the reader to create it. The artistry
we discover lies in the way Milton was able to exploit ordinary
processes of comprehension to produce a text that conveys so
much with so little.

I have broken up many of the lines of the sonnet for conve-
nience of reference in the analysis; the fact that so many of the
lines have to be broken up like this is related to a source of one
of the poem's special beauties, as discussed below.
(1) Lawrence of virtuous father virtuous son,
(2a) Now that the fields are dank,
(2b) and ways are mire,
(3a) Where shall we sometimes meet,
(3b) and by the fire
(4a) Help waste a sullen day;
(4b) what may be won
(5a) From the hard season gaining;
(5b) time will run
(6a) On smoother,
(6b) till Favonius reinspire
(7a) The frozen earth;
(7b) and clothe in fresh attire
(8a) The lily and the rose,
(8b) that neither sowed nor spun.
(9) What neat repast shall feast us, light and choice,
(lOa) Of Attic taste, with wine,
(lOb) whence we may rise
(lla) To hear the lute well touched,
(lib) or artful voice
(12) Warble immortal notes and Tuscan air?
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(13a) He who of these delights can judge,

(13b) and spare

(14a) To interpose them oft,

(14b) is not unwise.

Recall from Chapter 5 that a clause forms a discourse seg-
ment, that two segments are linked by a coherence relation if
inferences derivable from the content of the segments satisfy the
definition of the coherence relation, and that when a coherence
relation links two segments, the two together constitute a larger
segment that can be summarized by what we call the assertion of
the segment. In orderly discourse this yields a tree-like structure.
The structure being proposed for the Milton sonnet is illustrated
in Figure 6.1. In my exposition, I will attempt to justify this
structure, working my way from the lower nodes to the higher
ones. For convenience the nodes are numbered in the order in
which they are discussed.

For the time being, we will ignore the first line. It is tempting
to dismiss it altogether as a mere vocative, but as we shall see,
it plays a much more important role in the poem.

The first step in a coherence analysis is to divide the text suc-
cessively into intuitively perceived segments. The last thirteen
lines of the poem split, conventionally enough, into two parts,
lines (2)-(12) and lines (13)-(14). The first of these splits into
two parts, lines (2)-(8) and lines (9)-(12). The first of these
again splits into two parts, lines (2)-(5a) and lines (5b)-(8), and
the first of these splits into two parts, line (2) and lines (3)-(5a).

The next step is to examine in finer detail the content of the
segments to determine the coherence relations that link them
and the shared knowledge or beliefs that must be called upon to
establish these relations.

Lines (2a) and (2b) (Node 1) stand in a parallel relation. To
establish this, we must show that the same property is being
predicated of similar entities. The similar entities are the fields
and the ways, similar in that both are outdoor regions. The
property of being wet is inferrable both from being dank and
from being mire. The definition of the parallel coherence rela-
tion is satisfied, and the summary or assertion of the composed
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segment, that is, of all of line (2), is "Outdoor regions are wet."1

There is moreover an internal coherence relation in line (2b) in
the contrast between "way" and "mire." The purpose of a way
is to allow people to travel, and mire obstructs travel. This sug-
gests a further parallel between lines (2a) and (2b), that these
outdoor regions are difficult to work and travel in. This provides
a motivation for the next segment of the discourse.

The segment from line (3a) to line (5a) splits into two parts,
lines (3)-(4a) and lines (4b)-(5a). In the first of these, two
clauses, line (3a) and lines (3b)-(4a) (Node 2) are linked by
the occasion coherence relation. A meeting is a change of state
from not being together to being together, and being together
is a precondition for "[we] help waste ..." The word "help," in
particular, emphasizes their being together. A summary of the
composed segment (3)-(4a) might be something very close to its
second clause—"Together we waste a sullen day."

Lines (4b)-(5a) stand in a parallel relation to this segment
(Node 3). The two similar entities are the time periods, the
day and the season, and their similarity is strengthened by their
further similarly unpleasant properties: the day is sullen and
the season is hard and gaining. The property asserted of the
day is that together we will waste it. The property asserted (or
questioned) of the season is that something will be won from it,
presumably by us. Here is a place where the desire to find coher-
ence in the text leads us to make an assumption that we would
otherwise not necessarily make. If we are to recognize a parallel
relation here, as is strongly suggested by the similarity of the
entities, then we must see "waste together" and "win something
from" as implying identical properties. We can do this by as-
suming that wasting time together is a good thing to do. This
implicature turns out to be central to the meaning of the whole
poem. One could have imagined the poet believing wasting time
together was losing, not winning. A summary of the segment
(3)-(5a) is then something like "Is it possible for us to waste
together a sullen or hard period of time, which would be a good
thing to do?"

1This loses some of the poetry of the original.
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Between the highest levels of each segment there is a kind of
enablement relation, in that the first questions the place for a
meeting, the second questions what can be accomplished from a
meeting, and the place is a prerequisite for whatever is accom-
plished.

Between segments (2) and (3)-(5a) (Node 4), there is at least
a relation of ground-figure. Segment (2) describes the environ-
ment, and segment (3)-(5a) questions the possibility of an event
that may take place within that environment. I think one could
argue that there is also an occasion relation between the two seg-
ments. There is an internal contrast in segment (3)-(5a) between
the unpleasant periods of time and the wasting time together by
the fire, and in fact there is an implicit change of state here. We
imagine the poet and Lawrence coming in from the cold rain and
sitting down by the fire. The initial state of this change of state,
the unpleasant weather, is precisely what is conveyed by segment
(2), and we thus satisfy the definition of the occasion coherence
relation.

The chain of events thus initiated is continued through line
(12).

Before moving on, however, we should point out the nice am-
biguity of the word "gaining." Line (2), with the "Now that"
construction, implies a period of some duration. Lines (3)-(4a)
make the period of a day habitual by the use of the word "some-
times," thereby indicating a period of longer than a day. Lines
(4b)-(5a) mention explicitly the season, which is hard, and "gain-
ing" adds an urgency to this, implying the season is becoming
increasingly hard. But at the same time, although not supported
by the syntax, "gaining" echoes the word "won," so that as the
hard season is gaining in intensity, we are gaining our pleasant
respite as well. Thus, the word "gaining," by itself, in its explicit
function and in its echo, conveys the contrast that the first part
of the poem is built around.

Lines (5b)-(6a) exhibit a skillful effect that is worth a di-
gression. I was once shocked to see in a folded newspaper the
headline

President Botha of South Africa
Refuses Nobel Peace Prize
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I seized the paper and unfolded it to read on, and there was the
rest of the headline.

Winner Bishop Tutu's Request for Meeting

Stanley Fish (1980, pp. 162-166) has pointed out that just such
a device can be utilized in poetry. A line is broken in a place
that suggests one interpretation. The reader adopts that inter-
pretation. He or she reads on and is forced to reinterpret. The
two meanings frequently create a tension that is central in the
poem. Therefore, for a full appreciation of a poem or other lit-
erary work, we need to examine not just the interpretation the
reader ends up with upon finishing the work. We need to look as
well at the partial interpretations produced along the way, and
how the author manipulates the reader through these partial in-
terpretations. One could say, in fact, that part of what it is to
read a work as an artistic production is to focus not just on the
final meaning, but on the reader's experience along the road to
that final meaning.

We have an example of such a device here. Immediately
after the words "the hard season gaining," we see "time will
run." "Time" parallels "the hard season" and "run" parallels
"gaining." The reader's first impression is that the same idea
is being repeated and emphasized. Not only is the hard season
gaining, it is gaining quickly, and we feel a heightened sense of
urgency. Then we read on and the meaning changes completely.
We go from a sense of urgency to a sense of repose. But this,
again, is exactly the tension that the whole first half of the poem
has attempted to create.

Lines (6b)-(7a) and lines (7b)-(8a) (Node 5) stand in a par-
allel relation. Their elements can be lined up side by side. The
"-inspire" in "reinspire" corresponds to "clothe"; both indicate
a change of state from barrenness to greater fullness. The "re-"
of "reinspire" corresponds to "fresh," both indicating a return to
the fullness. The "earth" corresponds to "The lily and the rose"
that arise from the earth. Both clauses thus describe a change
of state of the earth and its products into a greater fullness.

One's first impression of clause (8b), "that neither sowed nor
spun," is that it was put there for scansion and rhyme. This
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should make us suspicious that something else is going on. Milton
is a great poet, and his words deserve to be taken seriously.
However, we will postpone discussion of this clause until the end.

The word "till" indicates explicitly a relation of temporal suc-
cession between segment (5b)-(6a) and segment (6b)-(8) (Node
6). The content of the segments gives us something stronger—
an occasion relation. Segment (6b)-(8) describes a change of
state, whose initial state, the frozen earth, is presupposed in
segment (5b)-(6a), in that it is the reason for wanting time to
run on smoothly. The missing complement for the comparative
"smoother" would be something like "than expected for winter."
Since segment (6b)-(8) is grammatically subordinated, the com-
posed segment (5b)-(8) asserts the same as its first constituent
segment, that time will run on more smoothly.

Between segments (2)-(5a) and (5b)-(8) (Node 7) there seems
to be a causal relation. Wasting time together causes time to run
on smoother. Note, however, that although the causal relation is
strongly implied by the word "will," it is not explicitly signalled.
To recognize the relation we have to assume it is one of the
poet's beliefs that spending time together eases hardship. Thus,
we are again forced to draw as an implicature a proposition that
is very close to the central thrust of the poem. This causal
relation constitutes a good summary of the first eight lines of
the poem—"Wasting time together will make time run on more
smoothly than it otherwise would in a hard season."

We will analyze segment (9)-(12) by starting at the end and
working backwards. Between line (lla) and lines (llb)-(12)
(Node 8) there is a parallel relation. The same property, our
hearing, is asserted of two entities, the lute and the voice, that
are similar first in that both are musical sounds, but also in that
both are characterized by artistry—"well touched" and "artful."

There is an explicit temporal relation between line (lOb) and
segment (11)-(12) (Node 9), and an explicit temporal relation
between lines (9)-(10a) and segment (10b)-(12) (Node 10). Our
desire to maximize coherence can have an interesting effect here.
We would like to see these relations as not merely temporal,
but as occasion relations as well. Segment (9)-(10a) describes a
state of eating a meal. Segment (11)-(12) describes a state of
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listening to music. Segment (lOb) describes a change of state
from sitting at the table to standing and being ready to move to
another location. It would be easy to imagine in these lines, from
the words "feast," "wine," "lute," and "voice warble immortal
notes," a scene of immoderate indulgence, reclining on couches
feasting and drinking wine while the musicians play. The change
of state described in line (lOb) blocks this interpretation, by
separating the eating and the music. To see the occasion relation,
we need to assume that sitting in one place is appropriate for
eating, and moving to another place is appropriate for listening
to music.

This balance between enjoyment and control reflects in the
small the balance between delight and duty urged by the poem
as a whole. It is conveyed additionally by the interweaving of
words of art and moderation with words of feasting. Nearly
every phrase in lines (9)-(12) exhibits this internal contrastive
relation. The "repast" is "neat," the "feast" is "light and choice,"
the "lute" is "well touched," and the "voice" is "artful." It is
also significant that the cultures that are mentioned, "Attic"
and "Tuscan," are cultures that are characterized by measured
conduct. What is described is neither a Spartan repast nor a
Roman feast.

The next coherence relation to be examined is that between
segment (2)-(8) and segment (9)-(12) (Node 11). Recall that
the summary of the first is "Wasting time together will make
time run on more smoothly than it otherwise would in a hard
season." A summary of the second is "We will enjoy a mod-
erate but pleasant feast." Feasting together is a more special-
ized description of wasting time together, and enjoying and the
pleasant quality of the feast are specialized descriptions of time
running on smoothly. We have already at Node 7 made explicit
the causal relation between wasting time together and time run-
ning on smoothly. The causal relation between the feast and
the enjoyment is not explicit in segment (9)-(12), but it can be
inferred—people enjoy eating—and in fact is a specialization of
the implicature we drew in our analysis at Node 7. Segment
(9)-(12) can thus be seen as a specialization or exemplification
of segment (2)-(8).
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We may also note two other progressions in the poem so far.
The first is in the three questions asked. The first, in line (3a),
asks about a prerequisite for meeting—the location. The second,
in line (4b), asks in general terms what can be gained from the
meeting. The third, in line (9), asks in more specific terms what
can be gained from the meeting. This corresponds to the causal,
then specialization relations we found among the segments.

The second progression is that the atmosphere continues to
lighten from line (2) to line (12). We hear of ever more pleasant
situations. At first, the dank and mire of the winter are de-
scribed most fully, even though the sentences concern an escape
from these conditions. In lines (5b)-(8) there is a balance be-
tween the harsh season and the escape from the harsh season that
first spending time together and then the coming of spring will
provide. In lines (9)-(12), the harsh season is gone altogether,
and the pure enjoyment is tempered only by the moderation that
virtue dictates. Thus in the progression of the descriptive con-
tent of the poem, we see reflected exactly the change of state
that the first part of the poem is organized around.

Lines (13) and (14), unsurprisingly, provide the coda. It too
has internal structure. Let us first note that the conjoined verb
phrases in the relative clause of line (13a) and lines (13b)-(14a)
(Node 12), stand in a parallel or perhaps even a causal rela-
tion. Two properties are being predicated of "He" and "these
delights," first "judge" and second "spare to interpose oft." They
are similar in that they are both prepositional attitudes one takes
toward actions. Thus, we have at least a parallel relation between
the clauses. However, one can argue that there is a causal rela-
tion as well, since judging whether or not to take an action is a
prerequisite for taking it. This rule is not necessarily among the
reader's own beliefs. There are, after all, many precipitous peo-
ple who do not judge before they act. But we may assume it is
a belief of the poet's, and if we do, we can discover the stronger,
causal coherence relation between the clauses. Once again, to
maximize the coherence of our interpretation, we are driven to
draw as an implicature a rule that is very close to the central
meaning of the poem.

Lines (13)-(14a) constitute the subject of a sentence and line
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(14b) provides the predicate complement (Node 13), so in one
sense there is no discourse structure to analyze. It is all in the
syntax. But there is an internal coherence relation between the
relative and main clauses. Parallel mental qualities are being
predicated of "He," in lines (13)-(14a) an attitude toward one's
actions, and in line (14b) a general mental and moral charac-
teristic. Moreover, when we say "He who VPi, VP^" we are
asserting the general rule (V:r) VP\(x) D VP%(x). That is, for all
entities a;, if the verb phrase VP\ is true of a;, then so is the verb
phrase VP^. So the relation is more than simply parallelism, it
is implicational (or, as I suggested in Chapter 5, causal).

The same balance between words of enjoyment and words
of moderation that characterized segment (9)-(12) also charac-
terizes segment (13)-(14). "Delights" is balanced by "judge."
Rather than using the bare adjective "wise," Milton softens it to
"not unwise," thereby balancing the literal predication with the
ephemeral suggestion of "unwisdom." The use of the word "in-
terpose," rather than a phrase like "indulge in," for example, by
itself suggests moderation. It forces us to focus on those activi-
ties, presumably the more serious business of life, among which
the delights are interposed. Finally, the word "spare" by its own
ambiguity suggests this balance so central to the meaning of the
poem.

The intended meaning of the word "spare" has been a mat-
ter of controversy throughout the critical history of the poem, as
summarized in A Variorum Commentary on the Poems of John
Milton (Woodhouse and Bush (1972), pp. 474-476). One group
of critics argues that the phrase "spare to interpose" is to be in-
terpreted as "refrain from interposing," whereas the other group
of critics argues that it means "spare time to interpose." The
difference is, of course, complete. It is a question of whether
the principal thrust of the poem is one thing or its opposite.
Stanley Fish ((1980), pp. 148-152) uses this controversy itself as
evidence for an intended ambiguity. The analysis given here is
quite similar to Fish's. But contrary to Fish, I will argue that
the readings are not actually contradictory, but merely indica-
tive of the moderation that is the pervading message of the entire
sestet.
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Let us heed Fish's advice and examine our experience as we
read carefully and attempt to construct coherent interpretations
of successive initial segments of the poem. When all that has
been seen is "... of these delights can judge, and spare," only
one interpretation is possible. "Judge and spare" constitutes a
conjoined verb phrase sharing the object "these delights." The
sense must be "refrain from." This is reinforced by the adjectival
meaning of "spare" as thin and lean, a counterpoint to the word
"delights," not supported by the syntax, but perhaps primed in
the reader's mind. However, the comma (and in the original ver-
sion of 1673 the capitalization of "And") militate against parsing
the words as conjoined verbs. Whether or not this meaning oc-
curs to the reader at this point, it could not survive long.

We continue on to the words "To interpose them." At this
point, the "refrain from" meaning cannot possibly be correct.
It would be in flat contradiction to the rest of the poem. It
would perhaps be possible to resolve the contradiction, but the
resulting interpretation—one must abstain from even moderate
delights—would be quite jarring, in contrast to the easy, relaxed,
and moderate tone of the entire sonnet. We are thus forced
toward the other sense of "spare." We are being urged to spare
time to interpose the delights, and this meaning meshes well with
and in fact sums up the entire poem.

Then we come to the word "oft." Suddenly the "refrain from"
sense becomes possible again, but this time in a way that does not
contradict our previous interpretation. In any sentence in which
an adverbially modified clause is embedded in a higher operator,
there is a question of what the argument of the higher operator
is. It is always possible for it to be the adverbial rather than the
main verb. In "He has not written any papers recently," it is not
his writing of papers that is being denied, but the recency of any
such writing. Similarly here, it is not interposing delights among
our duties that we should refrain from, but doing so too often.
We can take Milton to be saying that we should spare time to
interpose delights, but we should refrain from interposing them
too often. Both senses of "spare" can therefore be adopted, not
in a contradictory but in a qualifying fashion.

This analysis differs somewhat from Fish's. Fish argues that
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a sharp and irresolvable ambiguity was intended by Milton and
was his way of throwing the whole moral problem of duty versus
delights back to the reader. I find this reading more clever than
plausible. In the reading suggested here, the ambiguity is also
intended by Milton, but not as a way of setting up an irresolvable
conflict. Rather, it is a way of urging a measured approach to
the moral problem, one that allows for the proper amounts of
each activity.

In the ambiguity of the single word "spare" we thus see an
example of something that is not uncommon in the best litera-
ture. The rhetorical device of paradox asserts something that is
contradictory. In the rhetorical device of irony, a contradiction is
implicit; what is said conflicts with what can be taken to be a be-
lief shared by the speaker and listener. We can take as the purest
example of these devices the ordinary utterance, "Well, ... that's
true and it isn't true." We do not want to convict the speaker of
this utterance of inconsistency, and this forces us to reinterpret
the utterance, or interpret it more deeply. The utterance is thus
a way of saying, "The situation is not so simple."2 We interpret
it by inferring something like "It is true in that PI, P%, and PS,
but it is not true in that Q\, Q%, and Q$" and this elaboration
is just the kind of more complex analysis of the situation that
is being urged. The devices of paradox and irony are, in their
highest uses, ways of conveying a complexity that is otherwise
difficult to convey with the sometimes too blunt instrument of
language. Milton has used the ambiguity of the word "spare" to
the same effect. It is not the case simply that one should indulge
in delights or that one should not indulge in delights. The situ-
ation is more complex. One must judge carefully and enjoy the
delights in moderation.

The next coherence relation we need to examine is that be-
tween segment (2)-(12) and segment (13)-(14) (Node 14). The
assertion of the first is "Wasting time together will make time
run on more smoothly than it otherwise would in a hard season."
The assertion of the second is "If one engages in these delights

2Schourup (1985) has argued that this is the function of the particle "well"
by itself.
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in moderation, one is not unwise." These stand in an elabo-
ration relation. The same principle is being communicated by
both segments. The first does so in a way that describes explic-
itly the beneficial consequences of wasting time together. The
second does so by describing a character trait, wisdom, that is
possessed by one who takes actions that have beneficial conse-
quences.

There has been a moral tone throughout this poem, but it
has been in the lexical balance we have discussed, rather than in
what has been asserted. There is no necessarily moral implica-
tion in the idea that it is not unwise to waste time with friends
occasionally in a hard season because it makes time run on more
smoothly. In the topmost coherence relation in the poem, that
between line (1) and lines (2)-(14) (Node 15), the moral char-
acter of the message becomes explicit. Line (1) becomes more
than a mere vocative if we take it to be predicating virtue of
Lawrence, if we take Lawrence to be one of the possible he's in
line (13a), and if we take the wisdom of wasting time together
in moderation to be one part of virtue. Segment (2)-(14) then
becomes an elaboration (or possibly a specialization) of line (1).
One aspect of the detailed nature of virtue is being explicated.
The poem is, of course, an exhortation to Lawrence, first rec-
ognizing his virtue, to take a milder, but not too mild, view of
virtue.

Finally, let us return to the one unaccounted for phrase, in
the middle of the sonnet, at the end of the octet, "that neither
sowed nor spun." This is an allusion to Matthew 6:26,

Behold the fowls of the air: for they sow not, neither
do they reap, nor gather into barns; yet your heavenly
Father feedeth them. Are ye not much better than
they?

and to Matthew 6:28,

And why take ye thought for raiment? Consider the
lilies of the field, how they grow; they toil not, neither
do they spin:

in the Sermon on the Mount. Jesus taught that life is not all work



A COHERENCE ANALYSIS OF A SONNET BY MILTON 129

directed toward sustenance, and Milton's sonnet urges the same.
(There is a significant difference, however; in this passage Jesus
was telling this followers to take more time not for moderate
delights but for seeking after God.) By means of this allusion,
Milton claims the sanction of religion for what he is advocating.

Many, perhaps all, poems work by presenting us with a very
rich fabric of coreference (very abstractly defined, to include such
things as alliteration and rhyme) and inviting us to discover the
coherence. Very often, discovering the coherence requires us to
call forth and force into combination large, highly structured
conceptual schemas that are heavily charged emotionally.3 A
fairly pure example can be seen in Ezra Pound's famous haiku,
"In a Station of the Metro":

The apparition of these faces in the crowd;
Petals on a wet, black bough.

Here two powerful but unrelated images are presented to us indi-
vidually and we are forced to discover their relation. In Milton's
sonnets generally and in the twentieth one in particular we are
not given such large-scale, separate, and unitary images to make
of what we can. The poems seem to proceed on a much more
literal level. Yet this poem is also built around a highly charged
tension, that between hard duty in the face of adversity and the
easy comforts of relaxed fellowship. The tension operates in a
much more interwoven fashion than it does in Pound's haiku, but
just as in the haiku, juxtaposition seems to promise coherence
and thus impels us to try to construct a coherence. In Milton's
sonnet, we find that when we have constructed the coherence, we
have done so by bringing together schemas for duty and delights
and by recognizing causalities and resolving conflicts between
them. For example, at Node 3 we were led by the similarity of
entities to expect a parallel coherence relation between the con-
stituent segments, and thus led to draw as an implicature the

3This characterization is similar to an account of the aesthetic experience
proposed by Bever (1986). In his view an aesthetically satisfying experience
is one that "stimulates a conflict in perceptual representations, which is
resolved by accessing another representation that allows the two conflicting
ones to coexist" (p. 316).



130 CHAPTER 6

proposition that moderate delights can be good. We were re-
quired to draw essentially the same implicature to recognize the
causal relation at Node 7. Resolving the clash between the words
of indulgence and the words of control in the sestet, and espe-
cially grappling with the ambiguity of the word "spare," forced
us into a more complex appreciation of the delicate relationship
between duty and delight.

The coherence analysis of a text is a way of reading closely. It
is a way of forcing one's self to ask certain questions about how
the various elements of the text fit together and why. Much of the
time it forces us to make explicit what we recognized implicitly
on casual reading. In other cases, it leads us to discover new
beauties in the work that we would otherwise have missed.

After this kind of microanalysis, however, one must always
read the poem through one more time, to experience it holis-
tically, informed, however, by the subtle beauties one has dis-
covered. To encourage that, I close this chapter with the entire
sonnet, this time without the referential apparatus.

Lawrence of virtuous father virtuous son,
Now that the fields are dank, and ways are mire,
Where shall we sometimes meet, and by the fire
Help waste a sullen day; what may be won

Prom the hard season gaining; time will run
On smoother, till Favonius reinspire
The frozen earth; and clothe in fresh attire
The lily and the rose, that neither sowed nor spun.

What neat repast shall feast us, light and choice,
Of Attic taste, with wine, whence we may rise
To hear the lute well touched, or artful voice

Warble immortal notes and Tuscan air?
He who of these delights can judge, and spare
To interpose them oft, is not unwise.



Structuring in Nerval's
Sylvie
WITH PATRIZIA VIOLI

7.1 Introduction

This chapter has two aims—first, to apply and extend the method
of text analysis presented in Chapter 5 to a longer literary work,
Gerard de Nerval's Sylvie, and second, to use this analysis as a
way of explicating the structure and the meaning of the novella
and the close relationship between the two.

Implicatures are central to our analysis. An implicature is a
proposition the reader or listener assumes to be a belief shared
with the speaker or writer in order to maximize the coherence
of the interpretation of the discourse. We saw an implicature
in Section 4.3.3 function in the interpreting of a complex meta-
phor. We saw a number of cases of implicature in the examples
of Chapter 5, leading for instance to the resolution of pronouns
and omitted arguments. The interpretation of Milton's sonnet in
Chapter 6 required several implicatures central to the meaning of
the poem. We will see the same thing happening in the analysis
of this work, for much of the coherence of Sylvie depends not on
knowledge the author and reader already share, but on assump-
tions the author wishes the reader to make about the deeper sig-
nificance of events recounted or about what particular concrete
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entities symbolize. Thus, in Section 7.2.1 we see how recognizing
the structure of the novella depends on our assuming, or drawing
the implicature, that Sylvie and Aurelie represent reality while
Adrienne represents a romantic ideal. Coherence theory gives us
a way of validating such interpretations of a text in terms of text
structure.

One difficulty we face is that our style of microanalysis re-
quires a great deal of time-consuming attention to detail. It is
simply not feasible to perform it on an extended text, literary
or otherwise. Hence one of the goals of this work is to find rea-
sonable principles of selection of passages for microanalysis, so
that what we learn about these will tell us about the text as a
whole. We have chosen two sorts of passages. In Section 7.2 we
look at the level of the story itself, examining four key episodes.
In Section 7.3 we consider the level of the narration, examining
the sometimes confusing transitions in the story from one time
to another. In their different ways, both these sets of passages
tell us something about a core theme of Sylvie—the narrator's
failure to integrate romance and reality, the past and the present.

In this chapter, as in Chapter 6, the intent is to examine not
merely the meaning of the text, but much more, how the writer
and reader each accomplish the meaning of the text.

7.2 The Failure of the Romantic Image

7.2.1 The Global Structure of Sylvie
Sylvie is a story of the narrator's romantic relationships with
three women—a girl Adrienne he saw singing one evening at a
festival in his childhood, a peasant girl Sylvie whom he grew up
with, and an actress Aurelie whom he becomes involved with as
an adult. The story is told in fourteen chapters that introduce,
maintain and finally "resolve" the story's fundamental tension
between the narrator's romantic image of Adrienne and ordinary
reality. The events of the story take place at six times which we
call TO, Tla, Tib, T2, T3 and T4.

The story begins at time T2 with the narrator N as an adult.
(We will refer to the narrator as N, to the author as Nerval.)
N leaves the theater, infatuated by the actress Aurelie. After
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dining with friends, he happens to read in a newspaper of an
annual festival at Loisy, a village of his childhood.

In Chapter 2 he has gone to bed, and in a half-dream, we
are brought back to time TO, in N's childhood. At a festival at
an unnamed chateau, he sees Adrienne, the daughter of a local
noble, for the first time. She is called upon to perform a dance
and does so with angelic, ethereal grace. The memory of this
event influences N's relations with the other women he knows
for the rest of his life.

In Chapter 3 he suddenly decides to go to the festival at
Loisy, gets up again at one o'clock in the morning, and catches
a coach.

In Chapters 4 through 6 we find N at a festival in the country,
the festival that in Chapter 3 he intends to return to. It is
common for the reader to confuse the time of these events on
first reading. They seem to be a continuation of the events of
Chapter 3. But as we learn later (or immediately, if we interpret
correctly), they are really the memory of an earlier return, at a
time we call Tla. On that visit, N meets Sylvie at the festival
in the evening. The next morning they take a country walk
together, ending up at the cottage of Sylvie's aunt in the village
of Othys, where they dress themselves in the aunt's and uncle's
wedding clothes. We learn that Sylvie has also been the subject
of N's romantic fantasies.

Chapter 7 first returns us to time T2, with N on the road at
night going toward Loisy. He slips into his only other memory of
Adrienne, this one of an even more dreamlike character. N and
Sylvie's brother are on an evening excursion at a time we will
call Tib (since it is unclear whether it precedes or follows time
Tla.) They happen upon a ceremony of sorts in which Adrienne
is portraying an angelic spirit in a mystery play at the Abbey of
Chaalis. This chapter advances and elaborates on N's romantic
image of Adrienne.

At this point we have been introduced to the three women.
We have a sense of the power in N's life of the romantic image
of Adrienne. She has defined a role in his life. We are not sure
what that role is; Adrienne's dramas are undoubtedly symbolic,
but symbolic of what? Yet we have seen that both Sylvie and
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Aurelie are candidates for that role. Moreover, we sense that
either woman will become significant to him only insofar as she
fills that role. Thus the tension has been set up that the second
half of the story resolves.

In Chapters 8 through 12, N has returned to Loisy at time
T2 and the romantic involvement with Sylvie receives its final
resolution, solidly on the side of ordinary reality. N sees Sylvie
at the ball. The next day they walk through the countryside
together, ending up at Chaalis. There in a climactic scene, N has
Sylvie try to sing as Adrienne had in the same place. Sylvie fails
utterly to evoke the same image. N decides that Sylvie can never
be more than a sister to him. The next day N learns that Sylvie
is engaged to his foster brother, a coarse sort of country fellow.

In Chapter 13 the time suddenly begins to advance very
quickly. During a time T3, N and the actress Aurelie become
lovers. Some months later, N and Aurelie are at the unnamed
chateau together, where he tells her about Adrienne. Aurelie
dismisses him out of hand, realizing now that he loves her only
insofar as he mistakes her for Adrienne. Shortly thereafter, she
decides to leave him for another man. Reality has failed to live up
to the romantic image of Adrienne, and that romantic image has
destroyed N's relationships with the two real women in his life.

In the final chapter, during some later period T4, N revisits
Loisy. There in a final triumph of ordinary reality over the ro-
mantic image, we see a Sylvie who is a housewife and a mother, it
is suggested that the resemblance between Aurelie and Adrienne
was illusory, and we learn that Adrienne herself had died some
years before. N tells us he now believes the romantic image to
have been a delusion, but he fails to convince us that he really
believes it.

The structure of the story is illustrated in Figure 7.1. The
nodes of the tree are labelled with the relations that obtain be-
tween the segments of the text they subsume.

This is perhaps an appropriate place to make an important
point. Although Figure 7.1 looks like a purely syntactic descrip-
tion of the structure of the story, it is also deeply semantic. The
relations have definitions in terms of what has to be assumed in
the shared complicity between the writer and the reader. In this
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Figure 7.1 Global Structure of Sylvie.

case for example, to arrive at the structural interpretations of
the stories of Sylvie and Aurelie as parallel exemplifications of
reality in contrast with the romantic image of Adrienne, we have
to make assumptions about what the three women symbolize;
conversely, it is in part because of our desire to see the story as
a unified, coherent whole, that we make these assumptions.

The four "singing" scenes — two with Adrienne, one with Syl-
vie, and one in which we would claim Aurelie fails to sing —
occupy key climactic positions in this structure and exhibit re-
vealing similarities and differences. A close examination and
comparison of these episodes should therefore lead us to a deeper
understanding of the nature of N's romantic image and the fail-
ure of the other women to instantiate it.

7.2.2 Adrienne at the Chateau

The first scene to be analyzed begins as follows:

1.1 A peine avais-je remarque,
dans la ronde ou nous dansions,
une blonde, grande et belle,
qu'on appelait Adrienne.

In the round we were danc-
ing I had barely noticed a
tall, lovely, fair-haired girl they
called Adrienne.
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1.2 Tout d'un coup, suivant les All at once, in accordance with
regies de la danse, Adrienne se the rules of the dance, Adri-
trouva placee seule avec moi au enne and I found ourselves
milieu du cercle. alone in the center of the circle.

1.3 Nos tallies etaient pareilles. We were of the same height.
1.4 On nous dit de nous embrasser, We were told to kiss and the

et la danse et le chceur tourna- dancing and the chorus whirled
ient plus vivement que jamais. around us more quickly than

ever.
1.5 En lui donnant ce baiser, je ne As I gave her this kiss I could

pus m'empecher de lui presser not resist pressing her hand,
la main.

1.6 Les longs anneaux roules de ses The long tight curls of her
cheveux d'or effleuraient mes golden hair brushed my cheeks,
joues.

1.7 De ce moment, un trouble in- and from that moment on
connu s'empara de moi. an inexplicable confusion took

hold of me.1

The episode is described in sentences (1.1) to (1.6), with (1.4)
describing the key event—kissing and dancing. Sentence (1.1)
introduces the key character, Adrienne, and (1.2) sets up the sit-
uation. (1.3) adds information that allows us to better visualize
the key event; moreover, the detail is one that promotes N's ide-
alization of Adrienne. Sentences (1.5) and (1.6) elaborate on the
key event by giving small but, to N, significant details—details
of their physical contact, perhaps symbolic for N of the spiritual
contact he desires. Finally, the effect of the episode, a very long
term effect, is stated in clause (1.7). The entire story is about
N's subsequent attempts to deal with this inexplicable confusion.
This structure is illustrated in Figure 7.2.

The next paragraph deals with Adrienne's singing. We dis-
cuss it in detail since this is the scene that is repeated in the
subsequent key scenes to be analyzed.

1.8 La belle devait chanter pour The girl had to sing a song in
avoir le droit de rentrer dans la order to regain her place in the
danse. dance.

1A11 the translations in this chapter, except (6.7)-(6.9), are from Selected
Writings of Gerard de Nerval (1957), translated by Geoffrey Wagner.
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1.9 On s'assit autour d'elle,
1.10 et aussitot, d'une voix fraiche

et penetrante, legerement voi-
lee, comme celle des filles de ce
pays brumeux,

1.11 elle chanta une de ces anciennes
romances pleines de melancolie
et d'amour, qui racontent tou-
jours les malheurs d'une prin-
cesse enfermee dans sa tour
par la volonte d'un pere qui la
punit d'avoir aime.

1.12 La melodie se terminait a
chaque stance par ces trilles
chevrotants que font valoir si
bien les voix jeunes, quand elles
imitent par un frisson module
la voix tremblante des aieules.

We sat around her
and straight away, in a fresh,
penetrating, slightly filmy
voice, like a true daughter of
that misty region,
she sang one of those old bal-
lads, full of melancholy and
love, which always tell of the
sufferings of a princess confined
in a tower by her father as a
punishment for having fallen in
love.
The melody ended at each
stanza in those wavering trills
which show off young voices so
well, especially when in a con-
trolled tremor, they imitate the
quavering tones of old women.

Sentences (1.8) and (1.9) explain and set up the situation. Then
(1.10) to (1.12) describe three aspects of the singing—the qual-
ity of Adrienne's voice, the subject matter of her song, and her
wavering trills. It will be of interest to see how these aspects
are treated in the subsequent singing episodes. It is perhaps
also significant that the subject matter of her song could be
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what N, as a boy at TO, imagines about, and certainly for the
reader prefigures, Adrienne's subsequent confinement in a con-
vent.

The next paragraph does the most to create the dreamlike
mood associated with the event.

1.13 A mesure qu'elle chantait,
1.14 1'ombre descendait des grands

arbres, et le clair de lune nais-
sant tombait sur elle seule,

1.15 isolee de notre cercle attentif.
1.16 Elle se tut,
1.17 et personne n'osa rompre le

silence.
1.18 La pelouse etait couverte de

faibles vapeurs condensees, qui
deroulaient leurs blancs flocons
sur les pointes des herbes.

1.19 Nous pensions etre en paradis.

1.20 Je me levai enfin, courant au
parterre du chateau, ou se
trouvaient des lauriers, plantes
dans de grands vases de faience
peints en camaieu.

1.21 Je rapportai deux branches, qui
furent tressees en couronne et
nouees d'un ruban.

1.22 Je posai sur la tete d'Adrienne
cet ornement,

1.23 dont les feuilles lustrees eclata-
ient sur ses cheveux blonds aux
rayons pales de la lune.

1.24 Elle ressemblait a la Beatrice
de Dante qui sourit au poete
errant sur la lisiere des saintes
demeures.

As she sang,
the shadows came down from
the great trees, and the first
moonlight fell on her as she
stood alone
in our attentive circle.
She stopped,
and no one dared to break the
silence.
The lawn was covered with
thin veils of vapor which trailed
white tufts on the tips of the

We imagined we were in para-
dise.
Finally I got up and ran to the
gardens of the chateau, where
some laurels grew, planted in
large faience vases with mono-
chrome bas-reliefs.
I brought back two branches
which were then woven into a
crown and tied with a ribbon.
This I put on Adrienne's head

and glistening leaves shone on
her fair hair in the pale moon-
light.
She was like Dante's Beat-
rice, smiling on the poet as
he strayed on the verge of the
blessed abodes.

This paragraph exhibits an interesting interwoven structure.
Three themes are repeated again and again. First are the bare
events—Adrienne sings in (1.13), she stops in (1.16), and in
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Moonlit Night

1.13 1.14 1.15 1.16 1.17 1.18 1.19 1.20-2 1.23-4
sing moonlight attentive stop silence vapor paradise crown glisten

then

Awed Perception

Figure 7.3 The Structure of (1.13)-(1.24).

(1.20) to (1.22) N brings her a laurel crown. But interspersed
with these events, we have the awed perception of Adrienne
that N attributes not just to himself but to the whole gathered
assembly—(1.15), (1.17), and (1.19). These increase in inten-
sity, as the crowd is attentive, then speechless, then imagines
itself in paradise. Finally, there is interspersed the description
of the moonlit night—in (1.14), (1.18), and finally in (1.23) and
(1.24)—primarily as it lends its ghostly beauty to the figure of
Adrienne.

Figure 7.3 illustrates this structure.
The episode ends quickly.

1.25 Adrienne se leva.
1.26 Developpant sa taille elancee,

elle nous fit un salut gracieux,
1.27 et rentra en courant dans le

chateau.

Adrienne rose.
Showing off her slender figure
she made us a graceful bow
and ran back to the chateau.

7.2.3 Chaalis

The only other time N sees Adrienne is in a similar circum-
stance, equally romantic and dreamlike, but differing in signifi-
cant ways. He and Sylvie's brother come upon a country cere-
mony one evening where a mystery play is being performed.

2.1 Ce que je vis jouer etait comme
un mystere des anciens temps.

What I saw performed was like
a mystery play of ancient times.
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2.2

2.3

2.4

2.5

Les costumes, composes de
longues robes, n'etaient varies
que par les couleurs de 1'azur,
de 1'hyacinthe ou de 1'aurore.
La scene se passait entre les
anges, sur les debris du monde
detruit.
Chaque voix chantait une des
splendeurs de ce globe eteint,
et 1'ange de la mort definissait
les causes de sa destruction.

Un esprit montait de 1'abime,
tenant en main 1'epee flamboy-
ante,

2.6 et convoquait les autres a venir
admirer la gloire du Christ
vainqueur des enfers.

2.7 Get esprit, c'etait Adrienne
transfiguree par son costume,
comme elle 1'etait deja par sa
vocation.

2.8 Le nimbe de carton dore qui
ceignait sa tete angelique nous
paraissait bien naturellement
un cercle de lumiere;

2.9 sa voix avait gagne en force et
en etendue,

2.10 et les fioritures infinies du
chant italien brodaient de leurs
gazouillements d'oiseau les
phrases severes d'un recitatif

The costumes were long robes,
varied only in their colors, of
azure, hyacinth, and of the co-
lor of dawn.
The action took place among
angels, on the ruins of the shat-
tered world.
Each voice sang one of the
splendors of this vanished
world, and the angel of death
declared the causes of its de-
struction.
A spirit arose from the abyss,
holding in its hand a naming
sword,
and summoned the others to
come and adore the glory of
Christ, the conqueror of hell.
This spirit was Adrienne,
transfigured by her costume as
she already was by her voca-
tion.
The halo of gilt cardboard a-
round her angelic head seemed
to us, quite naturally, a circle
of light;
her voice had gained in
strength and range,
and the endless fioriture of Ital-
ian singing embroidered the se-
vere phrases of stately recita-
tive with their bird-like trills.

pompeux.

Sentences (2.1) and (2.2) set the scene. Sentences (2.3) and (2.4)
describe the initial action against which the figure of Adrienne
will contrast. Concerning Adrienne we are then told about the
same aspects as in the previous singing episode, but there are
significant differences. In (2.5) she appears suddenly in the center
of the circle as she had before, but now out of the abyss and not
out of the circle of dancers. We are told the subject matter of her
song in (2.6); this time instead of a song of imprisonment it is a
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song of salvation. We are told about the quality of her voice in
(2.9), no longer slightly filmy but stronger. We are again told of
the trills (2.10), but rather than the natural trills of youth, they
exemplify a studied style. Just as before the assembly viewed her
with awe as the moonlight bathed her, now ordinary cardboard
seemed a circle of light. She is no longer someone whom N may
kiss, but is now transfigured into something infinitely distant.
Whereas in the previous singing scene Adrienne was someone
almost within reach, here she is utterly beyond N's grasp. She is
not merely an object of romantic love; she has become an object
of religious adoration as well.

The next paragraph is interesting because it questions the
epistemic status of the entire episode. It maintains a fine ten-
sion between dream and reality, reflecting in the small a primary
theme of the entire story.

2.11 En me retragant ces details,
j'en suis a me demander s'ils
sont reels, ou bien si je les ai
reves.

2.12 Le frere de Sylvie etait un peu
gris ce soir-la.

2.13 Nous nous etions arretes quel-
ques instants dans la maison du
garde,—ou, ce qui m'a frappe
beaucoup, il y avait un cygne
eploye sur la porte,

2.14 puis au-dedans de hautes ar-
moires en noyer sculpte, une
grande horloge dans sa gaine,
et des trophees d'arcs et
de fleches d'honneur au-dessus
d'une carte de tir rouge et
verte.

2.15 Un nain bizarre, coiffe d'un
bonnet chinois, tenant d'une
main une bouteille et de 1'autre
une bague, semblait inviter les
tireurs a viser juste.

2.16 Ce nain, je le crois bien, etait
en tole decoupee.

As I retrace these details I have
to ask myself if they were real
or if I dreamed them.

Sylvie's brother was a little
drunk that evening.
For a while we stopped at the
keeper's house—where I was
greatly struck to see a swan
with spread wings displayed
above the door,
and inside some tall cupboards
of carved walnut, a large clock
in its case, and trophies of bows
and arrows of honor over a red
and green target.

An odd dwarf, wearing a Chi-
nese cap, and holding a bottle
in one hand and a ring in the
other, seemed to be inviting the
marksmen to aim true.
The dwarf, I am sure, was cut
out of sheet-iron.
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2.17 Mais 1'apparition d'Adrienne But is the apparition of Adri-
est-elle aussi vraie que ces de- enne as real as these details,
tails et que 1'existence incon- as real as the indisputable exis-
testable de 1'abbaye de Chaa- tence of the Abbey of Chaalis?
lis?

2.18 Pourtant c'est bien le fils du Yet I am certain it was the
garde qui nous avait introduits keeper's son who took us into
dans la salle ou avait lieu la the hall where the play took
representation; place;

2.19 nous etions pres de la porte, we were near the door, be-
derriere une nombreuse com- hind a large audience, who
pagnie assise et gravement were seated and seemed deeply
emue. moved.

Sentence (2.11) is an abstract stating the theme—dream versus
reality—which the rest of the paragraph develops. Prom (2.12) to
(2.17) the reality of Adrienne is questioned, and it is reasserted
in (2.18) and (2.19), first by the bare statement of its reality
(2.18), then by the description of undeniably real details (2.19).
The segment from (2.12) to (2.17) itself breaks into two parts:
from (2.12) to (2.16) details which are unexpected and thus un-
deniably real are described, and contrasted with the apparition
of Adrienne in (2.17). Sentence (2.12) conveys a fact of coarse re-
ality. But the reality of (2.13) and (2.14), describing the unusual
swan and clock and embedded within the epistemic "ce qui m'a
frappe beaucoup..." is somewhat attenuated. The description
of the dwarf in (2.15) is positively dreamlike in its bizarreness,
and in the failure to say whether he is real or artificial. Reality is
re-established in (2.16) with the mention of sheet-iron, but even
here the epistemic "je le crois bien" mitigates, paradoxically, the
certainty it expresses.

The structure of this paragraph is illustrated in Figure 7.4.

7.2.4 The Return

In the next singing scene, N attempts to place the plain peasant
girl Sylvie into the role of Adrienne—ironically, since N had loved
Sylvie in childhood until the first moment he had seen Adrienne.
This scene is remarkable for what is absent.
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Figure 7.4 The Structure of (2.11)-(2.19).

3.1 Alors j 'eus le malheur de racon-
ter 1'apparition de Chaalis, res-
tee dans mes souvenirs.

3.2 Je menai Sylvie dans la salle
meme du chateau ou j'avais en-
tendu chanter Adrienne.

3.3 — Oh! que je vous entende! lui
dis-je;

3.4 que votre voix cherie resonne
sous ces routes

3.5 et en chasse 1'esprit qui me
tourmente, fut-il divin ou bien
fatal! —

3.6 Elle repeta les paroles et le
chant apres moi:

Then I was unlucky enough to
tell her about the apparition at
Chaalis, which had remained in
my memory.
I took Sylvie to the very hall of
the chateau where I had heard
Adrienne sing.
"Oh, do let me hear you!" I
said to her.
"Let your dear voice echo be-
neath these roofs
and drive away the spirit that
torments me, whether it be
from heaven or from hell!"
She repeated the words and the
song after me:
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3.7 Anges, descendez prompte- Angels of Heaven, descend
ment without delay
Au fond du purgatoire!... To the pit of purgatory!...

3.8 — C'est bien triste! me dit-elle. "It's very sad," she said.
3.9 — C'est sublime... "It's sublime...
3.10 Je crois que c'est du Porpora, "I think it's by Porpora, with

avec des vers traduits au XVI words translated in the Six-
siecle. teenth Century."

3.11 — Je ne sais pas, repondit "I don't know," Sylvie an-
Sylvie. swered.

N's intention in this episode is explicit. He wishes Sylvie's song
to echo beneath the roofs as Adrienne's had, thereby driving out
Adrienne's spirit and N's inexplicable confusion. The apparition
of Adrienne will be replaced by the reality of Sylvie. The out-
come is quite different however. Sylvie does not appear there
magically as Adrienne had but has to be urged by N to take her
place. She can only repeat the song, she cannot really sing it.
We are told the subject matter by means of the bare reality of
a direct quotation rather than by N's enraptured report as be-
fore. There is no mention at all of the quality of her voice or of
whether she has trilled. Moreover, there is no light and no awed
assembly.

In their discussion of the song afterwards, they talk past one
another. Sylvie evaluates it in direct terms of the emotion pro-
duced, while N expresses an aesthetic judgment in terms appro-
priate to a sophisticated Parisian. N sinks to erudition. Sylvie
responds with a statement that is beautifully ambiguous between
an admission of ignorance and a rejection of the entire episode.
N's effort to drive out the spirit of Adrienne with Sylvie has
failed, and with it has failed his chances of loving Sylvie. On the
return trip N decides Sylvie is no more than a sister to him and
his thoughts turn to Aurelie.

7.2.5 Aurelie

In the final scene we analyze, N attempts to place Aurelie in the
role of Adrienne, and there are even fewer descriptive details here
than in Sylvie's singing scene.
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4.1

4.2
4.3
4.4

4.5
4.6

4.7

4.8

4.9

J'avais projete de conduire
Aurelie au chateau, pres d'Or-
ry, sur la meme place verte ou
pour la premiere fois j'avais vu
Adrienne.
Nulle emotion ne parut en elle.
Alors je lui racontai tout;
je lui dis la source de cet amour
entrevu dans les nuits, reve
plus tard, realise en elle.

Elle m'ecoutait serieusement
et me dit: — Vous ne m'aimez
pas!
Vous attendez que je vous disc:
La comedienne est la meme que
la religieuse;
vous cherchez un drame, voila
tout,
et le denouement vous echappe.

4.10 Allez, je ne vous crois plus!

I had planned to take her
[Aurelie] to the chateau near
Orry to the same square of
green where for the first time
I had seen Adrienne.
She showed no emotion.
Then I told her everything;
I told her the origin of that love
half-seen in my nights, then
dreamed of, then realized in
her.
She listened to me seriously
and told me: "It's not me you
are in love with.
You expect me to say, 'The ac-
tress is the same person as the
nun.'
You are simply seeking for dra-
ma, that's all,
and the end eludes you.
Go on, I don't believe in you
any more.

In this episode, as in the previous one, N's intentions are clear.
He has already decided that Aurelie fills the role of Adrienne
in his life. Now he wants her to understand that, verifying its
truth for himself. He wishes to tell her in the very place where
his confusion began, and perhaps have her drive out Adrienne's
spirit with her singing as Sylvie was to have done.

But the results are disastrous for N. The place is the same,
but nothing else. There is no singing, no moonlight, no awe.
There is only Aurelie's denial that she is Adrienne, and her re-
fusal to occupy that role in N's life. Shortly after this incident
Aurelie leaves N for another man. The romantic image of Adri-
enne, the inexplicable confusion, has destroyed his relationship
with the other woman in his life.
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7.3 The Temporal Structure and the Transitions

7.3.1 The Temporal Structure

This section is largely an explanation of Figure 7.5, which illus-
trates what we know about the time of the events in Sylvie, as
well as how the story itself traverses these events. We first con-
sider the part of the diagram that is in solid lines. A point, or
node, in this diagram represents an event whose duration can be
ignored for our present purposes. Each node represents the event
that the label of the node indicates. An arrow from one node to
another indicates that the time of the event represented by the
first node precedes (or more correctly, does not follow) the time
of the event represented by the second node. A double arrow be-
tween nodes means that their times coincide. Events that occur
across some interval of time are represented by an arrow between
two nodes, the nodes representing the beginning and end of the
event. The diagram is not a straight line because there is much
we do not know about the relative order of the events.

Thus, the earliest event (in absolute time) was Adrienne
singing at the unnamed chateau. This was followed by Adri-
enne singing at Chaalis at time Tib and also by the first visit
to Loisy and Sylvie at time Tla, but the relative order of these
two events is not known. Following both these episodes are the
events at time T2. We have indicated in the figure only those
events that are significant in the transitions in the story. Thus,
N's leaving the theater is followed by his lying in bed, which is
followed by his getting a coach, followed by his riding through
the hills, followed by his riding past Orry, followed by his rid-
ing past Hallate, followed by the coach stopping, followed by
the rest of the events of his second visit with Sylvie at Loisy.
Then comes his return to Paris and his involvement with Aurelie
during the period T3. During this period, he took Aurelie to
the unnamed chateau and subsequently Aurelie's company per-
formed at Dammartin. Following T3 is a period T4 during which
N customarily visits Sylvie at Dammartin. The other event rep-
resented on the diagram is Adrienne's death in 1832. About
this we know that it precedes the visit of Aurelie's company
to the neighborhood of Dammartin. If the vision of Adrienne
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at Chaalis is a memory and not a dream, then we also know
Adrienne's death follows time Tib. We know nothing else for
certain. This may or may not mean Adrienne's death preceded
time T2. But in Chapter 11, at time T2, there is the following
passage:

Qu'est devenue la religieuse? "What has become of the
dis-je tout a coup. —Ah! vous nun?" I suddenly asked. "You
etes terrible avec votre religi- and your nun Well, you
euse Eh bien! cela a mal see, that had an unhappy end-
tourne. Sylvie ne voulut pas ing," Sylvie would not tell me
m'en dire un mot de plus. another word.

Also represented on the diagram is a trace (the dashed line)
of how the story itself progresses through the events. The story
begins as N leaves the theater and follows him to bed. It then
switches to the events at time TO. It returns to T2 as N gets up
and finds a coach, and follows him into the hills where it then
jumps back to the events at time Tla. It returns to time T2
at four o'clock in the morning as N is riding past Orry. The
coach continues and as it passes Hallate, the story takes us to
the events at time Tib. Next, the story returns to time T2
as the coach stops and N disembarks. It then follows the real
temporal order in a straightforward manner, first describing the
visit with Sylvie at time T2, then the involvement with Aurelie
during T3 (including Aurelie at the unnamed chateau, but not
including the performance at Dammartin), and finally N's visits
with Sylvie at Dammartin. In the last paragraphs of the book
however, we are taken back to two previous events. First the nar-
rator says that he forgot to mention a conversation with Sylvie
during the performance at Dammartin in which Sylvie rejects
the comparison of Adrienne and Aurelie. Then Sylvie tells N of
Adrienne's death, taking us back in time to that event as the
story closes.

Also represented on this diagram is the apparently shifting
time of narration. Originally, the time of narration is a time we
call TNI. The story begins

Je sortais d'un theatre ou tous I came out of a theater where
les soirs je paraissais I used to spend money every

evening
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telling us that TNI is after all the events at time T2, for the
last thing he does at time T2 is return to Paris to go to the
theater. At the end of Chapter 3, however, Nerval moves the
story into the present tense and explicitly establishes the time of
the telling as the time of riding through the hills. We call this
time of narration TN2. In Chapter 8, the time of narration is
reestablished at time TNI, and the past tenses are used for the
events of time T2 again. The passages that effect this change in
time of narration are examined below in Section 7.3.3.

Finally, in Chapter 14 the story again turns to the present
tense, indicating that the events of the story have caught up
with the time of the telling. We call this time of narration TN3.
It may coincide with time TNI, but in Section 7.3.4 we argue
that the story may have in fact surpassed the original time of
narration. While time TNI certainly does not follow time TN3,
we do not know that it necessarily coincides with it.

Not represented in this diagram is an important aspect of
how the story is organized—the epistemic status of the various
episodes. The events in the past tend to be more dream-like
and thus more representative of the romantic pole of the story's
tension, whereas the more recent events have a greater sense of
reality. The dream-like atmosphere is especially present in the
two episodes with Adrienne. In Section 7.3.2, we examine how
Nerval manipulates not only the time of the story but also its
epistemic status.

While we are diagramming the relationships between order of
events and order of telling, we may look closely at a particularly
interesting case, by turning up the degree of magnification on
the events at time Tib. This is illustrated in Figure 7.6. The
events in order are the ride in Sylvie's brother's cart, the visit
to the keeper's house at Chaalis, going into the hall, hearing the
other angels sing, and finally hearing Adrienne sing. The text
covers these events in order, the last two being covered in what
we presented above as (2.1) to (2.10). But then the same events,
from the visit to the keeper's house, are described again, in more
or less detail, in (2.11) to (2.19). As discussed in Section 7.2.3,
this repetition highlights the question about the epistemic status
of the episode—whether it is the memory of real events or only
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Figure 7.6 Temporal Structure of Chapter 7.

a dream. The episode thus exemplifies the interdependencies
among the order of events, the order of their telling, and their
epistemic status, in Nerval's story.

The next three sections of this chapter examine more closely
the transitions Nerval uses to move between the different times in
the story. There is a correlation between the times of the episodes
and how they function in the tension between romance and real-
ity. The earliest memories are the most romantic and the most
dreamlike. As time progresses to T3 and T4, ordinary reality
exerts an increasingly firm grip. Thus, the transitions between
times should exhibit the essential tension between romance and
reality in particularly striking ways, and should therefore repay
microanalysis.

7.3.2 The Transition to the First Memory of Adrienne

The transition from the after-theater scene of Chapter 1 to the
dreamlike memories of Adrienne in Chapter 2 occurs appropri-
ately enough as N lies between wakefulness and sleep.

5.1 Je regagnai mon lit et je ne pus I went to bed but could not
y trouver le repos. rest.

5.2 Plonge dans un demi-somno- Lost in a kind of half-sleep,
lence,

5.3 toute ma jeunesse repassait en all my youth passed through
mes souvenirs. my memory again.

5.4 Get etat, ou 1'esprit resiste en- This state, when the spirit still
core aux bizarres combinaisons resists the strange combina-
du songe, tions of dreams,
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(5.3)

I

mes

my

(5.5) se

us

(5.6) je

I

Remember

repassait en ... sou-
venirs
passed through ...
memory
de voir ... presser en
quelques minutes

to compress into a
few moments

me representais

fancied myself

Youth

toute ma jeunesse

all my youth

les tableaux les plus
saillants d'une longue
periode de la vie
the most salient pic-
tures of a long period
of life
un chateau du temps
de Henri IV
a chateau of the time
of Henry IV

Figure 7.7 Parallelisms in the Transition.

5.5 permet souvent de voir se pres-
ser en quelques minutes les tab-
leaux les plus saillants d'une
longue periode de la vie.

5.6 Je me representais un chateau
du temps de Henri IV...

often allows us to compress into
a few moments the most salient
pictures of a long period of life.

I fancied myself a chateau of
the time of Henry IV...

Sentence (5.1) sets the scene by describing N's state, and clause
(5.2) elaborates on that state. Then (5.3) through (5.6) elab-
orate the same theme in various ways. Clause (5.3) describes
N's experience. Clauses (5.4) and (5.5) generalize this to a state
everyone experiences, emphasizing it with a contrast. Sentence
(5.6) begins the description of the specific contents of this par-
ticular experience, leading to the memory of the first encounter
with Adrienne. But there are subtle differences that appear when
we examine the structure of the elaborations closely, and these
differences are significant.

Figure 7.7 shows schematically the deep parallelisms among
the assertions of the text by lining up the similar items in col-
umns. All assertions are instantiations of the general theme of
remembering youth.
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In assigning the memories, he begins with himself (5.3), gen-
eralizes to all people (5.5), then returns to himself (5.6). What
is remembered progresses from the general "toute ma jeunesse"
(5.3), to the slightly less general "les tableaux les plus saillants"
(5.5), and finally to the specific chateau (5.6). The remembering
itself is described first in terms that presuppose the reality of the
memory—"repassait en mes souvenirs." The next expression of
the remembering, "permet souvent de voir se presser en quelques
minutes" is neutral with respect to the reality of what is seen,
although the object of the predication does presuppose its own
reality. This is contrasted with the spirit's resistance to dreams
in (5.4), thus introducing the unreality of dreams as a possibil-
ity. Finally in (5.6) "me representais" carries no presupposition
of reality and in fact suggests unreality, leaving us open to the
possibility that none of this actually occurred.

Thus has Nerval carried us from the reality of N's bed in
Paris to the dreamlike events at the chateau in his childhood.
By a succession of small changes embedded in a chain of elabo-
rations he manipulates not only the time of events but also their
epistemic status.

7.3.3 The Other Embedded Memories

We next examine a transition that is particularly interesting be-
cause it is just where the reader is likely to become confused
about time. We try to pinpoint what the reader can miss that
would lead to the confusion. The relevant passage spans a chap-
ter break.
6.1 Quelle triste route, la nuit, que What a dreary track that Flan-

cette route de Flandre, ders road is at night.
6.2 qui ne devient belle qu'en at- It only becomes beautiful when

teignant la zone des forets! you reach the forest region.
6.3 Toujours ces deux files d'arbres All the time those two lines

monotones qui grimacent des of monotonous trees, grimac-
formes vagues; au-dela, des car- ing in vague shapes; beyond
res de verdure et de terres re- them square slabs of green, and
muees,vbornes a gauche par les of ploughed earth, bounded on
collines bleuatres de Montmor- the left by the bluish hills
ency, d'Ecouen, de Luzarches. of Montmorency, Ecouen, and

Luzarches.
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6.4 Voici Gonesse, le bourg vul-
gaire plein des souvenirs de la
Ligue et de la Fronde...

6.5 Plus loin que Louvres est un
chemin horde de pommiers

6.6 dont j'ai vu bien des fois
les fleurs eclater dans la nuit
comme des etoiles de la terre:

6.7 c'etait le plus court pour gag-
ner les hameaux.

6.8 Pendant que la voiture monte
les cotes,

6.9 recomposons les souvenirs du
temps ou j'y venais si sou vent.

IV. Un Voyage a Cythere
6.10 Quelques annees s'etaient ecou-

lees:
6.11 1'epoque ou j'avals rencontre

Adrienne devant le chateau n'e-
tait plus deja qu'un souvenir
d'enfance.

6.12 Je me retrouvai a Loisy au mo-
ment de la fete patronale.

6.13 J'allais de nouveau me joindre
aux chevaliers de 1'arc, prenant
place dans la compagnie dont
j'avais fait partie deja.

Here is Gonesse, a vulgar lit-
tle town full of memories of the
Ligue and the Fronde.
Beyond Louvres is a road bor-
dered by apple trees,
whose flowers I have often seen
explode in the night like stars
from the earth:
It was the shortest way to reach
the hamlets.
While the carriage is climbing
the sides of the hills,
let's put in order the memories
of the times when I came here
so often.

IV. A Voyage to Cythera
Some years had gone by.

The time when I had met Adri-
enne in front of the chateau
was already only a memory of
childhood.
I was at Loisy once again, at
the time of the annual festival.
Once again I joined the knights
of the bow and took my place
in the company I had been part
of before.

The first point of interest is the way in which Nerval moves us
step by step from the past definite and imperfect tenses in which
the last half of Chapter 3 has been told to the present tense in the
final sentence of that chapter referring to a time that the narrator
and reader share. The generalized present is used in (6.1)-(6.3)
for a description that is always true. In (6.4) the deictic "void"
increases the immediacy of what is told by bringing the reader
into the picture. The coach is now in the present and the reader
is in the coach. In (6.5)-(6.7) the narrator begins to introduce
the memories occasioned by the landscape, that he is about to
expand upon, and the tense that is used could be used if the
narrator were in the coach and the time of narration were the
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present. Finally in (6.8) and (6.9) the reader and the narrator
are together in the coach at the time of narration which is the
present, and the past tenses can now be used for events occurring
before time T2.

In the first few sentences of Chapter 4 a confusion often arises.
Sentence (6.10) is doubly indeterminate. Some years had gone
by since when? This we learn from sentence (6.11) provided
we assume it to be an elaboration of (6.10). But there is also
an indeterminacy in the pluperfect tense of (6.10). Implicit in
the pluperfect tense is some past point of reference prior to the
"present." But it is uncertain what is meant by the "present."
There are two possibilities, and they have statements in terms of
the global structure of the story.

Chapters 1, 2 and 3 have all begun by describing successive
events at time T2 and the events have been told primarily in the
past tenses. A reasonable expectation is that Chapter 4 is at
the same level in the global structure as the previous chapters,
beginning as a further development of the events of the previ-
ous chapters. Moreover, it is reasonable to expect that the past
point of reference implicit in the pluperfect tense of (6.10) refers
to the time T2. That is, the reader can expect the "present"
to be the original time of narration TNI, and the point of ref-
erence in the past to be time T2, the time of N's journey to
Loisy, just as has been the case in the three previous chapters.
It is a common mistake for the reader to assume just this until
reaching Chapter 7, which forces a reinterpretation. The chap-
ter break leads the reader to an incorrect structural analysis of
the position of Chapter 4 and thus an incorrect assignment of
its location in time. (By way of personal testimony, both au-
thors of this analysis were victims of this confusion on their first
readings.)

The other possibility is that Chapter 4 is not a continuation
of Chapter 3, but an elaboration on (6.9), the last sentence in
Chapter 3, and thus on the same structural level in the story as
that sentence. (Figure 7.8 illustrates the two readings.)

If this is so, the "present" is the present time so carefully
established by Nerval in the final sentences of Chapter 3 as time
T2, and the events of Chapters 4, 5 and 6 take place at some
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previous time, which we call time Tla. This turns out to be the
correct interpretation.

The events of Chapters 4, 5 and 6 take place at time Tla
and are told in the imperfect and past definite tenses. To return
to time T2, Nerval simply switches back to the present tense
with which he closed Chapter 3. He reinforces this return by
telling us the time of night (6.14), and continuing the same sort of
description of the passing landscape (6.15) with which he ended
Chapter 3. He takes us a few more villages down the road (6.16),
and by sentence (6.17) he has firmly reestablished the time as T2.
6.14 II est quatre heures du matin; It is four in the morning;
6.15 la route plonge dans un pli de

terrain; elle remonte.
6.16 La voiture va passer a Orry,

puis a La Chapelle.
6.17 A gauche, il y a une route qui

longe le bois d'Hallate.

Now occasioned by a place he passes, the narrator launches into
another memory, or almost a dream, since the epistemic status
of Chapter 7 is the most uncertain in Sylvie. Its time Tib bears
an uncertain relation to time Tla.

the road plunges into a dip of
land and then rises again.
The carriage is going by Orry,
then on to La Chapelle.
To the left there is a road that
runs along the wood of Hallate.

6.18 C'est par la qu'un soir
6.19 le frere de Sylvie m'a conduit

dans sa carriole a une solennite
du pays.

It was along there that
Sylvie's brother drove me one
evening in his little cart to a
country ceremony.
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6.20 C'etait, je crois, le soir de la
Saint-Barthelemy.

6.21 A travers les bois, par des
routes peu frayees, son petit
cheval volait comme au sabbat.

6.22 Nous rattrapames le pave a
Mont-1'Eveque, et quelques mi-
nutes plus tard nous nous arre-
tions a la maison du garde, a
1'ancienne abbaye de Chaalis.

6.23 Chaalis, encore un souvenir!
6.24 Cette vieille retraite des empe-

reurs n'offre plus a 1'admira-
tion que les ruines de son cloitre
aux arcades byzantines, dont la
derniere rangee se decoupe en-
core sur les etangs, reste oublie
des fondations pieuses compri-
ses parmi ces domaines qu'on
appelait autrefois les metairies
de Charlemagne.

6.25 La religion, dans ce pays isole
du mouvement des routes et
des villes, a conserve des traces
particulieres du long sejour
qu'y ont fait les cardinaux de
la maison d'Este a Pepoque des
Medicis

6.26 Nous etions des intrus, le frere
de Sylvie et moi, dans la fete
particuliere qui avait lieu cette
nuit-la.

It was, I believe, Saint Bartho-
lomew's Eve.
His little horse flew through the
woods and unfrequented roads
as if to some witches' Sabbath.
We reached the paved road
again at Mont 1'Eveque and a
few minutes later stopped at
the keeper's lodge at the an-
cient Abbey of Chaalis—
Chaalis, yet another memory!

This former retreat of em-
perors now merely offers for
our admiration the ruins of
its cloisters with their Byzan-
tine arcades, the last of which
still stands out reflected in
the pools—a forgotten frag-
ment of those pious founda-
tions included in the proper-
ties that used to be called "the
forms of Charlemagne."
In this district, cut off from the
movement of roads and cities,
religion has preserved especial
traces of the long stay made
there by the Cardinals of the
House of Este in the times of
the Medici
We were intruders, Sylvie's
brother and I, in the private
festival that took place that
night.

This passage is an interesting example of the way in which
shifts in tense produce an effect of confusion about the temporal
sequence of the story. Not only is it impossible to anchor the
time Tib at any specific point in the past, but a very curious
relation is established between Tib and T2.

In (6.18) we are taken from T2 and the situation of the trip,
to the past time Tib developed in (6.19), but the use of the
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present tense and of the deictic "la" somehow keeps us in the
present. Moreover, the "c'est... que" construction anchors us in
the present by presupposing the events it introduces. The use
of the perfect tense "m'a conduit" in (6.19) maintains consis-
tency with the present tense of (6.18) while moving the events
into the past. By these means, sentence (6.18)-(6.19) introduces
the remembered events of the past time Tib while linking them
strongly to the present time T2. Sentence (6.20) specifies the
time of the events of Tib, but in a way that increases rather
than decreases the indeterminacy. We are not told the year nor
any relationship with other episodes of the story, only the day of
the year. Moreover, the phrase "je crois" calls even this specifi-
cation into question.

Sentences (6.21) and (6.22) carry the narration forward, tell-
ing of the arrival at Chaalis. Sentence (6.23) is an abstract char-
acterization of the entire episode. It performs two functions: it
frames the event by giving the category in which it must be in-
terpreted, and anchors the temporal point of view again in T2.
Sentence (6.23) cannot refer to any time but T2.

After this shift back to T2, we have in (6.24) and (6.25) a long
descriptive digression which stops the narration of events. There
is a problem in this description. The tense is the present tense,
and the temporal adverbs "ne ... plus" and "encore" assume a
temporal point of reference, which is the present. The problem is
to decide whether the present is the time T2 or the time Tib, or a
period that encompasses both. Is the deictic "encore" connected
with the time of his actual trip or with the time of the memory?
Since in the previous sentence (6.23), the present was T2, the
most probable interpretation is that the present is still T2. But
"ne... plus" in (6.24) gives us a second problem. At what point
in the past was the abbey otherwise? It is reasonable to assume
that the change described happened in an interval between Tib
and T2, and the "ne... plus" negates what was true at Tib, since
the "encore" refers to T2. During the passage (6.25), however,
we realize that the interval is much longer and that the change
has occurred since the time of the Medicis. This ambiguity de-
pends on how large the present is assumed to be. If we assume
a narrow present T2, the past is Tib, but if we assume a larger
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present including both Tib and T2, the past shifts back to a
historical time, which turns out to be the right interpretation.
But in this interpretation times Tib and T2 are, in a sense, both
indistinguishably "present." By adopting a perspective in which
times Tib and T2 do not differ significantly, the narrator has
increased the indeterminacy of Tib, thereby contributing to the
unreality of the episode.

Finally in (6.26) the narrator returns to the imperfect tense
using the cohesion of "cette nuit-la" with elements in (6.18) and
(6.20) to immerse us in the events of time Tib.

His memory, or dream, of Adrienne at Chaalis ends abruptly
at the end of Chapter 7.

6.27 Ce souvenir est une obsession
peut-etre!

6.28 Heureusement voici la voiture
qui s'arrete sur la route du
Plessis;

6.29 j'echappe au monde des rever-
ies,

6.30 et je n'ai plus qu'un quart
d'heure de marche pour gagner
Loisy par des routes bien peu
frayees.

VIII. Le Bal de Loisy
6.31 Je suis entre au bal de Loisy

a cette heure melancolique et
douce encore ou les lumieres
palissent et tremblent aux ap-
proches du jour.

6.32 Les tilleuls, assombris par en
has, prenaient a leur cimes une
teinte bleuatre.

6.33 La flute champetre ne luttait
plus si vivement avec les trilles
du rossignol.

6.34 Tout le monde etait pale, et
dans les groupes degarnis j'eus
peine a rencontrer des figures
connues.

Perhaps this memory is an
obsession!
Luckily the carriage stops here
on the road to Plessis;

I escape from the realm of re-
verie
and have only a quarter of
an hour's walk over little-used
paths to reach Loisy.

VIII. The Ball at Loisy
I entered the ball at Loisy at
that melancholy yet still gentle
hour when the lights grow pale
and tremble at the approach of
day.
The lime trees, in deep shadows
at their roots, took on a bluish
tint at the top.
The bucolic flute no longer
struggled so keenly with the
song of the nightingale.
Everyone looked pale and in di-
shevelled groups I had difficulty
finding faces I knew.
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6.35 Enfin j'apergus la grande Lise, At last I saw Lise, a friend of
une amie de Sylvie. Sylvie.

6.36 Elle m'embrassa. She kissed me.

Nerval carries time T2 back to the past gradually. First in (6.31)
he uses the perfect tense, just as at the beginning of Chapter 7,
he used the perfect tense to mediate between the present and the
past. Here it moves us forward slightly. In (6.30) N is on the road.
In (6.31) it must be at least fifteen minutes later, and in fact may
be quite a bit later. The next two sentences, (6.32) and (6.33),
are in the imperfect tense, which probably means that we have
been returned to the original time of narration TNI, but they are
general descriptive passages. Then in the next three sentences
(6.34)-(6.36) he moves us at last into particular events told in
the past definite tense, firmly bringing the time of narration back
to TNI.

Nerval faces two problems in changing from the present in
(6.30) to the perfect in (6.31). Since a chapter break intervenes,
the reader is much freer in the structural connection he inter-
prets (6.31) as having. Nerval must get the reader to see it as
a continuation of (6.30). He faces the further problem of get-
ting the reader to draw the implicature that fifteen minutes have
passed at time of narration TN2, a rather unusual thing to have
happened during a narration. He overcomes these problems by
using the strong occasion relation between "un quart d'heure de
marche pour gagner Loisy" in clause (6.30) and "je suis entre
au bal de Loisy" in sentence (6.31). That is, entering the ball
at Loisy is a reasonable thing to happen after a walk to Loisy.
Moreover, he elaborates on the time of the night, which is an un-
usual time to be out and about and was prominent in every other
transition between time T2 and previous events. The strong co-
herence of event and clock time thus establish the link between
(6.30) and (6.31) firmly enough that Nerval is able switch tenses
in (6.31). This makes possible the subsequent development of
events beyond time T2, as Nerval needs for the rest of the story.

7.3.4 Time Speeds Up
In Chapter 13 something strange happens. Prior to this, the
events at time T2 have proceeded slowly. Nerval has established
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a temporal framework in the early chapters of the story which
is anchored in T2. The events at time T2 are told with great
attention to detail and other events are told as memories from
time T2. It would be reasonable to expect the story to be brought
to a conclusion at time T2. But suddenly at the end of the first
paragraph of Chapter 13, with sentence (7.4), time speeds up.

7.1 Pendant le quatrieme acte, ou During the fourth act, when
elle ne paraissait pas, j'allai she did not come on, I went and
acheter un bouquet chez ma- bought a bouquet of flowers at
dame Prevost. Madame Prevost's.

7.2 J'y inserai une lettre fort ten- In it I placed a most tender let-
dre signee: Un inconnu. ter signed "An Unknown."

7.3 Je me dis: Voila quelque chose I said to myself, That's some-
de fixe pour 1'avenir, thing of the future settled.

7.4 —et le lendemain j'etais sur la And the next day I was travel-
route d'Allemagne. ling to Germany.

Rather than remain at time T2, the story moves on rapidly,
first through a period of some months during which N becomes
involved with Aurelie, a period we have called T3. Finally, in
Chapter 14 Nerval brings us up to habitual events told in the
present tense, at a time we call T4. Time has advanced enough
for Sylvie to marry and have two children.

This sudden change in the "grain" of the story somehow gives
us the feeling that the time of the story has caught up with and
even passed the time of the telling. The time of narration TN3
seems later than time TNI.

One factor contributing to this feeling involves the explicit
identification of the time of events with the time of narration at
two places in the story. The first is at the beginning of Chapter
3 and again at the end in the sentences analyzed above as (6.4)
and (6.8)-(6.9). There the time of narration was identified with
a time in the middle of the period T2. Then at the beginning of
Chapter 14, we find the following:

7.5 Telles sont les chimeres qui Such are the delusions which
charment et egarent au matin charm and beguile us in the
de la vie. morning of life.
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7.6 J'ai essaye de les fixer sans I have tried to set them down
beaucoup d'ordre, mais bien without too much order but
des cceurs me comprendront. many hearts will understand

mine.

The remainder of Chapter 14 continues in the habitual present,
placing time TN3 at a point several years after time TN2. All
this does not place time TN3 definitively after the original time
of narration TNI, but at the very least, it tells us that the time
of narration is fluid.

Moreover, the geography which plays such an important role
in Chapters 3 through 8 in organizing the shifts in time carries
a romantic aura with it, appropriate for its occasioning of the
romantic memories. But in Chapter 14, all this is denied.

7.7 Othys, Montagny, Loisy, pau- Othys, Montagny, Loisy, poor
vres hameaux voisins, Chaa- neighboring villages, Chaalis
lis,—que 1'on restaure,—vous (oh, that they would restore it),
n'avez rien garde de tout ce you have retained nothing of
passe! the past!

The geography that organizes the story at times of narration
TNI and TN2 would no longer seem capable of that function at
time TN3.

7.4 Conclusion

We have analyzed four episodes central to the definition of story
content, as well as the temporal structure and transitions which
constitute an important feature of the textual organization of
Sylvie.

These two different levels of analysis were chosen because
they represent two different developments of the basic theme of
Sylvie, on both the level of the story and the metalevel of the
narration—N's failure to make sense of his life experience.

Each of the four episodes analyzed in Part 2 concerns N's
attempt, and failure, to resolve the opposition between a roman-
tic image and reality. We have shown how these episodes, all
repetitions of the same scene, mark a progression in decreasing
structural complexity, parallel to an increase in reality. The first
episode of Adrienne introduces in the strongest way the theme of
romantic and ideal love. It is elaborated in the second episode at
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a more abstract level. The ambiguity of the epistemic status of
the first two episodes and their indeterminacy in time emphasize
the theme of the romantic by cutting them loose from the world
of reality. This is particularly clear in the sequence at Chaalis in
which Adrienne becomes the romantic image in a more symbolic
and intangible way. The next two episodes describe N's attempts
to fit reality into his romantic schema. He first tries with Sylvie,
reproducing the scene of the song, and then with Aurelie, by
asking her to recognize an identity between the nun and the ac-
tress. In both cases he fails. The two women will not go along,
and the two worlds of dream and reality cannot be united. This
failure is double: both dream and reality are lost. Adrienne, the
ideal for whom N was searching, was already dead during much
of his search. But reality has been lost as well. Sylvie marries
his foster brother, and Aurelie comes to love (or better, be loved
by) another man. This is not surprising: since N looks at re-
ality only to interpret it according to his romantic schema, he
is not able to see reality in itself, and so he loses it. The three
women are purely functions for him. They instantiate abstract
roles rather than having a concrete reality. They are therefore
interchangeable, all the more remarkably since the three women,
from the little we are told, differ so radically.

By trying to reduce reality to the romantic ideal, N expe-
riences an existential failure, at the level of the story. This is
reflected at the level of the telling of the story, where he expe-
riences a cognitive failure, a failure to understand his past. The
strong parallelism between past and present on the one hand
and between romance and reality on the other is stated quite
explicitly at the beginning of the last chapter:

8.1 Telles sont les chimeres qui Such are the delusions that
charment et egarent au matin charm and beguile us in the
de la vie morning of life... .

8.2 Les illusions tombent 1'une Illusions fall, like the husks of
apres 1'autre, comme les ecor- fruit, one after another, and
ces d'un fruit, et le fruit, c'est what is left is experience.
1'experience.

In Chapter 3 N summarizes what he is trying to do with the
story by saying,
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8.3 recomposons les souvenirs du let's put in order the memories
temps ou j'y venais si souvent. of the times when I came here

so often.

Similarly in Chapter 13, N says,

8.4 Qu'allais-je y faire? What was I going to do there?
8.5 Essayer de remettre de 1'ordre Try and get my feelings into

dans mes sentiments. order.

The narration itself is his attempt to put order into his feelings
and his memories, into his life experience.

What then is the significance of the vagaries of the temporal
structure? The construction of a life story requires at least that
we impose a temporal order on events. But in Sylvie, there is
a nonlinear organization of events. Transitions are not clear,
and subtle shifts of tense abound. The effect for the reader is
confusion, duplicating N's confusion of past and present, romance
and reality.

Among the most confusing elements for the reader of Sylvie,
and at the same time among the most peculiar features of the
writing, are the shifts and ambiguities in the time of narration.
The time of narration is the privileged point of view from which
the author looks at the events of the story to impose an order
upon them. But the shifts and ambiguities undermine the priv-
ilege. The multiplication of textual points of view derives from
the impossibility for N to put himself in a position from which
to reconstruct his experience, in a way that will allow his past
to function in his present.

In the last chapter N tries a kind of synthesis, a sober wisdom,
but he is not convincing. He tells us of experience that

8.6 Sa saveur est amere; elle a It has a bitter taste, but
pourtant quelque chose d'acre there is something tonic in its
qui fortifie. sharpness.

But as the chapter elaborates this theme, N vacillates between
the bitter and the tonic with the bitter more often than not
prevailing. Most telling are the last few sentences in the story.
N says that he forgot to mention something before, and then we
are told that the similarity of Adrienne and Aurelie is possibly
illusory. Finally in the last sentence of the story we are informed
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that Adrienne is dead. Before the last sentence we could still
interpret the last chapter as concluding the story with the lesson
of "acquired experience," but after it this interpretation is no
longer possible. The last sentence forces a reinterpretation of
what N has told us about experience. This is a fact of the utmost
importance and if N had indeed achieved a synthesis, this fact
would be integrated into his account of the synthesis and not be
told as an afterthought. We have to conclude that N has failed
in his effort to achieve by means of this narration a synthesis of
his dream-like past and the realities of the present.



Afterword

Jorge Luis Borges has a piece entitled, "An Examination of the
Work of Herbert Quain," in which he says of Quain, "He thought
that good literature was common enough, that there is scarce a
dialogue in the street which does not achieve it." Microanalysis
of linguistic material at any level reveals previously unsuspected
complexity. When it is discourse we are microanalyzing, we are
tempted to call this complexity artistry. Ordinary conversation
is already a magnificent achievement, and literature is only a
second-order effect on top of that.

Consider an example. It comes from a series of ethnographic
life history interviews that Michael Agar conducted with a 60-
year-old heroin addict, and that Agar and I have analyzed (Agar
and Hobbs, 1982). We originally chose this fragment because
nothing much is happening in it. The subject, Jack, has just
told a good story about how he stole someone's luggage and he
is just about to tell a good story about how he fenced the goods
he found in the luggage. But this fragment is just connective
tissue between the two.

(1) J: So I split up the street,
(2) now remember, snow and ice,
(3) I split up the street,
(4) and at that time there used to be a Chase's cafeteria,
(5) I don't know what it's called now,
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(6) but you know where the Selwyn Theatre is on 42nd
Street?

(7) You know where Grant's is,
M: Yeah.

(8) J: you've heard of Grant's,
M: Oh yeah.

(9) J: Well just about three doors down from Grant's,
(10) Chase's cafeteria.
(11) It was open all night long,
(12) and strictly a hangout after certain hours for hustlers.

M: Uh huh.
(13) J: Across the street midway down the block was Bickford's,
(14) I guess it's even still there,
(15) maybe it isn't, I don't know,
(16) but at any rate there was a Bickford's.
(17) That was another hangout.
(18) Then on— going back to the other side of the street,

down—
(19) you know where there— there's an arcade, a flea circus,

an arcade?
(20) Well that used to be a bus station at one time,
(21) and you could go through there all the way to 41st

Street.
(22) And there were pinball games and all sorts of you know

amusements,
(23) and of course lots of hustlers hung out in there too.
(24) And right next door to it was a Horn and Hardart's,
(25) and of course you could go in there
(26) for a nickel cup of coffee you could sit for hours.
(27) Well I went to Horn and Hardart's that morning.

Jack has several goals at this point in the conversation. He
needs to get himself from the train station where he stole the
luggage to a cafeteria where he fenced the goods. He wants to
provide Agar with ethnographic information about New York
street life in the 1940s. And he wants to relate this to what Agar
knows of New York in the 1970s. What he produced turns out
to have quite an elegant structure, illustrated in Figure 8.1.
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He takes us down the street in temporal order, describing
the places he would have passed. But the places are not just
anyplace. They are all hangouts, places where he might find a
fence. For each of these places he gives a description and then
says it was a hangout. All his descriptions but the last are given
in two parts. First he describes what was there in the 1940s.
Then to identify the place in terms of what Agar knows, he says
what is there now.

Microanalysis frequently turns up this sort of artistry. But
something else shows up under microanalysis that is just the
opposite—namely, all the small-scale failures that beset our con-
versations, all the miscommunications. Frequently we go away
from a conversation with the sense that it was successful when
in fact we have just talked past each other. Evans and I (Hobbs
and Evans 1980) microanalyzed a fragment of a videotaped con-
versation between a man and a woman, and then we interviewed
the woman. When we showed her the tape and said we wanted
to ask her some questions about it, her reaction was to say, "It
seems very clear. What are your questions about?" Yet in our
microanalysis we had amassed lots of evidence that the goals of
the two participants were disastrously at odds with each other.
The woman's aim in the conversation is to talk about her dis-
sertation, which she just finished. The man's aim is to avoid
embarrassing himself in front of the camera. The woman promi-
nently displays her dissertation, which she is carrying in her arms
along with a bundle of envelopes. The man asks about the en-
velopes. After describing these, the woman explicitly introduces
the dissertation, but the man diverts the talk from its content to
the question of whether he is cited.

Gumperz (1982) has analyzed striking examples of such failed
conversations, and Tannen (1979) has turned up examples at
dinner parties where you would least expect to find them. A
favorite example of mine is a conversation between a radio talk
show host who has asked people to call in and tell about their
worst blind date, and a woman who calls in. So far he has had
nothing but boring stories and he clearly expects nothing from
this woman. So for the first half of the conversation, he is trying
to make slightly risque jokes at her expense, while she's trying to
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get on with her story. Suddenly she tells the host that she stole
the car.

The host says, "You mean—wait a minute—you drove off.. ."
The woman says, "I left them way up there."
"You drove off in their car?"
"Yeh, I sure did."
Prom then on the host tries to get more good material out of

her, but she has already told her story and only repeats it again.
This sort of failed conversation is hardly rare. In fact it is

probably typical. But even if this is the case, even if most con-
versation is unsuccessful, successful conversations do occur and
merit investigation, if for no other reason than that they are the
ideal toward which all conversations tend. They are the reason
that we engage in conversation at all. So we are led to ask what
happens when conversations work, when communication occurs.

There are at least three cases in which conversations can suc-
ceed spectacularly. (There are no doubt many more.) The first
case is when someone says something to us to provide the missing
piece in the solution to a problem that we have been working on
for some time, or phrases something in just the right way to give
us the correct perspective on an issue. In this case, there is no
need at all for the speaker to intend to do this for us, or even to
be aware that it has happened. In fact, most of the time when
this happens, we are unable to explain to the other what he or
she has done for us. It is often a remark we will remember the
rest of our lives and they will not recall tomorrow. A personal
example of this is when I heard Michel Foucault referred to as
someone who was "nostalgic for the good old days when the mad
ran free." I have read Foucault in a different way ever since.

This is a case where conversations pay off for us as listeners.
A second case is when the listener demands the best in us as
speakers. They do not let us get away with less than we are
capable of. An unexpected instance of this occurs to me some-
times when I'm traveling in some underdeveloped country and I
start bargaining with somebody for something. The guy turns
out to be particularly obdurate, and I have time to kill, so we
spend half an hour haggling over whether I should spend $4 or
$5. Well, you can't talk numbers for half an hour, so you're
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driven to more and more creative arguments, bordering on the
whimsical and fantastical. For example, bargaining for a camel
ride once while a sandstorm raged outside, I did a back-of-the-
envelope calculation of the annual cost of maintaining a camel.
The response was a detailed description of all the diseases camels
are subject to. Sometimes one of you comes up with something
that sounds so good that you win. But by that time it no longer
matters who wins. The conversation has succeeded.

The third case is when we recognize just how much that mat-
ters to us is shared with the other. The conversation begins to
play off this coincidence of beliefs and concerns. There is a cer-
tain irony here. The stereotypic view of language is that we
use the information we share in order to convey new informa-
tion. Frequently in this third type of conversation, the picture is
turned upside down. We convey new information as an excuse
to demonstrate the presuppositions we share with each other.
Depth and extent in what is shared allows another kind of conver-
sation as well, in which inferences and implicatures are possible
that are not ordinarily possible. It allows us that joyful experi-
ence of being obscure and being understood nevertheless—even
more, knowing we will be understood. The joy is not so much in
solving the problem as in knowing we have the resources to solve
the problem.

Let me give a personal example of this as well. All my life
I was a terrible dancer until one August, I suddenly became a
good dancer. The change was the result of an insight—namely,
that dancing is a kind of discourse analysis.

I told this to a friend of mine, and she said, "Of course."
And then to prove that she was not just faking it, she told

me about the waltz, in which you whirl around so much that the
only way to keep from losing your balance is to keep your eyes on
the one fixed point in your environment—your partner. This was
precisely the right response to make, for what I had meant by
my obscure remark was that dancing is not a matter of moving
one's body the right ways, but rather is a matter of playing with
the spatial relationship between one's self and one's partner in
the context of the entire dance floor.

Now instead of considering the force of this example, let us
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consider its content. Paul Valery has characterized the difference
between ordinary discourse and poetry by the following analogy:
ordinary discourse is like walking from one place to another; a
poem is like a dance. So let's suppose my insight about dancing
is in fact true. Then what distinguishes poetic discourse is not
so much the shape of the work that the writer executes. Rather,
it is the special relationship he establishes with his reader, de-
manding the best of both writer and reader, communicating im-
portant insights, and demonstrating the depth to which we are
understood.

The same is true of the best of conversation.
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