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Preface

Application security is a relatively new, yet very exciting field. It is being driven by 
a number of open source, government, regulatory, and industry organizations, but 
the need for application security is, sadly enough, the fact that software continues 
to be developed that isn’t secure. For example, buffer overflows continue to plague 
software development despite the fact that buffer overflows and the methods for 
preventing them have been known for more than 20 years. The author believes 
that the primary reasons that secure software hasn’t been developed lies with two 
factors:

First, software development teams have not been sufficiently trained in how to NN
identify vulnerabilities associated with their software development projects.
Second, software development teams falsely believe that if perimeter security NN
controls are in place, then the software they develop will also be secure, or at 
least will not affect the perimeter security.

The author was one of those developers who believed that as long as perimeter 
security (i.e., firewalls, intrusion detection and prevention, anti-virus, etc.) was in 
place, flaws in his code could not possibly affect the security of that perimeter. That 
may have been the case when applications were primarily mainframe- or client/
server-based. However, the paradigm shifted with the introduction of Web-based 
applications, as the author painfully discovered.

Traditional firewalls must let Web-based traffic through the perimeter in order 
for Web-based applications to function. Therefore any attacker who can exploit 
flaws in the code of a Web application is already within the perimeter! There are 
additional controls that may be added to secure this perimeter including applica-
tion and database firewalls, but many organizations have not yet recognized the 
need for such controls, as headlines sadly continue to point out. When you couple 
this with the fact that organizations are often slow to adopt new security controls 
because security is often seen as another expense, it becomes even more imperative 
for software development teams to understand the vulnerabilities associated with 
their software development efforts.
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The author believes that education is truly the key. Software development 
teams, including project managers, technical analysts, business analysts, business 
managers, developers, quality assurance analysts, and testers must all be aware of 
the vulnerabilities that could plague any software development effort. However, 
with more than 3400 new vulnerabilities discovered in the first half of 2007 alone, 
this becomes an almost impossible task.

That is why the author believes in the process of assessing risks within the soft-
ware development process. Through techniques such as threat modeling, software 
development teams can quickly begin to learn how to measure the risk associated 
with their software development projects. Once potential risks are understood man-
agement can at least make informed decisions on how to deal with those risks.

It is the sincere hope of the author that you can improve the security of the applica-
tions that you develop by following the techniques outlined in this book.
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Chapter 1

Current Trends in 
Application Security

Information is among the most important assets in any organization. Organiza-
tions are constantly building more complex applications to help them accomplish 
their mission; they are entrusting their sensitive information assets to those appli-
cations. But are those information assets secure as they are transmitted, modified, 
stored, and displayed by those applications? One only has to look at today’s head-
lines to realize that information stored by organizations is not as secure as it could, 
or should, be.

1.1  Recent Data Security Breaches
Let’s look at some of the recent data security breaches in the news today:

July 27th, 2007: City Harvest, New York. Improper access to systems that NN
contained donor credit card information resulted in the improper exposure of 
approximately 12,000 records.
July 26th, 2007: Names and Social Security numbers of 10,554 U.S. Marines NN
were found through the Google Internet search engine.
July 25th, 2007: The private medical information, including Social Security NN
numbers and treatment details of 25 people who sought medical assistance 
from the county was posted on the Hidalgo County, Texas Web site.
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July 24th, 2007: A security lapse compromised names, addresses, and Social NN
Security numbers of more than 51,000 employees and patients of St. Vin-
cent’s Hospital in Indianapolis, Indiana.
July 23rd, 2007: A security hole on a Fox News Web server exposed sensitive NN
content to the public, including log-in information that allowed hackers to 
access names, phone numbers, and e-mail addresses of at least 1.5 million 
people.
July 21st, 2007: University of Michigan databases were hacked. More NN
than 5500 names, addresses, Social Security numbers, birth dates, and in 
some cases, the school districts where former students were teaching were 
exposed.
July 20th, 2007: A Pentagon contractor may have compromised personal NN
information, such as names, addresses, birth dates, Social Security numbers, 
and health information about 580,000 military personnel and their relatives 
because it did not encrypt data transmitted online.

These incidents represent just one week’s worth of recent incidents reported by 
the Privacy Rights Clearinghouse (PRC) (http://www.privacyrights.org/) with a 
grand total of 2,159,079 records that were potentially compromised. The PRC has 
reported a total of 218,621,856 compromised records since the beginning of 2005. 
In reality, the number is probably much larger, because for many of the breaches 
listed by the PRC, the number of records actually compromised is unknown, and 
there are many data breaches that go unreported.

By conservative estimates at least 230 million records held by private compa-
nies, private and public organizations, universities, state and local governments, 
and the federal government have been compromised over the past three years. 
How were these records compromised? What security controls have failed to pro-
tect this valuable resource called information? The answer is that many differ-
ent controls have failed. Some breaches are caused by the simple loss or theft of 
media containing confidential information. Theft (or misplacement) of laptops, 
hard drives, flash drives, backup tapes, and CD/DVD ROM account for many of 
the data breaches. Still others are caused by operator error, improperly configured 
or protected systems, improperly or poorly trained people, and transmission of 
information in the clear or just plain ignorance. Finally, many of these record 
losses can be attributed at least indirectly to poor, inconsistent, or nonexistent 
application security.

What is application security? Inasmuch as this book is about secure software 
development—which means that it is really all about application security—a defi-
nition is in order.
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1.2  Definition
Application Security: The use of software, hardware, and procedural methods to 
protect applications and their data from threats to confidentiality, integrity, and 
availability.

The goal is to build security measures into applications, in order to minimize 
the likelihood that individuals with malicious intent will be able to manipulate 
applications and access, steal, modify, or delete sensitive and important data. For 
many years, security was an afterthought in software design. Even today, many 
organizations do not include Information Security (IS) personnel in the decisions 
made during the Software Development Life Cycle (SDLC) until they are ready 
to implement a fully developed application. Many software developers, system 
analysts, software architects, business analysts, and project managers believe that 
information security is the responsibility of the network administration staff, and 
as long as servers, firewalls, routers, and other hardware are configured properly, 
and that operating system software is configured properly and patched regularly, 
then any applications they deploy on those servers, behind the firewalls, will be 
secure.

At best, that is a naïve approach. Especially when you consider that all software, 
including operating systems, as well as the firmware that resides within hardware 
such as routers and firewalls is an application. Everyone reading this book is proba-
bly well aware of Microsoft’s “Patch Tuesday” when Microsoft releases “patches” for 
vulnerabilities (or weaknesses) found within its software. If a software giant such 
as Microsoft, who does practice application security, can continue to develop soft-
ware with vulnerabilities, then what are the odds that smaller organizations who 
don’t understand the concept of application security have vulnerabilities within the 
software they develop?

Applications developed by organizations are becoming more accessible to larger 
audiences over networks, intranets, and the Internet. This also means that they are 
becoming more vulnerable to a wider variety of threats. We have already seen the 
results of making applications (and the data processed, transmitted, or stored by 
those applications) more available to larger audiences: 160 million compromised 
records since January 1st, 2005. And each compromised record has a cost associ-
ated with it. Consider the following facts from a study conducted by Vontu, Inc. 
and PGP Corporation during 2006:

$182 total cost per record lost/compromised (an increase of 30 percent over NN
2005 costs).
Average total cost per reporting company: $4.8 million.NN
Twenty percent of customers terminated their relationship with the company NN
once informed that their private and confidential information had been mis-
handled with a further 40 percent considering either terminating their rela-
tionship or taking some sort of financial action.
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Only 14 percent of customers receiving notices that their private and confi-NN
dential information had been mishandled were not concerned.
Cost of new preventive measures put in place after the fact: only four percent NN
of breach cost.

If you extrapolate these figures, then the cost of the 2,159,079 records com-
promised during our one week in July of 2007 is $510,838,091.40. If a half-billion 
dollar loss during one week isn’t enough to convince you of the need for application 
security let’s look closely at some other driving factors behind the push for good 
application security.

1.3  Legislative and Regulatory Requirements 
Affecting Application Security

In addition to the financial impact of data breaches, there is also a legislative and 
regulatory aspect to consider. Legislators in federal, state, local, and international 
jurisdictions have become increasingly concerned over the privacy and security of 
information held by various organizations. This has resulted in an increasing num-
ber of laws designed to protect the confidentiality, integrity, and availability of dif-
ferent types of data held by different types of organizations. In addition, regulatory 
agencies such as the Internal Revenue Service (IRS), Social Security Administra-
tion (SSA), Office of Management and Budget (OMB), Centers for Medicare and 
Medicaid Services (CMS), and the National Institute of Standards and Technology 
(NIST) all publish their own set of regulations for those organizations doing busi-
ness with them.

A brief listing of some of the laws and regulations covering the privacy and 
security of information includes the following:.

Public Law 74-271, NN Social Security Act, as amended, §1816, Use of public agen-
cies or private organizations to facilitate payment to providers of services
Public Law 74-271, NN Social Security Act, as amended, §1842, Use of carriers for 
administration of benefits
Public Law 93-579, NN The Privacy Act of 1974, as amended
Public Law 99-474, NN Computer Fraud & Abuse Act of 1986
Public Law 100-235, NN Computer Security Act of 1987
Public Law 104-13, NN Paperwork Reduction Act of 1978, as amended in 1995, 
U.S. Code 44 Chapter 35
Public Law 104-106, NN Clinger–Cohen Act of 1996 (formerly known as the 
Information Technology Management Reform Act)
Public Law 104-191, NN Health Insurance Portability and Accountability Act 
(HIPAA), 1996 (formerly known as the Kennedy–Kassenbaum Act) http://
www.cms.gov/hipaa
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Public Law 104-231, NN Freedom of Information Act (FOIA) of 1974, as amended 
by Electronic Freedom of Information Act of 1996
Public Law 106-398, NN Government Information Security Reform Act (GISRA) 
of 2000
Federal Information Security Management Act of 2002 (FISMA)NN

Presidential Decision Directive/NSC-63 (PDD 63), Critical Infrastructure NN

Protection, May 22, 1998 http://www.info-sec.com/ciao/paper598.pdf
Office of Management and Budget (OMB) Circular No. A-123, Management NN

Accountability and Control, June 21, 1995 http://www.whitehouse.gov/omb/
circulars/index.html
OMB Circular No. A-127, Financial Management Systems, Transmittal 2, NN

June 10, 1999 http://www.whitehouse.gov/omb/circulars/index.html
IRS Publication 1075, Tax Information Security Guidelines for Federal, State, NN

and Local Agencies, June 2000 http://www.irs.gov/pub/irs-pdf/p1075.pdf
Public Law 107-204, NN Public Company Accounting Reform and Investor Protection 
Act of 2002, http://frwebgate.access.gpo.gov/cgi-bin/getdoc.cgi?dbname=107_
cong_bills&docid=f:h3763enr.tst.pdf
Public Law 106-102, 113 Statute 1338, NN Gramm–Leach–Bliley Financial Ser-
vices Modernization Act, November 12, 1999, http://banking.senate.gov/conf/
confrpt.htm
*California SB 1386, NN California Security Breach Information Act, February 
12, 2002, http://info.sen.ca.gov/pub/01-02/bill/sen/sb_1351-1400/sb_1386_
bill_20020926_chaptered.html

All of these laws and regulations place both financial and legal burdens on 
those who do not comply with the legislation. The penalties will vary according 
to the legislation or regulation, but include both civil penalties, as well as criminal 
penalties that can lead to fines or imprisonment. Some of these penalties can be 
cumulative and can be significant figures, especially to small- and medium-sized 
organizations. Failure to comply with yet other regulations can mean the loss of 
government contracts and the inability to compete for similar contracts for various 
periods of time.

Legislatures and regulatory agencies aren’t the only organizations publishing 
their own information privacy and security standards and regulations. Industry 
organizations are also publishing their own security standards enforcing applica-
tion security.

*	 Although California was the first to pass security breach notification laws, as of January 9, 
2007, 35 states have enacted breach notification laws. In addition, 26 states have enacted or are 
debating further information privacy and security legislation during 2007. 
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1.4  Industry Standards Requiring or 
Affecting Application Security

Standards organizations such as the International Organization for Standardization 
(ISO), the National Institute of Standards and Technology (NIST), the Software 
Engineering Institute (SEI), the Open Web Application Security Project (OWASP), 
and others have been providing guidance and standards for application security 
for years. Some of these organizations (NIST, ISO) have the power to enforce 
the standards they publish, at least for a limited audience, whereas others simply 
attempt to provide guidance and assistance for those wishing to create more secure 
applications (OWASP). However, because most of the guidance provided by these 
organizations does not have the rule of law behind them, unlike those produced by 
a legislative or regulatory agency, the effect they have had on making applications 
more secure is difficult to accurately assess.

Perhaps the industry standard with the largest impact on application security 
is the Payment Card Industry Data Security Standard (PCI DSS). This standard, 
although its origins came from several different places, was brought about as a 
result of the increasing number of data security breaches affecting credit card infor-
mation. In 2000, VISA initiated its Cardholder Information Security Program 
(CISP). MasterCard followed suit with its Site Data Protection (SDP) program in 
2002. American Express and Discover also began development of their own data 
security guidelines around this time. In December 2004, CISP (VISA) and SDP 
(MasterCard) aligned as the PCI Data Security Standard (DSS). The first set of 12 
high-level requirements was released as the PCI DSS version 1 in January 2005. 
Since that time, other major credit card consortiums including American Express, 
Discover, JCB, and Diner’s Club have joined the PCI Security Standards Council.

The PCI DSS applies to two distinct groups:

Merchants who accept electronic credit card transactionsNN
Service providers who store data or handle credit card transactions for NN
merchants

This includes government agencies at the national, state, and local level who accept 
electronic credit card transactions for payments of all kinds. Compliance with the 
standards is enforced by the PCI Security Standards Council. There are three main 
components of compliance:

On-site audits by a qualified third party. These audits must be conducted NN
annually, but are only required of the largest of merchants and service 
providers.
Security self-assessment. PCI compliance is primarily based upon this fea-NN
ture. The self-assessments must be conducted annually, and apply to the 
smaller merchants and service providers.
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Network scans. These scans must be conducted quarterly by a qualified third NN

party against all external-facing information resources and are required of all 
but the smallest of merchants.

Failure to comply with the standards can result in fines and other financial 
penalties, as well as a loss of the ability to accept credit cards electronically for 
payment. Imagine a major online retailer losing the ability to accept credit cards as 
payment. If the retailer could not accept payment via credit card for any significant 
time at all, that retailer would be out of business. The author is aware of one case 
where a local business lost the ability to take credit card payments electronically for 
a nine-month period due to a breach of its credit card payment system. This busi-
ness lost 75 percent of its revenue stream during that timeframe, and only managed 
to stay in business because it was allowed to take credit card information over the 
telephone. It’s very easy to see that failure to take the PCI DSS seriously can affect 
a company’s ability to remain in business. Let’s take a closer look at the standard 
itself to see how it affects the software development life cycle.

The standard is made up of 12 high-level requirements. These requirements 
include the following:

Requirement 1: 	 Install and maintain a firewall configuration to protect card-
holder data.

Requirement 2: 	 Do not use vendor-supplied defaults for system passwords and 
other security parameters.

Requirement 3: 	 Protect stored cardholder data.
Requirement 4: 	 Encrypt transmission of cardholder data across open, public 

networks.
Requirement 5: 	 Use and regularly update anti-virus software.
Requirement 6: 	 Develop and maintain secure systems and applications.
Requirement 7:  	 Restrict access to cardholder data by business need-to-know.
Requirement 8: 	 Assign a unique ID to each person with computer access.
Requirement 9: 	 Restrict physical access to cardholder data.
Requirement 10: 	 Track and monitor all access to network resources and card-

holder data.
Requirement 11: 	 Regularly test security systems and processes.
Requirement 12: 	 Maintain a policy that addresses information security.

Let’s look a bit closer at Requirement 6: Develop and maintain secure systems 
and applications. In September of 2006 version 1.1 of the DSS was released by the 
PCI Security Standards Council. This version beefed up a number of the require-
ments in the original standard, among them, Requirement 6. Here is a copy of 
Requirement 6 from DSS version 1.1.
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Requirement 6: Develop and maintain secure systems and applications
Unscrupulous individuals use security vulnerabilities to gain privileged 
access to systems. Many of these vulnerabilities are fixed by vendor-pro-
vided security patches. All systems must have the most recently released, 
appropriate software patches to protect against exploitation by employees, 
external hackers, and viruses. Note: Appropriate software patches are those 
patches that have been evaluated and tested sufficiently to determine that 
the patches do not conflict with existing security configurations. For in-
house developed applications, numerous vulnerabilities can be avoided by 
using standard system development processes and secure coding techniques.

6.1 	 Ensure that all system components and software have the latest 
vendor-supplied security patches installed. Install relevant secu-
rity patches within one month of release.

6.2 	 Establish a process to identify newly discovered security vulner-
abilities (for example, subscribe to alert services freely available 
on the Internet). Update standards to address new vulnerability 
issues.

6.3 	 Develop software applications based on industry best practices 
and incorporate information security throughout the software 
development life cycle.
6.3.1 	 Testing of all security patches and system and software 

configuration changes before deployment
6.3.2 	 Separate development, test, and production environ-

ments
6.3.3 	 Separation of duties between development, test, and 

production environments
6.3.4 	 Production data (live PANs) are not used for testing or 

development
6.3.5 	 Removal of test data and accounts before production sys-

tems become active
6.3.6 	 Removal of custom application accounts, usernames, 

and passwords before applications become active or are 
released to customers

6.3.7 	 Review of custom code prior to release to production 
or customers in order to identify any potential coding 
vulnerability.

6.4 	 Follow change control procedures for all system and soft-
ware configuration changes. The procedures must include the 
following:
6.4.1 	 Documentation of impact
6.4.2 	 Management sign-off by appropriate parties
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6.4.3 	 Testing of operational functionality
6.4.4 	 Back-out procedures

6.5 	 Develop all Web applications based on secure coding guidelines such 
as the Open Web Application Security Project guidelines. Review 
custom application code to identify coding vulnerabilities. Cover 
prevention of common coding vulnerabilities in software develop-
ment processes, to include the following:
6.5.1 	 Unvalidated input
6.5.2 	 Broken access control (for example, malicious use of user 

IDs)
6.5.3 	 Broken authentication and session management (use of 

account credentials and session cookies)
6.5.4 	 Cross-site scripting (XSS) attacks
6.5.5 	 Buffer overflows
6.5.6 	 Injection flaws (for example, structured query language 

(SQL) injection)
6.5.7 	 Improper error handling
6.5.8 	 Insecure storage
6.5.9 	 Denial of service
6.5.10 	 Insecure configuration management

6.6 	 Ensure that all Web-facing applications are protected against 
known attacks by applying either of the following methods:

Having all custom application code reviewed for common vulnerabili-
ties by an organization that specializes in application security

Installing an application layer firewall in front of Web-facing appli-
cations.

Note: This method is considered a best practice until June 30, 2008, after 
which it becomes a requirement.

As you can see, Requirement 6 encompasses information security responsibili-
ties and activities throughout the entire SDLC. The very fact that such language 
has been included in an industry standard carrying the potential consequences of 
the PCI DSS indicates that the responsibilities of securing applications is not just 
the job of network administration staff, information security staff, audit staff, and 
the chief information security officer, but it’s also the job of application develop-
ment staff as well.

As a former application developer, I always believed that it was the primary 
responsibility of the network administration staff to ensure that my applications 
were secure. I knew about firewalls, anti-malware programs, Intrusion Detection 
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and Intrusion Prevention Software (IDS/IPS), and other safeguards, but they 
weren’t my responsibility. My primary concern was that only those individuals 
who should have access to my applications and the data that they contained, did 
have access, and that as long as the network permissions were set up properly my 
applications would be secure. I felt that as long as I worked with the business 
analysts to develop a list of which users should have access to my applications, 
and passed those lists on to the network administration folks to create the proper 
network permissions for my applications and databases, then my part in securing 
applications was over. I couldn’t have been more wrong.

Like many application developers, I had never been formally taught my role in 
securing applications through the code I was writing. I didn’t know that unvali-
dated inputs, buffer overflows, injection flaws, and improper error-handling rou-
tines in my code were making my applications insecure. I also didn’t realize that the 
code I wasn’t writing (because I didn’t realize I needed to prevent buffer overflows, 
unvalidated inputs, and injection flaws) was affecting the security of my applica-
tions and invalidating many of the controls that the network administration staff 
had put in place. In fact, some of the code that I wasn’t writing was not only affect-
ing the security of my own applications, but also the security of other applications 
and data housed on the same network segments as my application! In fact, because 
I was unaware of the risks involved with the code I was writing, I was opening up 
the network itself to attack from a number of different sources and invalidating a 
number of controls that the network administration staff spent many thousands of 
person-hours setting up and maintaining!

1.5  Risks Associated with Current Trends
It is evident from the increasing number of data breaches, along with the increas-
ing number of standards published by legislative, regulatory, and industry standard 
bodies that we are not doing enough to secure our applications. Therefore we need 
to understand the risks involved in developing software that is not secure. In order 
to understand the risks involved, we need to understand how to discover risks, 
how to measure the impact of those risks upon our software development efforts, 
and finally how to eliminate or reduce those risks. This process is known as risk 
assessment (discovering and measuring impact) and risk management (elimination 
or reduction of risk).

The concept of risk—“the net negative impact of the exercise of a vulnerabil-
ity or weakness, considering both the probability and the impact of occurrence” 
[1]—is a concept that is hundreds of years old. Even the concepts of measuring and 
weighing business risks have been around for a long time. Insurance companies 
calculate risks every day and use the calculations to set rates for life, health, and 
property coverage.
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Software development is often a constant balancing act among functional 
requirements, funding, deadlines, limited resources, risk, and flexibility. Many of 
the current major software development life cycles treat security simply as just one 
more nonfunctional requirement [2] and do not cover the topic of information 
security or address it in any detail. The result is often that security remains a non-
functional requirement during the software development process. During the soft-
ware engineering process, when resources, budgets, and schedules become tight, 
trade-offs must be made as some requirements must be dropped. This trade-off 
process introduces risk into the software development process. This is not to imply 
that security is always an important requirement of every software development 
effort. However, if confidentiality, integrity, and availability of the software or the 
information it stores, transmits, processes, or displays is important, then security 
should be considered an important requirement.

When risk is introduced into the software development process where confiden-
tiality, integrity, and availability of the software or its information are important, 
then the result may be that the resulting software is not as secure as it needs to be. 
Earlier in this chapter we have seen that data security breaches continue to plague 
applications. In addition, the General Accounting Office estimates $38 billion 
per year [3] in U.S. losses due to costs associated with computer software security 
lapses. How can we resolve this problem?

One solution is to apply information security risk assessment practices to the 
SDLC. Information security risk assessment is a practice used to ensure that com-
puting networks and systems are secure. By applying these methods to the SDLC, 
we can actively reduce the number of known vulnerabilities in software as it is 
developed. For those vulnerabilities that we cannot or choose not to mitigate, we 
at least become aware of the risks involved as software development proceeds. The 
remainder of this book focuses on how to apply simple risk assessment techniques 
to the SDLC process.

But before we can learn risk assessment and risk management techniques, we 
need some working definition terms that are used in the risk assessment and risk 
management processes, particularly as they apply to SDLC processes. In addition, 
it is helpful to understand the relationships between these terms. Therefore, let’s 
look at some definitions we use throughout the book.

Risk:NN  The possibility of suffering harm or loss. It is the potential for real-
izing unwanted negative consequences of an event. It refers to a situation in 
which a person or process could do something undesirable or a natural occur-
rence could cause an undesirable outcome, resulting in a negative impact or 
consequence.
Asset: NN Something of value to an organization. It can be a person or person(s), 
information, a proprietary formula, software, hardware, a building, or a 
facility.
Threat: NN Something that is a source of danger to an asset.
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Vulnerability:NN  A weakness in the controls protecting an asset that could be 
exploited by a threat to gain unauthorized access to information or disrupt 
critical processing.
Control:NN  A mechanism designed to protect an asset. Controls can be physical 
(i.e., walls, locks, guards, fire alarms, security cameras, etc.), administrative 
(policies, procedures, standards, and guidelines), or technological (firewalls, 
anti-virus software, intrusion detection/prevention software, etc.) in nature.

In order to understand the relationship among these concepts, please examine the 
diagram in Figure 1.1.

An asset is something that we want to protect. For example, an asset might 
be the credit card number of an online customer. We protect that asset by placing 
controls (i.e., firewalls, use of encryption software, identification and authorization 
mechanisms, use of anti-virus software, patch management, etc.) to prevent a mali-
cious individual (our threat is someone who wants to steal our customer’s identity) 
from gaining access to the asset. Some of the controls we may already have in place, 
for example, a patch management program which ensures that patches are applied 
to operating system software in order to prevent known vulnerabilities (weaknesses 
in operating system software) from being exploited by that malicious individual 
(who could be either external or internal to our operations) to gain access to the 
customer’s credit card number.

However, there may be other vulnerabilities or weaknesses in our applications 
design of which we are unaware. Consider Figure 1.2. This figure provides an 
example of how the design of our application may be vulnerable to a type of attack 
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known as a Structured Query Language (SQL) injection that could allow our mali-
cious individual (threat) to get the credit card number of our customer despite the 
other controls we already have in place (patch management, firewalls, encryption, 
etc.). But how likely is our attacker to discover our SQL injection vulnerability and 
actually exploit that vulnerability in order to gain the credit card numbers of our 
customers? What damage would such a breach do not only financially, but also to 
the reputation of our company? And finally, how can we discover this vulnerability 
and prevent it from being exploited by the malicious user in the first place?

These are all questions that can be answered through the process of risk man-
agement which includes: risk assessment, risk mitigation, and continuous evalu-
ation and improvement in risk assessment and risk mitigation processes. The 
remainder of this book attempts to teach the basic principles of risk assessment and 
risk management as it applies to the SDLC. First, we examine how to assess risks 
during software development including selecting a risk management methodology, 
identifying assets, identifying threats to those assets, identifying vulnerabilities 
that might allow a threat to harm an asset, and finally assessing a relative level of 
risk associated with the threat–vulnerability pair. Next, we look at ways of reduc-
ing the relative level of risk through a process known as risk mitigation. During 
risk mitigation, the attempt is to transfer or eliminate all or part of the risk associ-
ated with a threat–vulnerability pair. Consider Figure 1.3, which is a graphical 
representation of what may happen if additional controls are used to mitigate the 
risk in our previous example, preventing the threat–vulnerability pair from doing 
any harm to the asset.

Once we have examined methods of risk mitigation, we turn towards look-
ing at where some of the steps within the risk management process can be 
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conducted in a typical software development life cycle. The risk management 
process outlined in this book consists of ten distinct steps, however, not all of 
the steps can or should be conducted in any one phase of the software develop-
ment life cycle. Figure 1.4 outlines this ten-step process, and shows important 
inputs, as well as outputs from each step. The final step is preparing a risk 
management plan that:

Summarizes risks discovered during the risk assessmentNN
Summarizes the risk mitigation strategies selectedNN
Provides action plans with timelines for risk mitigation effortsNN
Provides plans for continuous evaluation, assessment, and improvement of all NN
risk management activities

1.6  Introduction to Test Case That 
Relates to Current Trends

The concepts within this book are generally not difficult to understand. But in 
order to better illustrate the concepts of the book, we apply them to a test case, 
which is based upon the real-life experiences of the author. As each new concept is 
developed throughout the course of this book, those concepts are applied to the test 
case, to help illustrate how such concepts may be used in your situation. With that 
in mind, let’s take a look at the test case.
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Imagine that you are a part of a software development team working for a 
Fortune 500 company in the financial services industry. The company is a publicly 
traded corporation, and a leader in providing group life and health insurance, as 
well as retirement services to small- and medium-sized business. The company is 
a large company with a large and diverse workforce. The company sells numerous 
retirement plans, each of which can be customized to a large extent. Customers of 
these plans may have anywhere between ten and several thousand employees.

Your team has been assigned the task of building an application to calculate 
retirement benefits for the vast majority of retirement plans your company sells. 
Many of the retirement plans sold by your company allow customers (i.e., employers 
who provide a retirement plan to their employees through your company) to make 
additional contributions to their retirement plan at the end of their fiscal year, in 
order to reduce corporate income tax liabilities. The business rules associated with 
the calculation of the retirement plan benefits are extremely complex, especially those 
business rules required by the Internal Revenue Service (IRS) for tax purposes.

Many of the monetary and age limitations imposed upon the IRS business rules 
may change from year to year, and the application must be able to handle these 
changes without the need for additional programming changes each year. The IRS 
also requires that any additional contributions to a retirement plan must be made 
within two and one half months following the end of the company’s fiscal year. 
Because the majority (90 percent) of your organization’s customers synchronize 
their fiscal year with the calendar year, this means that the majority of calculations 
conducted by the application you are developing will be processed between Janu-
ary 1st and March 15th of each year. And because the majority of customers make 
their decisions during the last two weeks of the period (generally because their 
end-of-year financials are not available before this time period), the majority of the 
application’s use will be during the first two weeks of March each year.

This was one of the primary driving business reasons for developing the applica-
tion, as prior to this development effort, there was no automated method for calcu-
lating retirement benefits associated with a year-end contribution by an employer. 
Retirement plan administrators used a number of different spreadsheets to calculate 
the benefits by hand. Some retirement plan administrators understood the complex 
business rules well, and could correctly calculate the benefits. But the vast majority 
of retirement plan administrators did not understand how to apply the business 
rules correctly, with the result that calculations were often completed incorrectly, 
and the results provided to customers were inconsistent at best.

Whenever a calculation was made incorrectly, the retirement plan company 
was required to make restitution in order to correct the calculation, regardless of 
how much time had passed between when the mistake was made, and when it was 
noticed by any party. Usually, this wasn’t a great amount of money, but in some 
instances could result in large sums. For example, in one particular instance, an 
IRS audit of a customer revealed that an incorrect limit was applied to a calcula-
tion done five years previously. The corporation not only had to pay the IRS pen-



Current Trends in Application Security  n  17

alties and interest fees associated with the incorrect tax deduction its client took, 
it also had to pay back interest and earnings on the money that would have been 
invested in individual retirement plan accounts of the employees of that customer 
and would have earned additional interest over that time period.

The basic requirements of this application include the following.

It must be Web-based.NN
The application must be usable by your company’s employees who administer NN
retirement plans for the company’s customers.
The application must also be usable by your company’s sales force who will NN
use the calculated results of the application to sell retirement plans to new 
customers.
The results of the calculations must be viewable over the Internet by retire-NN
ment plan customers.
All Internal Revenue Service (IRS) rules must be followed when calculating NN
benefits. Some of these rules describe limits that may be legally contributed 
to pension plans which may change from year to year.
Proprietary business rules created by your company must be used when cal-NN
culating benefits for certain types of plans.
The results of the application’s calculated benefits must be viewable on screen, NN
printable, and must also be available to be e-mailed to a client in a format that 
the client cannot change.
Because a large number of user inputs are required in order to use the applica-NN
tion, all user inputs must have the ability to be saved and retrieved at a later 
time.
The data required to calculate the benefits must come from current pension NN
plan member databases already established. Such data includes information 
about individual members of a pension plan including:

Names−−
Dates of birth−−
Salaries−−
Identification numbers−−
Amounts contributed to the pension plan−−
Dates of employment/termination−−

Because members of the company’s sales force will use the application for the 
purpose of selling new pension plans to customers, they must be able to:

Import datasets provided by potential customers.NN
Create dummy datasets on the fly for illustration purposes.NN
Utilize dummy datasets created and stored in the application data base.NN
The results of all calculations must be saved and archived for a given period NN
of time.
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Although these are by no means all of the requirements the application must 
meet, they do represent enough of the major requirements required to illustrate the 
concepts of this book. Throughout the remainder of this book, at the end of each 
chapter, we apply the lessons learned in that chapter to this test case. It is hoped 
that by the end of the book, you will understand the concepts of risk assessment 
and risk management as they apply to the information security risks inherent in all 
software development efforts.

1.7  Conclusion
In this introductory chapter we have laid the foundation for a need for more secure 
application development processes. We looked at some of the data security breaches 
that have appeared in recent headlines, and we have looked at some of the most 
recent legislative and compliance initiatives that require increasing levels of appli-
cation security. We have also looked at how some of these compliance issues are 
coming not from legislative or compliance agencies, but from within industry itself, 
such as the PCI DSS.

From there, we looked at how the recent trends represent a level of risk to orga-
nizations and their software development efforts. We also looked at the need for 
understanding the concepts associated with risk and developed a working defini-
tion of risk as it applies to software development efforts. A brief outline of the risk 
management process was included. Finally, we were introduced to a test case, based 
upon the real-life experiences of the author, which is utilized to demonstrate each 
of the steps associated with the risk management process. In the next chapter, we 
turn to the first step of the risk management process: the selection of a risk assess-
ment methodology.
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Chapter 2

Security Risk Assessment 
Methodologies

The first step in the risk management process is the selection of a risk assessment 
methodology. Figure 2.1 illustrates the some of the inputs and outputs associated 
with this step of the risk management process.

There are two ways of measuring risk, quantitative and qualitative. Quantitative 
analysis assigns real dollar values to the loss of an asset. Qualitative risk analyses are 
all about identifying and relating risks relative to each other. The perceived impact 
of loss is determined rather than the actual dollars associated with the loss. Quan-
titative risk measurement is the standard in many industries, particularly the insur-
ance and finance industries. However, quantitative risk analysis is typically not 
used to measure the risk associated with information system assets. Why? Because 
it is difficult to accurately assign a value to information assets, and also because 
there is a lack of statistical information making it possible to determine how often 
threats materialize. For example, how do you assign a value to the loss in public 
confidence in the services an organization provides? How often will spam attacks 
be directed against an organization? When will the next new exploit for a specific 
application be discovered and how quickly will that exploit find its way into mali-
cious code? It’s improbable to expect to be able to answer these types of questions 
with any degree of certainty.
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2.1  Definitions
Before we can compare the two methods of measuring risk, we need some good 
working definitions of each type of method.

QuantitativeNN  risk assessment practices are numerical approaches that assign 
real dollar values to the amount of damage an organization may sustain when 
assets are altered, destroyed, disclosed, or made unavailable by threats that 
exploit vulnerabilities in the controls or safeguards which protect those assets. 
Quantitative methods estimate the numerical frequency or probability that 
an asset may be compromised by a threat–vulnerability pair.
QualitativeNN  risk assessment practices identify risks and rate them in rela-
tion to each other, or to a defined rating scale based upon the perceived 
impact an organization may sustain when assets are altered, destroyed, 
disclosed, or made unavailable by threats that exploit vulnerabilities in 
the controls or safeguards which protect those assets. Qualitative methods 
use subjective means and relative rating scales to estimate the frequency 
or probability that an asset may be compromised by a threat–vulnerability 
pair.

As you can see from the definitions, although both methods attempt to measure 
the amount of damage that might be sustained by an organization when assets 
are altered, destroyed, disclosed, or made unavailable, the way they go about it is 
very different. Quantitative methods attempt to assign an actual dollar amount 
to the damage caused, whereas qualitative methods use subjective ratings rather 
than an actual dollar amount. Each method has pros and cons, and either method 
will produce a tangible result. Because each method is different in nature, it may 
be difficult to choose between the two. We are then left with the question: which 
methodology should be used in a given situation? Before we can answer that, we 
need to look more closely at each of the methodologies involved, including their 
benefits and liabilities.

Step 1 Select
Assessment

Methodology

Assessment
Methodology

Impact of Breach
Cost Information

Attack History
Need for Cost/Benefit Analysis

FIGURE 2.1  Inputs and outputs associated with selecting a risk assessment 
methodology
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2.2  Quantitative Risk Assessment Methodologies
As we’ve already seen, quantitative methodologies assign real dollar values to 
the amount of damage sustained by an organization when its assets are altered, 
destroyed, disclosed, or otherwise made unavailable. But how are these dollar values 
assigned? Basically the dollar values are assigned using five standard equations:

Calculation of exposure factorsNN
Calculation of a single loss expectancyNN
Calculation of an annualized rate of occurrenceNN
Calculation of annualized loss expectancyNN
Cost-benefit analysisNN

Let’s examine each of these equations in detail.

2.2.1  Exposure Factor
An Exposure Factor (EF) represents the percentage of asset loss caused by an identi-
fied threat. It represents a number between 0 and 100 percent. As an example, our 
asset is a database containing the credit card information of our customers. If an 
attacker (threat) destroys that database, and we have no backup copies of the data-
base available, then the EF is 100 percent. If however, an attacker is only able to 
destroy about half the database before the attacker is discovered, then the EF is 50 
percent. There are a number of methods that may be used to calculate the EF, some 
of which are subjective in nature and some of which are objective in nature. Either 
method of calculating the EF includes looking at the records of historical attacks 
and determining on average how much of an asset is lost when an attack on that 
asset occurs. Often these methods also involve determining how quickly attacks on 
assets are discovered, as well as how quickly attacks are blocked. Objective methods 
will actually calculate statistical averages utilizing this type of information to arrive 
at a final figure for the EF, whereas subjective methods will utilize generalizations 
based upon a review of this data, for example, typically 50 percent of a database is 
lost when an attack of one type occurs, while only 25 percent is lost when a different 
type of attack occurs.

2.2.2  Single Loss Expectancy
Single Loss Expectancy (SLE) represents the dollar amount caused during a single 
loss from a given cause. It is calculated by multiplying the Value of the Asset (AV) 
by the EF.

	 SLE = AV × EF



22  n  Security Software Development

Continuing our example from above, let’s assume that our exposure factor is 
50 percent and that the value of the database is $100,000.00. In this instance the 
SLE would be:

	 SLE = AV × EF = $100,000.00 (AV ) × 0.5 (EF) = $50,000.00.

Of course it is important to understand the value of the asset in order to calcu-
late this value. Unfortunately, it isn’t always easy to determine the value of a spe-
cific asset. For example, how much is the data within a database worth? If the data 
within a database consists of account numbers, access codes for those accounts, 
and amounts of funds contained in those accounts, the data may be worth the 
combined total of funds in all of the accounts. However, what about a database that 
contains customer names and addresses? How much is that information worth? Is 
it worth the amount of money paid to the sales staff to generate the leads associated 
with the list of customers? Or is it worth some other amount? How much would 
it be worth to a competitor? These questions aren’t always so easy to answer. What 
about intangible assets such as corporate reputation? What value can be placed 
upon an organization’s reputation if that corporation suffers a public data breach of 
confidential information? Is it the amount the stock goes down when such a breach 
is announced? Is it the amount of revenue lost when customers leave? But what 
about lost revenue in the form of potential customers who might have considered 
purchasing from the company before a breach, but who take their business else-
where afterwards? Again, these intangible questions are not always easy to answer.

2.2.3  Annualized Rate of Occurrence
Annualized Rate of Occurrence (ARO) represents the estimated frequency with 
which the threat will occur in the period of one year. If we expect the threat to 
occur only once every five years, then the ARO is 0.2; that is, 1 threat/5 years = 1/5 
= 0.2. Likewise if we expect the threat to occur quarterly, then the ARO is 4; that 
is, 4 threats/1 year = 4/1 = 4.

	 ARO = number of times a threat will occur in a one year time span.

Although ARO seems like a straightforward number to calculate, it is often 
difficult to determine. How often will an organization be hit with a computer virus 
that the corporate anti-virus solution cannot handle in the next year? How often 
will a tornado destroy a data center? How often will an employee erroneously enter 
data used to make critical calculations? Calculations of ARO are often based upon 
statistical analysis methods of the same type used to calculate insurance rates. It is 
possible to look at histories of similar threats to determine the likelihood that they 
will occur. For example, there is plenty of data available through anti-virus software 
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vendors on the number of virus threats that affect specific platforms, including 
information on current trends. Likewise, insurance companies have statistical anal-
yses that can provide data on how often a typical organization suffers damage due 
to severe weather or other environmental threats. And internal audit organizations 
may have information on how many errors and omissions are discovered within the 
organization in a given year.

2.2.4  Annualized Loss Expectancy

The Annualized Loss Expectancy (ALE) represents the dollar loss that can be expected 
in a given year for a particular threat. ALE is calculated by multiplying the SLE by 
the ARO.

	 ALE = SLE × ARO

Again, let’s continue the example we started above. We assume that an attacker will 
get through our defenses and destroy our customer database once every five years. 
Therefore our ARO is 0.2 (1 event/5 years = 0.2 events/year). Because we already 
determined that our SLE would be $50,000.00, our ALE then becomes:

	 ALE = SLE × ARO = $50,000.00 (SLE) × 0.2 (ARO) = $10,000.00.

When calculating ALE it is important to understand that the ALE is only as 
reliable as the SLE and the ARO. Because both of these values can often be difficult 
to accurately determine, an analyst must be careful when considering the accuracy 
of any ALE calculation.

2.2.5  Cost-Benefit Analysis

Finally, we can conduct a cost-benefit analysis for any potential controls or safeguards 
we planned in order to prevent the threat from destroying our customer database. 
Let’s assume that we can put in place intrusion detection software that will detect 
any attempt to destroy our customer database and allow us to stop such an attempt 
earlier in the process. Instead of 50 percent of the database being destroyed, only 
10 percent of the database would be destroyed. Therefore our new EF would be 0.1. 
Let’s apply all of the formulas again using this new EF.

	 SLE = AV × EF = $100,000.00 (AV ) × 0.1 (EF) = $10,000.00

The software won’t change the number of times we are attacked, so our ARO is 
still 0.2. Therefore ALE is:
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	 ALE = SLE × ARO = $10,000.00 (SLE) × 0.2 (ARO) = $2,000.00.

So the loss we could expect before we installed the new intrusion detection software 
is $10,000.00/year where the loss we could expect after we installed the new intru-
sion detection software is $2,000.00/year. It certainly appears that the intrusion 
detection software is a worthwhile purchase and we should automatically put it in 
place, right? This isn’t necessarily the case. We first must consider the cost of the 
intrusion detection software itself.

Let’s assume that the cost of the intrusion detection software is $10,000.00 per 
year. But that’s simply the cost of the software. To do a true cost-benefit analysis, 
we need to know the value of the intrusion detection software to the company. To 
calculate that, we use the following equation:

	 VALUE (of a control) = ALE (before the control is implemented)  
	 – ALE (after the control is implemented) – Annual cost of the control.

Using our example the value of the intrusion detection software then becomes:

	 Value = $10,000.00 (ALE before implementation) – $2,000.00 (ALE after  
	 implementation) – $10,000.00 (annual cost of the software) = –$2,000.00.

In this case, the value to the company is a negative number. Therefore, even though 
we would suffer less due to any single loss of the database, we would end up costing 
the company more in the long run. If the value of the intrusion detection software 
is only $5000.00, then the value to the company becomes:

	 Value = $10,000.00 (ALE before) – $2,000.00 (ALE after) –  
	 $5,000.00 (annual cost) = $3,000.00.

In this case the value to the company is a positive number and therefore implement-
ing the intrusion detection software will save the company money in the long run.

As you can see, the formulas used to perform quantitative risk analyses are 
not complicated at all. Although there may be some art in determining the exact 
value of assets, the exact exposure factor, and the annualized rate of occurrence, 
specific values for these terms can be determined based upon historical and sta-
tistical records and other factors. The bottom line is that concrete numbers can 
be calculated to determine the value to the company of any specific control that 
may be implemented. That’s the greatest strength of a quantitative risk analysis: 
concrete dollar amounts can be assigned, so that budgets can be built wisely with a 
full understanding of all risks involved. Because all decisions resulting from quan-
titative analysis are based upon actual dollar amounts, consensus is often easier 
to achieve. In addition, it is often easier to obtain budget dollars for information 



Security Risk Assessment Methodologies  n  25

security controls and safeguards when cost-benefit analysis can provide the value of 
those safeguards to management. It is also easier to set priorities among competing 
projects when the value of those projects is clearly understood against the bottom 
line. Finally, because the end results of all controls and safeguards can be easily 
related to the company’s financial objectives, it is easier all around to obtain fund-
ing for such controls.

However, although there are a number of powerful benefits to using quantita-
tive risk analysis methods, there are also some liabilities involved. First, while the 
calculations themselves within a quantitative analysis aren’t difficult to understand 
or to calculate, some of the individual values can be difficult to determine. For 
example, how much is a customer database worth? Is it worth the annual profit 
provided by those customers to a company? Is it worth the amount of advertising 
spent in order to develop the leads that led to the database? Or is it worth some 
other amount? What about reputation? What is the cost of a loss in reputation for 
a company who has had a public breach of data security? Or what about the cost 
in lives if a military troop movement database was hacked into? Sometimes it’s not 
easy to come up with exact dollar figures for these amounts.

And what about EF and ARO? Both of these values represent the probability 
or likelihood that an event will occur, or how severe the damage will be if it does 
occur. Although historical data can give you some sense of how often an event has 
occurred in the past, or how much damage was caused when the event did occur, 
it is not a 100 percent accurate barometer of how often such an event will occur in 
the future, or the amount of damage that might be caused by such an event. This is 
especially true in today’s environment where the interval between vulnerability and 
exploit is rapidly decreasing 

Perhaps the biggest drawback to quantitative risk assessment methodologies 
is the amount of information that must be gathered. ALE both before and after 
implementation of controls and safeguards must be determined for each combi-
nation of asset, threat, and vulnerability. Depending upon the scope of the risk 
assessment, this can lead to hundreds, if not thousands or even tens of thousands, 
of calculations.

So how do we determine if a quantitative risk analysis is the right methodol-
ogy to use? Before answering, we need to understand the benefits and liabilities of 
qualitative risk assessments.

2.3  Qualitative Risk Assessment Methodologies
Whereas quantitative risk assessment methodologies rely on assigning probabilities 
and dollar values to the loss that can be expected when a threat exploits a vulner-
ability to attack an asset, qualitative risk analysis focuses on the perceived damage 
a threat could cause to an asset, and ranks those perceived risks against each other, 
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or against a pre-defined scale. Typically, qualitative risk analysis is based upon three 
factors: likelihood of occurrence, impact of occurrence, and risk level.

2.3.1  Likelihood of Occurrence

Likelihood of occurrence represents the likelihood that a threat will exploit a vulner-
ability to affect an asset. It is typically represented by a subjective term such as high, 
medium, or low instead of an actual value, as is the case in a quantitative risk analy-
sis. Typically, before a risk analysis process begins, once the scope of the analysis 
has been set, a scale for likelihood of occurrence is created. Such scales can be based 
upon how often an event may occur, the motivation of the threat, or what controls 
or safeguards are already in place to prevent vulnerabilities from being exploited. A 
simple example of a likelihood of occurrence scale based upon how often an event 
may occur is shown below:.

Low likelihoodNN  occurs when vulnerabilities are exploited by threats less than 
once a year.
Medium likelihoodNN  occurs when vulnerabilities are exploited by threats more 
than once a year, but less than once a month.
High likelihoodNN  occurs when vulnerabilities are exploited by threats more than 
once a month.

Likelihood scales may also be based upon such things as:

Whether a threat has the motive or means to exploit vulnerabilitiesNN

Whether current controls or safeguards are effective in preventing a threat NN

from exercising vulnerabilities
Combinations of all of the aboveNN

An example of a scale based upon the motive and means of the threat might 
be:

Low likelihoodNN  occurs when the threat has neither the motive, nor the means 
necessary to exploit vulnerabilities.
Medium likelihoodNN  occurs when the threat has either the motive or the means 
necessary to exploit vulnerabilities, but not both.
High likelihoodNN  occurs when the threat has both the motive and the means 
necessary to exploit vulnerabilities.

An example of a scale based upon the effectiveness of controls might be:
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Low likelihoodNN  occurs whenever current controls and safeguards are com-
pletely effective in preventing threats from exercising vulnerabilities.
Medium likelihoodNN  occurs whenever current controls and safeguards are par-
tially effective in preventing threats from exercising vulnerabilities.
High likelihoodNN  occurs whenever current controls and safeguards are totally 
ineffective in preventing threats from exercising vulnerabilities.

Finally, an example of a combined scale might be:

Low likelihoodNN  occurs whenever the following conditions are met:
Controls are completely effective against threats.−−
Threats have neither motive nor means.−−

Medium likelihoodNN  occurs whenever:
Controls are partly effective against threats.−−
Threats have motive or means but not both.−−

High likelihoodNN  occurs whenever:
Controls are completely ineffective against threats.−−
Threats have both motive and means.−−

As you can see, these scales are very subjective in nature. The exact nature of 
the scale used can vary widely depending upon the scope and requirements of the 
assessment. Numeric scales of 0–10, 1–5, and so on can be used instead, as can 
scales using subjective terms such terms as negligible, very low, low, medium, high, 
very high, and so on.

2.3.2  Magnitude of Impact
Magnitude of impact is an attempt to measure the damage to an organization if 
the threat is able to exploit vulnerabilities and cause damage to assets. Again, it 
is represented in qualitative risk analysis methodologies as a subjective scale that 
is often determined when the scope and requirements of the risk assessment are 
determined. An example of a simple impact scale follows:

Low impactNN  occurs when there is the loss of some assets or some resources 
must be utilized to clean up or repair the loss. There is no noticeable impact 
upon the organization’s mission, reputation, or interests from such a loss.
Medium impactNN  occurs when there is a costly loss of assets or resources, or a 
considerable number of resources must be utilized to clean up or repair the 
loss. There is a noticeable impact upon the organization’s mission, reputation, 
or interests from such a loss.
High impactNN  occurs when a death or human injury results, or there is a signifi-
cant loss of assets and resources, or a significant cost to clean up or repair the 
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loss. There is a substantial impact upon the organization’s mission, reputa-
tion, and interests from such a loss.

Again, this is a very subjective listing. As with the likelihood of occurrence 
scales, varying scales can be used. Additionally, it is possible to assign dollar values 
using this methodology. A scale utilizing dollar values might look something like 
the following:

Low impactNN  occurs whenever the damage to an asset or the amount of 
resources needed to clean up from a loss is $10,000.00 or less.
Medium impact NN occurs whenever the damage to an asset or the cost to clean 
up from a loss is more than $10,000.00 but less than $100,000.00.
High impactNN  occurs whenever the damage to an asset or the cost to clean up 
from a loss is greater than $100,000.00.

2.3.3  Risk Level
Risk level in a qualitative risk analysis represents a relative assessment of the overall 
risk involved dependent upon the likelihood of occurrence and the impact of the 
threat. It is typically based upon cross-referencing likelihood of occurrence with 
impact of the threat in a table that is created at the time the scope and require-
ments of the risk assessment were established. An example of such a table is found 
in Table 2.1.

Let’s return to the example of a malicious individual destroying a customer 
database we used in our quantitative risk analysis and determine a risk level. We use 
the following likelihood and impact scales in our analysis:

Low likelihoodNN  if the threat occurs less than once a year
Medium likelihoodNN  if the threat occurs more than once a year but less than 
once a month
High likelihoodNN  if the threat occurs more than once a month
Low impactNN  if the damage is $10,000.00 or less

Table 2.1  Risk Level

Threat Likelihood

Impact

Low Medium High

Low Low Risk Low Risk Medium Risk

Medium Low Risk Medium Risk Medium Risk

High Medium Risk Medium Risk High Risk
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Medium impact NN if the damage is more than $10,000.00 and less than 
$100,000.00
High impactNN  if the damage is $100,000.00 or more

If you remember in our previous example, we determined that such an attack 
was likely to happen only once every five years. Therefore in our qualitative analysis 
our likelihood of occurrence is Low. The single loss expectancy from our quantita-
tive example was $50,000.00, therefore in our quantitative analysis our impact is 
Medium. Cross-indexing a Low likelihood with a Medium impact in Table 2.1 we 
see that the risk level is Medium. In a typical qualitative risk analysis we would then 
perform the same analysis for all potential threat–vulnerability–asset pairings. All 
high risks would be grouped together, all medium risks would be grouped together, 
and all low risks would be grouped together. Resources would then be assigned to 
address the high risks first, then the medium risks, and finally the low risks, if any 
resources remained.

Cost-benefit analysis can also be performed using qualitative analysis, however, 
the results of such an analysis are not as conclusive as those produced using a quan-
titative analysis. Continuing using our quantitative analysis example, we found that 
the SLE after the installation of an intrusion detection safeguard was $10,000.00. 
Therefore the impact level in our qualitative analysis is now Low. Cross-indexing a 
Low impact with a Low likelihood in Table 2.1 we see that our risk level is now Low. 
Our cost-benefit analysis would then tell us that our risk level has been reduced 
from Medium to Low by implementing the intrusion detection safeguard. However, 
that’s as far as we can go with a qualitative cost-benefit analysis. Our quantitative 
analysis was able to distinguish if the intrusion detection safeguard was of value to 
our organization or not based upon the annual cost of the safeguard. The best that 
a qualitative analysis can due is to compare the cost of the proposed safeguard with 
the change in impact level.

For example, if the cost of the safeguard was $10,000.00 and the impact level 
changed from medium to low, we would have a potential savings of between 
$0.00 and $90,000.00 a year. If we suspected that our potential savings was 
only going to be $0.00 we may have concluded that the cost was too high and 
would not have spent the money on the safeguard. However, if we suspected that 
our savings were going to be on the high end, we may well have suspected that 
the safeguard at $10,000.00 was a good value to the company. However, if you 
remember our quantitative analysis, we determined that the value to the com-
pany of a $10,000.00 intrusion detection system would actually end up costing 
us $2000.00 a year!

If qualitative risk assessments cannot provide us with accurate numbers to base 
our decisions on, then why would anyone ever use a qualitative risk analysis? There 
are a number of reasons to use qualitative risk analyses. In fact, within the informa-
tion security field, qualitative risk analysis is probably used more often than quan-
titative methods. First and foremost, qualitative risk analyses are easier to conduct 
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than quantitative methods, at least without a large database that provides historical 
data on the value of assets, the cost to clean up after events, and the probability and 
frequency of events occurring.

Secondly, and perhaps more important, is that it is often difficult to assign the 
values required in a quantitative risk analysis. For example, how do you assign 
a value to the loss in public confidence in the services an organization provides? 
How often will spam attacks be directed against an organization? When will the 
next new exploit for a specific application be discovered and how quickly will 
that exploit find its way into malicious code? It’s improbable to expect to be able 
to answer these types of questions with any degree of certainty. It is much easier 
to assign a subjective label to these values than an actual value. And assigning 
the wrong value to an asset or to an exposure factor or annualized rate of occur-
rence can lead to the conclusion that the cost of a safeguard is worthwhile when 
it actually isn’t.

Let’s return to the example we began in our look at quantitative analysis. Let’s 
assume that we wrongly assigned a value of 0.5 instead of 0.2 to our annualized 
rate of occurrence or ARO before we implement any additional safeguards. That 
is, we expect to see the threat happen every other year, instead of only once every 
five years. This now means that our ALE is $25,000.00 (i.e., ALE = SLE × ARO = 
$50,000.00 × 0.5 = $25,000.00). Now if we apply our cost-benefit analysis to the 
$10,000.00/year intrusion detection safeguard we get a value to the company of 
$5000.00/year (i.e., Value = ALE (before control) – ALE (after control) – annual 
cost of control = $25,000.00 – $10,000.00 – $10,000.00 = $5000.00). We would 
come to the conclusion that implementing the $10,000.00 intrusion detection safe-
guard would save the company $5000.00 a year when in reality it would actually 
cost the company $2000.00 per year, all because we did not accurately determine 
an ARO. Because we often do not have accurate values for AV, ARO, and EF, or 
because they may be impossible to determine, the results of a quantitative analy-
sis may not prove to be any more accurate than the results from our qualitative 
analysis.

However, without any numeric cost-benefit numbers, it may prove difficult, if 
not impossible to convince management to spend limited resources on additional 
controls or safeguards. In addition, when losses do occur, it may be difficult to 
quantify how additional controls or safeguards can effectively reduce those losses 
to an acceptable level.

Understanding the differences between quantitative and qualitative risk assess-
ments is the first step to choosing a risk assessment methodology. However, there 
are numerous published risk assessment methodologies and automated tools for 
performing both quantitative and qualitative risk analysis. Choosing from among 
these published methodologies and tools is not an easy task. Before selecting a risk 
assessment methodology for our test case, we examine a couple of these published 
methodologies and tools in more detail.
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2.4  Published Methodologies

2.4.1  Software Engineering Institute’s OCTAVE

OCTAVE stands for Operationally Critical Threat, Asset, and Vulnerability Evalu-
ation. It was developed by the Computer Engineering Institute (CEI) at Carnegie-
Mellon University. It is a qualitative risk analysis methodology. It relies on small 
teams of individuals from both the business units of an organization and from the 
IT function within an organization to work together in addressing the security 
needs of the organization. OCTAVE relies on the knowledge of many different 
individuals to define what security safeguards are already in place, identify critical 
assets, and then identify threats to those assets. From this knowledge a security 
strategy that reduces or eliminates the threats to those assets can be developed.

OCTAVE was designed to be flexible and uses a three-phased approach. First, 
critical assets and the threats to those assets are identified. Next vulnerabilities, 
both organizational and technical, that expose the assets to the threats are identi-
fied. Finally, risk mitigation strategies are developed to reduce or eliminate the 
threats to those assets. All of these activities are supported by a catalog of known 
practices, as well as surveys and worksheets designed to facilitate the discussion 
and capture of information. Although OCTAVE was designed for large organiza-
tions (300 or more employees) there are other versions, including OCTAVE-S and 
OCTAVE Allegro that have been designed for smaller organizations.

There are numerous publications describing the OCTAVE methodology in detail 
and training is also available should you choose OCTAVE for your methodology.

2.4.2  STRIDE

Stride is a methodology used primarily for the identification of threats. It was 
fathered by Microsoft and is based on six basic types of threat category. These threat 
categories spell out the acronym STRIDE and include:

Spoofing:NN  Where a user attempts to become another user or assume some of 
the attributes of another user. One simple example of spoofing is a user who 
obtains the log-in credentials of another user through techniques such as 
shoulder surfing, keystroke logging, or finding the yellow sticky note with 
a password left behind by the user of a system, and logging in as a different 
individual who may have different privileges.
Tampering of data:NN  Where users can change information provided to them by 
an application and return that changed information in order to manipulate 
the validation routines, or lack thereof, utilized by the application. Example: 
In an e-commerce site, the price of an object is embedded in the HTML code 
used to display the shopping cart. An attacker alters the price by altering the 
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underlying HTML code and returns a price that is lower than it should be, 
and which is not validated by the application.
Repudiation:NN  Where users of an application can claim that they didn’t make 
a transaction when there are insufficient auditing controls in place. Example: 
If account transfers are not properly logged in an audit file, or if the audit file 
is not sufficiently protected such that it can be altered, then it may become 
impossible to determine who or what process transferred money from one 
account to another.
Information disclosure:NN  Where information provided by a user to an applica-
tion, such as a bank account number, password, or credit card number is 
intercepted and revealed by an attacker. Example: Data left in hidden fields, 
HTTP headers, or other system caches is found and revealed by an attacker.
Denial of service:NN  Where the use of large files, complex calculations, or large 
and complex queries can be used to tie up system resources for a significant 
amount of time.
Elevation of privilege:NN  Where users are able to gain additional rights and privi-
leges that are normally associated with administration accounts.

STRIDE is easy to understand and apply and addresses key application security 
threats.

2.4.3  DREAD
DREAD is a methodology also fathered by Microsoft. However, the focus of 
DREAD is not on the identification of threats, but rather the impact associated 
with a risk. DREAD is an algorithm and also an acronym. The DREAD acronym 
stands for:

Damage potentialNN
ReproducibilityNN
ExploitabilityNN
Affected UsersNN
DiscoverabilityNN

It is a quantifiable analysis based upon the following algorithm:

	 RISK = (Damage + Reproducibility + Exploitability + Affected Users  
	 + Discoverability) / 5.

This algorithm produces a number between 0 and 10, and the greater the num-
ber the greater the potential risk. It works using a series of scales that assign number 
values to each of the DREAD categories.
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Damage potentialNN  is the amount of damage potentially caused by a threat 
ranked on the following scale:

0 = No damage.−−
5 = Individual user data is affected.−−
10 = Complete system or data destruction.−−

ReproducibilityNN  represents how easy it is to reproduce the attack:
0 = Very hard or impossible.−−
5 = Only one or two steps are required, perhaps authentication and −−
authorization.
10 = Nothing more is required other than a browser and address bar.−−

ExploitabilityNN  represents the knowledge necessary to exploit a threat:
0 = Advanced programming and network knowledge and advanced or −−
custom attack tools.
5 = Published exploit instructions are available on the Internet, or an −−
exploit is easily performed using available attack tools.
10 = Just a Web browser.−−

Affected usersNN  represents the number of users affected by a possible exploit:
0 = None.−−
5 = Some users but not all.−−
10 = All users.−−

DiscoverabilityNN  represents how easy it is to discover the threat:
0 = Very difficult or nearly impossible, at least not without source code or −−
administrative access.
5 = Monitoring network traffic will allow an attacker to figure it out.−−
9 = Details of the fault are in the public domain.−−
10 = Information is visible in the Web browser address bar or in a Web −−
form.

DREAD represents more of a business impact threat model than a true risk analysis 
methodology.

2.4.4  TRIKE

TRIKE is a methodology sponsored by the open-source community. It is a risk-
based approach with models for:

RequirementsNN

ImplementationNN

ThreatsNN

RisksNN
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But TRIKE differs from STRIDE and DREAD in its focus on stakeholders, on 
the communications with those stakeholders, and empowering those stakeholders 
to make informed decisions based upon their understanding of the risks associated 
with a development effort.

2.4.5  Australian/New Zealand Standard 4360:2004
AS/NZ 4360 is one of the first formal standards for documenting and managing 
risk. It is a five-step process that is flexible and iterative in nature. The five steps of 
this process include:

Establishing context:NN  That is, which assets or systems are important?
Identifying risks:NN  Which specific risks are apparent?
Analyze risks:NN  Look at the risk and determine if any controls or safeguards are 
already in place.
Evaluate the risk:NN  Does any residual risk remain after the controls or safe-
guards have been taken into account?
Treat the risk:NN  Devise strategies for mitigating any residual risk.

2.4.6	 Common Vulnerability Scoring System (CVSS)
CVSS was developed by the U.S. Department of Homeland Security as a method 
of scoring the vulnerabilities that allow a threat to access assets. CVSS receives 
input from a number of different and well-known organizations and corporations 
including:

Cisco SystemsNN
SymantecNN
ISSNN
QualysNN
MicrosoftNN
The Computer Emergency Response Team Coordination Center (CERT/CC)NN
eBayNN

CVSS can be used to assist in the relative ranking of risks based upon how easy a 
vulnerability is to exploit.

2.5  Automated Risk Assessment Tools
There are a number of commercially available and freeware tools to help automate 
the process of collecting information for either a qualitative or quantitative risk 
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assessment methodology. Some of these tools include: RiskWatch®, AcertusTM, and 
others. One of the freeware tools available to assist in risk management is the Auto-
mated Security Self-Evaluation Tool (ASSET) developed by the National Insti-
tute of Science and Technology. Asset is a qualitative risk assessment methodology 
based upon NIST’s Self Assessment Guide for IT systems. Although ASSET is no 
longer supported due to the NIST adoption of a new self assessment methodology 
by NIST, it is still available through the NIST Web site at: http://csrc.nist.gov/
archive/asset/ and can provide a good starting point for any individual getting 
started with risk analysis.

The power that most automated risk assessment tools bring to any project lies 
in their ability to:

Help in the data-gathering processNN

Identify and quantify risks by using the relationships among asset, threats, NN

loss probability, and vulnerability
Assess baseline compliance against requirementsNN

Identify current threat and vulnerability levelsNN

Provide recommendations for remediation of risksNN

Help in repeating risk assessment activitiesNN

Provide metrics and trends between current and past risk assessment resultsNN

These automated risk assessment tools allow organizations to develop strong risk 
management programs by helping establish repeatable risk gathering, assessment, 
and mitigation processes.

2.6  Tips in Selecting a Methodology
OCTAVE, STRIDE, DREAD, TRIKE, AS/NZ 4360, CVSS, and ASSET repre-
sent a very small sampling of the published risk assessment methodologies and tools 
available to use when performing a risk assessment. Selecting a published method-
ology or toolset can greatly assist in getting consistent results from an assessment. 
However, following a published methodology or using a commercial or freeware 
risk assessment tool is not required in order to actually conduct a risk assessment. 
Both quantitative and qualitative risk assessments can be conducted without utiliz-
ing a published methodology or using risk assessment software.

The first step in conducting any information security risk assessment for a soft-
ware development project is in choosing either a quantitative method or a qualita-
tive method. The key lies in determining which method is best for a given software 
development effort. There are some key factors that are helpful in determining 
which methodology should be utilized.
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Quantitative risk assessment practices are numerical approaches that assign real 
dollar values to assets, and numerical values to probabilities of occurrence. There-
fore in order to use a quantitative risk analysis we need to know or identify:

The real dollar value of all assets involvedNN
The dollar values associated with the loss, damage, disclosure, or delay in NN
availability of those assets
All potential threat sources to our assetsNN
The vulnerabilities or attack routes that those threats can use to gain access NN
to those assets
The probability that those assets will be damaged by a threat exercising a NN
vulnerability

How does any organization know what these values are? There are a number of 
ways this information may be gathered. The value of assets may be what was paid to 
obtain them, or what it would cost in the current market to replace them. Damage 
to data and systems can be gathered by an analysis of past attacks and understand-
ing the costs required to repair, replace, and restore systems to their pre-attack sta-
tus. Past attack histories can provide us with the frequency, severity, and likelihood 
of attack. Newer organizations that may not have historical repositories of attacks, 
their severity, frequency, and costs, can look to institutions such as the Computer 
Security Institute (CSI), Federal Bureau of Investigation (FBI), and other organiza-
tions that publish statistics on data security breaches and their frequency, severity, 
and associated costs in order to obtain this information.

However, simply having the statistical information on assets, threats, and vul-
nerabilities required to perform a quantitative risk analysis does not mean that 
an organization should automatically use a quantitative risk analysis. There are 
other factors to take into consideration. For example, how much time is required 
to perform the analysis? Typically, unless large databases of cost and probability 
are already in place, quantitative analysis will usually take longer than qualitative 
analysis, particularly when used in conjunction with software development efforts. 
When using rapid software development methodologies, quantitative risk analysis 
may not be practical. Another consideration is cost-benefit analysis. As we have 
seen from the examples in this chapter, qualitative analysis may not provide enough 
information to justify increased costs associated with longer development cycles, 
or additional safeguards built into a software development project. Likewise, if the 
costs or probabilities used in performing a quantitative risk analysis are not com-
pletely accurate a risk exists that any additional safeguards selected for our software 
development may not be cost effective and may actually increase the cost of the 
software development effort without making that effort any safer or less risky.

Selecting a methodology should always depend upon the sensitivity and criti-
cality of the information being stored and utilized by the software development 
effort. Quantitative methods are generally preferred where the data stored, dis-



Security Risk Assessment Methodologies  n  37

played, modified, and transmitted by the software development effort is extremely 
sensitive or critical. However, the more sensitive and critical the data is, the more 
important it is to have accurate cost and probability numbers required to perform 
a quantitative risk analysis.

2.7  Selecting a Methodology for the Test Case
Which methodology, quantitative or qualitative, should be used for the test case 
established in Chapter 1? A review of the requirements of the test case reveals a com-
plex application for the calculation of retirement benefits which is:

Web-basedNN
Used by internal employees of a specific division within the organizationNN
Used by company sales forceNN
Used by customers to review resultsNN
Driven by IRS business rulesNN
Driven by proprietary business rulesNN
Used to display results over the Internet to customersNN
Used to store and recall inputs used in calculationsNN
Used to display critical and sensitive personally identifiable information about NN
customer employees

A simple review of the requirements does not provide some of the information 
required to make a decision between quantitative and qualitative methods. Addi-
tional information is required. For example, does accurate cost information for all 
assets exist? How critical and sensitive is the information used by the application? 
What is the cost in confidence lost by customers if the application is used to alter, 
destroy, or disclose the information used by the application? Does the company 
have an accurate database for predicting the frequency and probability of attacks on 
Internet-based applications and the costs associated with cleaning up and restoring 
operations after an attack? Does management require a cost-benefit analysis before 
making decisions on software development efforts? These are just some of the many 
questions it is necessary to ask in order to determine if a quantitative or qualitative 
risk assessment method should be applied to the software development effort.

The answers for these questions for the test case are as follows:.

Q: 	 Does accurate cost information for all assets exist?
A:	 No. Although accurate cost information for most assets exists, the pro-

prietary business rules were developed through a trial-and-error process 
over many months and no information exists on how much it cost to 
develop those business rules.

Q:	 How critical and sensitive is the PII to be used in the application?
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A:	 Fairly sensitive, because Social Security numbers, names, and salaries 
are all used by the application. However, the availability of the applica-
tion is only critical during tax preparation system when it is very critical, 
but other times of the year the application has little or no criticality.

Q:	 What is the cost in lost customer confidence if information is altered, 
destroyed, disclosed, or made unavailable?

A:.	 Unknown. Although some data is available on losses caused by not 
investing money within a given time period, no statistics have been 
gathered by the company on customer confidence.

Q:	 Does the company have a historical database for predicting the frequency 
and probability of attacks made upon its computing infrastructure and 
the cost to clean up after an attack?

A:	 Yes and no. The company does have a database for predicting the fre-
quency and probability of certain types of attack such as computer 
viruses and malware and the cost of cleaning up from those events. 
However, it does not have a database for attacks of other types.

Q: 	 Does management require a cost-benefit analysis before making deci-
sions on software development efforts?

A: 	 No. A cost-benefit analysis can always accompany any software develop-
ment effort, but is not required in order to proceed with development 
efforts.

Conducting an analysis of the reasons both for and against each method reveals 
the arguments both for and against using each method within the test case, reveals 
the following.

2.7.1  Arguments for Using a Quantitative Risk 
Analysis Method in the Test Case

The sensitivity of the application is high, while the criticality of the application is 
only high during a given period. Therefore there is little to argue for the use of a 
quantitative method in the test case. 

2.7.2  Arguments against Using a Quantitative 
Risk Analysis Method in the Test Case

There are several arguments against using a quantitative method, including:

Accurate cost information is not available for all assets.NN
Accurate cost information is not available to determine the costs associated NN
with cleaning up after a threat has damaged an asset.
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No reliable data exists for determining the frequency of attacks from the NN
Internet upon the test application.

2.7.3  Arguments for Using a Qualitative Risk 
Analysis Method in the Test Case

There are several arguments for using a qualitative risk analysis method, 
including:

Accurate cost information is not available for all assets.NN
Accurate cost information is not available to determine the costs associated NN
with cleaning up after a threat has damaged an asset.
No reliable data exists for determining the frequency of attacks from the NN
Internet upon the test application.

2.7.4  Arguments against Using a Qualitative 
Risk Analysis Method in the Test Case

While the sensitivity of the application is high, there is little else to recommend 
against the use of a qualitative risk analysis.

Granted this is a fairly simplistic method for selecting between quantitative and 
qualitative risk analysis techniques. However for the test case, primarily because 
no accurate cost or probability information exists for a number of factors, a quali-
tative analysis is used. In the author’s experience, generally the data to support 
a true quantitative risk analysis, especially for software development efforts does 
not exist, and therefore qualitative risk analysis is more often used. Quantitative 
methods may often yield better results, but only if the data to support the analysis 
is available.

2.8	 Checklist for Deciding on a Security 
Risk Assessment Methodology

If the confidentiality, integrity, or the availability of the application under ��
development or its data were to be breached, would there be a substantial 
impact upon the organization’s mission, reputation, and interests from such 
a breach?
Is accurate cost information available for all assets involved in a software ��
development effort?
Is accurate information available for determining the cost of any data ��
breach?



40  n  Security Software Development

Is accurate information available concerning the probability or likelihood of any ��
given avenue of attack for the information system under development?
Does management require an accurate cost-benefit analysis before making ��
decisions on changes to software development schedules, requirements, or 
resources?

If you can answer yes to at least four out of these five questions, then a quantitative 
analysis should probably be used. Otherwise, a qualitative analysis will probably be 
the best bet.

2.9  Conclusions
Quantitative and qualitative risk analysis techniques are both fairly easy to under-
stand and apply. There are numerous published methodologies of both types avail-
able for use and adoption for use in software development life cycles. Software is 
available to assist in gathering data and calculating risks using both quantitative 
and qualitative methods. The key lies in determining which type of methodol-
ogy, quantitative or qualitative, to use for a given software development effort. 
Quantitative methods can often provide a clearer picture of the risks associated 
with software development, especially when used with risk assessment software. 
However, accurate data on the cost of assets, the cost to repair data breaches, and 
the probability and frequency of attacks is essential to a good quantitative analysis. 
Because accurate data on costs and the probability and frequency of attacks is sel-
dom known, especially in software development efforts that are introducing new 
technologies, a qualitative analysis is more often utilized.

Throughout the remainder of this book, a simple qualitative analysis that can be 
utilized with any software development effort is developed. It is the author’s sincere 
desire that if this analysis is applied to your software development efforts, the result-
ing software that is deployed will be more secure. The next step after selecting a risk 
assessment methodology is to understand the threats to your software development 
effort, which is the topic of the next chapter.
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Chapter 3

Identifying Assets

Picture the following scene: Footsteps leading up to a darkened door. There is a 
sense of unease in the air, a sense that something is wrong or out of place. A hand 
with a key reaches for the lock, only to find that the door is already open, although 
only slightly ajar. Hesitantly, the hand with the key pushes the door open and there 
is a pause for breath, listening for some sign that whoever might have opened the 
door is still there. However, there is no noise above the heartbeat of the individual 
at the door. With great hesitancy the door is pushed open and a step inside is taken. 
Another pause is taken to listen. There is no noise. The hand with the key reaches 
out and flips the light switch and suddenly the room beyond is flooded with light.

The sight that is revealed brings a heavy gasp from the person at the door and 
the keys fall to the floor with a heavy thud. The camera backs out to reveal a room 
that has been ransacked. Furniture has been overturned. Lamps and other ceramic 
items have been knocked over and smashed. The glass in picture frames has been 
broken. The stuffing has been pulled from furniture. Every drawer in every piece of 
furniture has been opened, the contents spilled across the floor, and then the empty 
drawer tossed aside. The scene is the same throughout every room in the house. The 
house has been thoroughly tossed and by the looks of it, by some very professional 
people.

The scene switches to a later time period. The house is swarming with police, 
and cameras flash, taking photographs of the carnage. Other personnel are attempt-
ing to take fingerprints from various surfaces throughout the room. The detectives 
are questioning the homeowner. “Has anything been taken? Do you know who 
might want to do this to you? What were the thieves looking for?” The homeowner, 
who is obviously in shock, answers that he doesn’t know if anything is missing, he 
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can’t understand why anyone would want to do this to him, and that he doesn’t 
have anything worth stealing.

We’ve all seen scenes such as the one just described in our favorite television 
crime shows or read them in mystery novels. Someone was after something valu-
able and they were willing to tear apart a house in order to get it. Sometimes the 
criminals get caught in the act and beat a hasty retreat as the homeowner enters the 
house. In this case, the criminals always seem to get away, and come back later to 
try to retrieve the item of value again. Whatever the case, usually by the end of the 
TV show, the movie, or the novel, we understand what the object of value was, and 
why someone was trying to steal it.

In the real world, much as at the beginning of a crime story, it is often dif-
ficult to grasp all of the items of value an organization has that thieves would 
want to steal. Without a clear understanding of those items within an organization 
that have value—an organization’s assets—it is impossible to design adequate safe-
guards to protect those assets. In this chapter we perform a little detective work in 
order to try to uncover what assets are and why identification of assets is a step in 
the risk management process. Figure 3.1 represents some of the inputs and some of 
the outputs associated with this step in the risk management process.

3.1  Definition
Understanding and recognizing assets, something of value to an organization, is one 
of the most difficult concepts of the risk assessment process. Assets can be obvious 
things such as money, artwork, commodities (gold, silver, oil, etc.), buildings, peo-
ple, or computers. But assets can also consist of things that aren’t so easy to quan-
tify, such as knowledge, information, trade secrets, software, proprietary formulas, 
and reputation. Consider the case of Arthur Andersen LLP. Prior to the Enron and 
other accounting scandals, Arthur Andersen LLP was one of the “Big Five” interna-
tional accounting firms. Its reputation alone brought in a large amount of business. 
As a result of the indictments it received for these accounting scandals, almost all of 
Arthur Andersen’s clients took their business elsewhere. Although the firm has yet 
to declare bankruptcy or go out of business, it remains to be seen if the company 
can rebuild itself to the point it was at prior to the accounting scandals.

Step 2: Identify
Assets List of Assets

Asset Libraries
Compliance Requirements
Application Architecture

FIGURE 3.1  Inputs and outputs associated with the identification of assets
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It is important to understand what an asset is in order to be able to put proper 
safeguards in place to protect it. If an organization does not recognize all of the 
assets that it has, then inevitably someone who does recognize the value will come 
along and attempt to steal it. And unlike the homeowner in the detective story who 
experiences a ransacked house when someone comes to steal something of value, an 
organization may not realize that its assets have been stolen, particularly when the 
thief is a hacker who steals from the organization electronically, leaving no trace of 
his passing. Take, for example, the case of TJ Maxx or TJX. In 2006, TJX reported 
the theft of more than 45.8 million credit card records. Evidence would reveal that 
the theft had been taking place for more than two years and went undiscovered for 
some time before the theft was discovered. If TJX found it so difficult to protect 
an asset it recognized as an asset (credit card numbers), how much more difficult 
would it be to adequately protect something that was not recognized as an asset in 
the first place?

For any software development effort typical assets will be the sensitive or 
business critical information that the application displays, stores, processes, 
modifies, or transmits. However, assets in a software development effort may 
also include such items as business rules, external databases, encryption keys, 
authentication processes, passwords, or methods used in the secure transmis-
sion of data.

3.2  Types of Assets Typically Found 
in Software Development

There are a number of different types of assets that may typically be found in a 
software development project. These types of assets include but are not limited to 
the following:

Information assetsNN
Business rulesNN
Services or functionsNN
SoftwareNN
Proprietary formulasNN
Encryption methods and keysNN
DatabasesNN
People, or specifically the knowledge or skillset possessed by individualsNN
Accounts and the funds associated with those accountsNN
TransactionsNN
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3.2.1  Information Assets

Information assets typically represent pieces of sensitive or business critical informa-
tion stored, transmitted, displayed, or modified by the application being developed. 
Most Personally Identifiable Information (PII) such as names, addresses, Social 
Security numbers, credit card numbers, account numbers, dependent names, tele-
phone numbers, and similar information is considered sensitive and is protected by 
legislation such as HIPAA, SB1386, and other privacy legislation. But other infor-
mation an organization may hold, such as interest rates, overhead rates, quantity 
discount rates, loan information, financial information, and account numbers may 
be just as important to an organization as PII, if not more so. Take for example, 
an application developed to record stock trades. Information about the specific 
trade such as the market price of the stock in question at the time of the trade, the 
amount of the stock purchased, the portfolio or account of the purchaser (i.e., who 
will be the new owner of the stock), and the source of the funds used to purchase 
the stock are all very important pieces of information and are critical to the success 
of the organization using the stock trading application.

The information used by a five-axis milling machine in order to mass produce 
a specific part, the GPS coordinates used to navigate a ship or an airplane, the 
automated formulas utilized by a production line to assemble computers or auto-
mobiles, or the list of ingredients and steps used by an automated assembly line 
that produces candy, all represent types of information that may be critical to a 
company. Customer lists, inventories, and previous orders made by customers may 
all represent business critical data.

Likewise, employee data such as timesheets, reprimands, termination dates, 
awards, training and development plans and records, and performance reviews may 
all be business critical data. If timesheet data is not recorded properly or lost, then 
employees may not get paid on time, or might not get paid the right amount. Simi-
larly, if the employee is a consultant who works billable hours for a customer and 
timesheet information is not recorded properly, then the customer may not receive 
the correct billing for services received. Likewise, if an employee is to be terminated 
on a given date, and this information is lost or misplaced, the employee’s access to 
sensitive information or other assets may not be terminated in a timely manner.

Of course not all information held by an organization is critical to the business 
of the organization. But all sources of information that may be used or consulted 
by a given application should be considered when developing a list of assets for the 
risk assessment process.

3.2.2  External Databases

Many software development efforts rely on data that comes from external sources, 
such as databases, which are not controlled directly by the software development 
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effort. Consider for a moment, a billing application used by a hospital or clinic to 
send bills to patients. Any given hospital or clinic may have agreements in place to 
receive standard fees for given services. These agreements may vary between differ-
ent insurance providers. For any given patient, it may be that the hospital’s billing 
application needs to retrieve data from a given insurer on how much that insurer 
will pay for the service received, before it can know how much, if any amount, 
has not been paid by the insurance company and needs to be billed to the patient. 
How much an insurer will pay for a given service is critical to billing for the correct 
amount, but the tables referred to by the hospital’s application may belong to the 
insurer.

Another example concerns large corporations with many different business 
units. Consider a large financial services corporation that may offer individual and 
group life insurance products, individual and group health insurance products, and 
retirement plans and annuities. Typically each separate business unit, Individual 
Insurance Products, Group Insurance Products, and Retirement Plans maintains 
its own databases of customers and members of group insurance plans or retirement 
plans.

What if a new division of the company, say for instance a virtual bank, were 
to be opened up by the company? Because the new division would be a virtual 
bank (i.e., all transactions would take place electronically or over the telephone; 
no branch offices or automated teller machines would be created), it would need 
to market its services to potential customers in a unique way. What if a market-
ing campaign were based upon the customers of its individual insurance products, 
group insurance products, or members of the retirement plans the company’s other 
divisions sell? For example, a customer who had her 401k money invested with 
the company’s retirement business unit might receive a discounted rate on a loan. 
Or perhaps a customer who had both life insurance and a retirement plan would 
qualify for a higher interest rate for the first six months to a year if he opened a new 
checking or savings account.

In each of these instances, a banking application used to set up new accounts 
would need access to the customer databases from the other divisions of the cor-
poration in order to know when to apply these discounted or increased rates. In 
this instance, the banks’ application development staff may be granted access to 
views or copies of the customer databases from the other business units with the 
company, but they would not have direct control over those databases themselves. 
In such an instance, especially if direct access were granted from the banking appli-
cation to the other database, it is important for the banks’ development staff to 
understand how much the other business units value these customer databases so 
that the links between the bank application and the customer databases can be 
appropriately protected.
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3.2.3  Business Rules
Often, there are complex business rules that must govern the calculations 
a given application must utilize. Take, for example, the business rules associ-
ated by an application used to calculate income tax and file taxes and request 
refunds electronically. Everyone who has ever filled out an income tax form, 
other than perhaps the 1040 EZ knows that there are literally hundreds if not 
thousands of business rules that may be applied to determine how much income 
tax an individual owes to the government. When state and local income tax rates 
are included, the amount of business rules involved in calculating the correct 
amounts is staggering! Although the business rules involved in an income tax 
application are public knowledge, when translated into programming code, the 
business rules may become proprietary in nature. There are many other types of 
business rules including chemical or mathematical formulas, retirement benefit 
formulas, or actuarial formulas that may represent business critical assets to a 
given organization.

3.2.4  Services and Functions
Computer software relies on many different services and functions in order to work 
properly. Messaging services, encryption services, translators, gateways, and trans-
mission services are all examples of types of services and functions that code within 
an application can call on in order for the application to function as intended. At 
one point, client/server or Web-based applications could not directly interface with 
mainframe-based applications. But services now exist that allow client/server or 
Web-based applications to directly interface with mainframe-based applications. 
These services are now widespread and available to most organizations with a need 
to use them. However, new services are always under development, and can repre-
sent a significant investment in time and resources to create and therefore become 
proprietary to a given organization. In this instance, such services and functions 
may represent an asset to the organization who developed them.

3.2.5  Software
Software itself can be an asset to an organization. Organizations often have large 
sums invested in all kinds of off-the-shelf software from operating system and office 
productivity software to specialized applications to assist those organizations with 
a host of different business needs. Many organizations also build their own custom 
applications in order to meet specific business needs or service the needs of their 
customers.

Often, software development efforts may rely upon other software either pur-
chased or already developed to provide a particular function. As an illustration, 
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consider the virtual bank discussed earlier in this chapter. The software develop-
ment staff at the new banking business unit of the financial services company is 
charged with developing a custom application to serve its new customers, in this 
instance an enrollment application that will allow a customer to create a new sav-
ings or checking account via a Web site.

For marketing purposes, the company wants all of its customers who do busi-
ness over the Web to reach the company via a company portal on one specific Web 
page. The company has already developed, at great cost, a custom Web portal from 
which its retirement services and insurance customers may reach their respective 
accounts. In addition, the company does not want customers who may have more 
than one product with the company (e.g., both individual life and group health 
insurance) to have to log on to each Web site separately. Therefore, a customer must 
first enter through the custom Web portal and be identified and authenticated by 
that Web portal, before being passed through to the bank’s Web portal. In this 
instance, the company’s Web portal can be considered an asset to the custom appli-
cation being built by the banking business unit.

3.2.6  Proprietary Formulas

Many organizations hold trade secrets in the form of proprietary formulas. These 
formulas can range from the secret formula for a soft drink, or a formula for a 
biodiesel fuel, to the formulas used to navigate pilotless aircraft utilizing terrain-
avoidance software. These proprietary formulas often only hold their value as long 
as they are kept secret. They often represent some of the biggest assets a company 
holds. Take, for example, the formula for a popular soft drink. As long as the 
formula for creating the soft drink remains a secret, then the company who owns 
the formula can continue to reap a profit from selling it. However, if the formula 
were to become public knowledge, then other soft drink companies could market 
the same drink and the increased competition could cut into not only the original 
company’s market share, but drive down the price per unit that could be gained by 
selling the soft drink.

Not all proprietary formulas will end up being utilized in a software develop-
ment effort, but they may. Consider the business rules associated with the cal-
culation of retirement benefits. Although federal law requires that all employees 
covered by a given retirement plan receive the same minimum benefit paid for by 
their employer, under certain circumstances, key employees under a given plan can 
receive extra benefits beyond the minimum given to the rank-and-file members of 
the plan. The key to calculating the correct benefits for these key members is often 
proprietary in nature. Therefore, software designed to calculate those benefits may 
require that the calculation formulas are embedded within the software. In this 
instance, the software itself then becomes an asset to the organization.
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3.2.7  Encryption Software and Encryption Keys

Most encryption methodologies are freely published for anyone to examine. The 
reason for this is so that organizations can try to break the encryption methodology 
or otherwise prove the ineffectiveness of the methodology. The more the individu-
als try to break the encryption scheme, the stronger the resulting methodology will 
be. And although the methodology, or formula, used to encrypt data is almost 
always public knowledge, the software used to apply that methodology is almost 
always proprietary in nature. Encryption formulas represent complex mathematical 
functions based upon the factoring of large prime numbers (often numbers with 
more than 300 digits). Applying those formulas within software, especially when 
trying to speed up the calculation process, is a challenging process and therefore 
most encryption software is proprietary in nature and often will be considered an 
asset for most organizations.

Of course not all encryption software is proprietary in nature and freeware 
encryption software is available for use in software development efforts. In these 
cases, the encryption software may not represent an asset for the software develop-
ment effort. However, the encryption keys may be considered an asset. An encryp-
tion key is a parameter that controls the operation of the encryption methodology. 
It is used by the encryption algorithm to convert plaintext into ciphertext or vice 
versa during the encryption and decryption processes. Encryption keys, especially 
those used in Public Key Infrastructures (PKIs) can also represent a significant 
investment for an organization even beyond the value encryption keys hold in keep-
ing data secret.

3.2.8  People

People are an often overlooked asset. Although most organizations value their 
employees as a general rule, they often do not understand that the specific knowl-
edge that certain employees possess can often be an asset. As an illustration, con-
sider the following. As an organization matures, many processes that were once 
done manually, such as enrolling employees in a benefit plan, or calculating the 
benefits an employee will receive upon retirement, become automated. Where once 
it was important for individual employees to understand how to calculate employee 
benefits, now an automated program performs all of the calculations, and it only 
becomes necessary for employees to understand how to use the automated pro-
gram, without needing to understand how the benefits are actually calculated. As 
the organization continues to mature, employee turnover and attrition will reduce 
the number of employees who understand how to calculate the benefits manually. 
Soon, there may be only one or two key individuals with the knowledge of how 
to calculate the benefits manually. If it ever becomes necessary at a future date to 
revise the application that calculates benefits, the organization may have already 
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lost the corporate knowledge of how the new calculations need to mesh with the 
older ones if nobody is left within the organization who knows how to calculate the 
benefits manually.

3.2.9  Accounts, Transactions, and Calculations

Software is often used to transfer funds from one account to another, or from one 
institution or organization or another. The funds that sit in those accounts represent 
a very tangible asset which is very easy to identify. However, the methods used to 
transfer those funds electronically from one location to another, or the method used 
to apply a specific interest rate, transaction fee, or commission to a given transaction 
is often not recognized as a potential asset. For example, how the price of a stock 
is calculated at the moment that a transaction is made to purchase or sell the stock 
can represent a great deal of money if incorrectly calculated for a large transaction 
based upon hundreds of thousands of shares of stock sold or purchased. And if no 
electronic record of a specific transaction is available within an audit trail, then it 
may prove impossible to understand who made a transfer of funds and how that 
transfer of funds was authorized. In this instance, the transaction audit log itself is 
a valuable asset, because without such a log, funds may disappear, or at least may be 
transferred into other accounts and become unretrievable by legal means.

3.3  How to Identify Assets in 
Application Development

With so many different types of assets to consider, how then does a software devel-
opment team identify the assets involved in any software development effort? 
Although there is no sure-fire method that can be used to uncover all assets involved 
in a software development effort, there are a number of methods that can be used 
to identify assets.

3.3.1  Business and User Management Involvement

In any quest to uncover assets, it is important to look to management, especially 
the management of the business areas of an organization. Typically business man-
agement is in the best position to understand what information or other assets are 
essential to the mission and goals of the development effort as it relates to sup-
porting the business objectives of the organization. Business management is also 
in the best position to identify the business impact of the failure to protect critical 
information or other assets.
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One method of determining assets lies in gathering members of management 
from the business areas of the organization that will either use or be supported 
by the application under development. Through a guided process controlled by a 
facilitator, the key members of the organization are all asked to brainstorm a list 
of potential assets. It is important in this process that all members participate in 
the process and that all ideas brought forth are recorded. Once a brainstormed list 
of assets has been created, then a smaller team of key management personnel sup-
ported by IT staff can then prioritize the brainstormed list, creating a smaller list 
of key assets to be considered in the risk assessment process for the given software 
development element.

3.3.2  Review of Organizational Documentation

Assets can also be identified by looking at an organization’s policies and proce-
dures. Often it is possible to discover assets through a review of the organization’s 
policies and procedures to determine what types of information and processes the 
policies and procedures are designed to protect. For example, a password policy 
may require that passwords are always encrypted and that they are never transmit-
ted in cleartext. From this policy, it is clear that passwords are assets requiring 
protection, in this case through encryption. A further example might be a data 
classification policy. Such a policy might require that all customer information that 
could directly identify a customer (i.e., name, address, customer ID, etc.) must be 
considered confidential. If a software development effort were to use or process any 
of this information, then that information could be considered an asset.

Other documents an organization produces can also reveal items that organiza-
tion considers assets. Advertising materials, corporate Web sites, and annual reports 
can often highlight items that an organization considers important. For example, 
if a company values its reputation highly, it may advertise that fact heavily in its 
advertising materials and on its corporate Web site. Likewise if an organization 
feels that it has an edge over its competition, it is likely to advertise that fact.

3.3.3  Other Methods of Identifying Assets

There are many methods of identifying assets. Some of these methods include:

Consulting lists of assets developed during previous risk assessmentsNN
Utilizing lists of common assets that may be found on security-related Web NN
sites
A review of legislative, regulatory, and compliance initiativesNN
A review of the architecture associated with a development effortNN
A review of current headlines covering data security breachesNN
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3.3.3.1  Lists of Assets Found during Previous Risk Assessments

Each risk assessment performed by an organization should contain a well-docu-
mented list of assets that were uncovered during the risk assessment process. These 
asset lists should be combined and placed in an asset library that the organization 
can then use to identify potential assets in new development projects, and can also 
serve as a repository for custom software and other code that has been developed by 
the organization and which could be reused in subsequent development efforts.

3.3.3.2  Lists of Common Assets Found on 
Information Security Web Sites

There are many organizations that routinely publish lists of assets, or methodolo-
gies for uncovering assets associated with application development projects. These 
organizations include such well-known entities as:

The Open Web Application Security Project (OWASP)NN
The National Institute of Science and Technology (NIST)NN
The Software Engineering Institute (SEI)NN
The SysAdmin, Audit, Security, Network (SANS) InstituteNN

3.3.3.3  Review of Legislative, Regulatory, 
or Compliance Initiatives

A simple review of legislation or other regulatory processes that require the protec-
tion of data can often reveal other potential assets. The Health Insurance Porta-
bility and Accountability Act of 1996 (HIPAA) requires organizations to protect 
all Personal Health Information (PHI) held by that organization electronically. 
Gramm–Leach–Bliley (GLB) and SB 1386 and other similar legislation passed by 
various states protect financial information and other PII such as Social Security 
numbers. Finally, Sarbanes–Oxley requires organizations to protect accounting 
and other financial records as well as protect the processes used to gather, record, 
and modify that information. If legislation or other regulatory agencies require 
protection for specific pieces of information, or processes used to collect, modify, 
and record that information, then that information could easily be an asset to a 
given organization.

3.3.3.4  Review of System Architecture

Yet another method requires utilizing the architecture to be used within a software 
development effort. By studying the architectural design for an application it is pos-
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sible to determine where information used by the application will be read, written, 
modified, or monitored by the application. Data flows will reveal where information 
is stored in databases or other files. Examining the software architecture will also 
reveal other processes used to display or transmit the information. The processes 
used to store, modify, transmit, or display data and the data itself may all be assets 
that need to be protected properly, as may audit trails and logs that can provide 
nonrepudiation of transactions inasmuch as it is often important to understand 
who initiated a transaction along with additional information including: amounts, 
account numbers, dates, times, and other pertinent information.

3.3.3.5  Review of Current Headlines

But there may be an even easier method to uncover assets, those items of value 
that a thief wants to steal, destroy, alter, or disclose: look at the headlines. Nearly 
every day, some data breach or break-in is reported in the press. Web sites such 
as the Privacy Rights Clearinghouse (http://www.privacyrights.org) and Attrition.
org (http://attrition.org) maintain lists of reported data breaches. A review of these 
breeches can often reveal items that were obviously important to a hacker or other 
criminal, but may not be obvious. Examples include: the details of some 1.6 million 
job seekers on Monster.com stolen in August 2007, college applications stolen from 
the Louisiana Office of Student Financial Assistance in October 2007, membership 
forms stolen from a Blockbuster Video store in Sarasota, Florida in October 2007, 
or urology records stolen from a Swedish urology group.

3.4  Determining Assets for the Test Case
What are the assets in the test case? A review of the requirements of the test case 
reveals a complex application for the calculation of retirement benefits which is:

Web-basedNN
Used by internal employees of a specific divisionNN
Used by company sales forceNN
Used by customers to review resultsNN
Driven by IRS business rulesNN
Driven by proprietary business rulesNN
Used to display results over the Internet to customersNN
Used to store and recall inputs used in calculationsNN
Used to display critical and sensitive PII about customer employeesNN

A cursory glance at the requirements reveals the following items that could 
be considered assets include: critical and sensitive PII about customer employees, 
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and proprietary business rules. Because the PII utilized by the application contains 
fairly sensitive information about individuals in a given retirement plan, such as 
names, ages, Social Security numbers, account numbers, salaries, and contributions 
to retirement plans it is easy to recognize the information as an asset, especially 
when you consider the requirements of legislation such as SB 1386 and GLB.

Likewise, the proprietary business rules to be utilized by the application are 
easy to identify as assets. Proprietary business rules provide an edge that one orga-
nization holds over its competition. Therefore they are assets that require appropri-
ate protection.

What about the other requirements for the test case? Do any of the other 
requirements clearly reveal an asset? What do the individual requirements reveal in 
terms of other assets that may be a part of the software development effort outlined 
in the test case?

The application must be Web-based. This statement by itself does not reveal 
any assets for test application. However, when taken in context with some of the 
other requirements, a potential asset may be revealed. One of the other require-
ments reveals that the results of the calculations performed by the application must 
be viewable by customers external to the organization over the Internet. How will 
these external customers gain access to these calculations? If the application will 
e-mail the results to the customer, or if a Web portal will be built as a part of the 
application development process to allow the customer to view the results, then 
there may be no further assets to uncover from these two requirements. However, 
in this instance, the application will make use of a Web portal already built by the 
organization to communicate with customers. Is this Web portal an asset? It might 
be, depending upon the effort required to build and maintain the Web portal. At 
this point, it would be best to involve the retirement plan administration business 
management to determine if the Web portal should indeed be considered an asset. 
For the purposes of this book, we consider the Web portal, which was built at great 
expense by the company, to be an asset.

The application will be utilized by internal employees of the organization to 
actually calculate the benefits associated with a given retirement plan. What does 
this statement reveal about the application that may reveal an asset? Typically when 
an application is utilized only by the internal employees of an organization the 
protections that are in place for the data utilized by that application are different 
from those utilized for applications which are accessible by external customers. 
This might mean that the data utilized by an internal application is not encrypted, 
whereas data utilized by an external application will be encrypted, because it is 
transmitted over a public network. In this particular instance, the data utilized by 
the application is not encrypted, nor is it necessary to encrypt the results of the cal-
culations that will be accessed through the Web portal because of the protections 
in place with that Web portal. Hence there are no further assets revealed by this 
specific requirement.
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The application will be utilized by the organization’s sales force. Because the 
sales force of the organization will not utilize “live” data but rather datasets designed 
specifically to reveal the strengths of a particular retirement plan, this requirement 
reveals no additional assets involved with the application development effort.

The application will be driven by IRS business rules. These business rules are not 
proprietary in nature and are freely available to the public. Nevertheless, because 
the business rules are very complex, they can require a significant effort to program 
within an application. The architecture involved with how the business rules will 
be applied can end up being proprietary in nature. Due to the effort involved in 
understanding and programming these business rules, they are considered an asset 
for the test case.

A review of the assets uncovered for the test case so far includes:

PII utilized by the application to calculate retirement benefitsNN
The proprietary business rules used within the application to calculate retire-NN
ment benefits
The Web portal used by external customers to access and view the results of a NN
retirement benefit calculation
The application of IRS business rules as they apply to the calculation of retire-NN
ment benefits

Are there other assets that should be considered? What about the database 
that holds the PII necessary to calculate the retirement benefits? If such a database 
belonged to another organization or another business unit within our organization, 
the database itself could be considered to be an asset. However, in this particular 
instance, because the database is not owned by an outside organization, it is not 
considered an asset separate from the PII it contains that we have already consid-
ered should be an asset.

A review of corporate policy reveals the following: “Authentication methods 
include the use of user IDs and passwords and that all passwords must be encrypted 
during transmission.” A review of proposed architecture for the application reveals 
that internal users of the application must be authenticated to ensure that they may 
have access to the PII used by the application. After all, even though the application 
will be used by internal employees, it is not necessary to allow all employees within 
the company to view sensitive PII. Only employees assigned to administrate a given 
retirement plan (and their managers of course) need to have access to the PII for 
that plan. Therefore, passwords can be considered an asset for our test case.

What about other potential assets? What about corporate reputation? If the 
results of the calculations, or the data used to calculate the retirement benefits, or 
even the fact that a given company had a retirement plan for its executives were to 
be revealed to the public, or to another customer by mistake, or the PII itself were to 
be unintentionally modified or destroyed, what would the damage be to corporate 
reputation? Depending upon the customer and who the information was revealed 



Identifying Assets  n  55

to, or the specific damage done to the PII, the resulting damage to corporate repu-
tation could prove to be devastating. Therefore corporate reputation is considered 
as an asset for the test case.

The business rules involved in calculating the retirement benefits for some of 
the plans sold by the corporation in the test case are very complex. So complex that 
only three individuals within the corporation know and understand how to apply 
the business rules and the IRS rules to correctly calculate the retirement benefits for 
certain types of plans. Therefore, these individuals and their collective knowledge 
are considered assets for the test case.

A review of the final list of assets for the test case includes the following:

PII utilized by the application to calculate retirement benefitsNN
The proprietary business rules used within the application to calculate retire-NN
ment benefits
The Web portal used by external customers to access and view the results of a NN
retirement benefit calculation
The application of IRS business rules as they apply to the calculation of retire-NN
ment benefits
The passwords utilized by internal employees to access the PII used by the NN
application
Corporate reputationNN
The collective knowledge of the only business analysts within the organiza-NN
tion who understand the complexity of the calculations involved

Although it would be possible to come up with yet other assets for the test case 
such as the assets held by the retirement plan and the investment selections made 
by individual members of the retirement plans, the list developed so far is adequate 
for the illustration purposes of this book.

3.5  Asset Checklist
In determining assets associated with a specific software development effort con-
sider the following sources of assets:.

Common assets including:��
Sensitive or business critical information such as PII or PHI��
External data sources��
Business rules��
Functions and services��
Software��
Proprietary formulas��
Encryption software and encryption keys��
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People��
Accounts��
Transactions��

Consulting business area management��
Items important to business managers/brainstorming��
Understanding the consequences of failing to protect management��

Reviewing corporate documentation��
Policy and procedure review including:��

IT policies and procedures��
HR policies and procedures��

Review of corporate advertising, corporate Web pages, and annual ��
reports

Creating and consulting asset libraries from earlier development efforts��
Consulting IT security Web sites and organizations including:��

OWASP��
NIST��
SEI��
SANS Institute��
PrivacyRights.org��

Reviewing legislation, regulatory, or other compliance requirements ��
including:

HIPAA��
SOX��
GLB��
SR 1386��
PCI DSS��
Others��

Reviewing application architecture to determine��
Data flows��
Authentication processes��
Transmission protocols��
Other services��

3.6  Summary
Although it may not be evident at first glance, software development efforts have 
a lot in common with a good crime story. Just as every crime story has an object 
of value that the criminal wishes to steal, destroy, alter, or reveal, every software 
development effort has assets associated with it that must be protected from theft, 
destruction, alteration, or disclosure. As is the case at the start of a crime story or a 
software development effort it may not be readily apparent what the item of value 
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or asset is. However, it is ultimately important that the item of value or asset be 
discovered, if adequate safeguards are to be put in place in order to protect it.

In order to prevent our software development efforts from resulting in a break-
in such as that described at the start of this chapter it is important that we uncover 
all of the assets the software development effort will utilize, so that adequate safe-
guards can be built into the application at the start of the software development 
effort, rather than after the software has been implemented. This chapter has 
examined a number of ways to reveal the assets within our applications includ-
ing comparing requirements versus a list of common software development assets, 
consulting with business unit management to identify assets, reviewing corporate 
documentation for possible sources of assets, consulting asset libraries developed 
from previous software development efforts, consulting IT security and develop-
ment Web site organizations, reviewing legislation and regulatory requirements, 
and reviewing the proposed architecture of the software development effort itself.

The ultimate goal is to provide a secure application that protects the assets used 
or touched by our application from theft, destruction, alteration, or disclosure. We 
want the footsteps approaching the house to feel secure, to find the door securely 
locked, and when the light switch is flipped on to find everything within the house 
exactly as it was left. However, in order to protect the house properly, we need to 
do some investigative work to make sure that we have identified all of the valuables 
stored within the house. Without such knowledge, it is difficult, if not impos-
sible, to provide the proper security controls at the perimeter that will keep poten-
tial thieves out of the house. The goal is to provide a proper balance between the 
amounts spent on protective measures for the house, with the value of the items 
we are protecting within the house. It isn’t an effective use of resources to protect 
an aging house that only contains the sentimental personal possessions of its owner 
with armed guards, guard dogs, alarms, camera systems, and safes. Likewise, it 
isn’t wise to leave the doors unlocked or windows left open in a home that is full of 
valuable artwork, jewelry, cash, and other easily stolen goods.
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Chapter 4

Identifying Security 
Threats

Picture the scene of the crime from the previous chapters. The house has been put 
back in order after the break-in. A number of individuals sit uncomfortably on 
chairs and couches, or lean against walls or other pieces of furniture. Still other 
individuals pace uncomfortably up and down across the floor, pausing only occa-
sionally to glance at a clock or consult a wristwatch. No one in the room dares to 
make eye contact with anyone else. Everyone looks uneasy, and it is obvious that 
everyone is quickly losing patience with the situation. Someone decides he has had 
enough, and gets up to leave, but is unable to get past the policeman at the door, 
and so he returns to his spot.

Finally the great detective enters the room. The detective apologizes for being 
late, but takes his time removing his coat and retrieving his notepad from a pocket, 
or perhaps lights up a pipe or cigarette. The detective deliberately takes his time, 
making the others in the room continue to build up their frustrations. It’s all a 
game to the detective, he knows that the criminal is in the room, and he’s playing 
on the nerves of the criminal. Someone gets frustrated and tries to leave the room 
again. The detective starts with that individual.

Slowly, the detective weaves a masterful tale, spinning together the clues of the 
crime and recreating the scene. One by one the detective confronts the individuals 
in the room, pointing out how each one of them had the motive, means, or both 
to commit the crime. He’s relying on the tension building up in the room between 
the suspects to bring out that last little clue he needs to wrap up the case. He knows 
who committed the crime; he just can’t quite prove it, not until the criminal slips 
up and reveals something that he shouldn’t have known.
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In the end, the criminal slips up and reveals something only the criminal could 
have known, and is revealed to the group at large. The police enter the room and 
make the arrest. The detective is triumphant, knowing that he’s solved yet another 
crime. Yet not every crime story ends with just one criminal. Sometimes there is 
more than one individual involved, whereas at other times, we find that nobody 
was to blame: there is no crime; it was all an accident, no matter how it might 
otherwise appear.

If the assets in our software development effort are represented by the item of 
value stolen, destroyed, altered, or disclosed in a crime story, then a threat to our 
software development is represented by the thief or criminal. And just as in a lot 
of different detective stories, we often find that there is no criminal, but rather the 
crime was the result of an accident, or of negligence on someone’s part. However, 
that doesn’t mean that we don’t need to know who the usual suspects are.

Just as in the detective story, in software development there is a need to under-
stand who the “usual suspects” or threats are to development projects. And like the 
detective, it is not enough to simply know who the “usual suspects” are, but it is 
also important to understand the motivation of those suspects. Once this potential 
impact is understood, then measures or safeguards that protect the software from 
the threat may be identified and implemented. The earlier such controls are identi-
fied within the SDLC the easier they may be incorporated into the design. Studies 
show that including new features during the implementation phase can cost up to 
100 times the amount it would have cost if the feature were introduced during the 
design phase.

This chapter discusses the methods of identifying threats that are associated with 
software development efforts. Figure 4.1 represents some of the inputs and outputs 
associated with the threat identification step of the risk management process.

4.1  Definition
What is a threat? For the purposes of this book, a threat is considered a source of 
danger to an application development project as that project will be implemented. 
In order to truly understand the nature of threats to software development, it is 

Step 3: Identify
Threats 

Threat Modeling
List of Threats

Application Architecture
Abuse Cases

FIGURE 4.1  Typical inputs and outputs of the threat identification step
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necessary to review some of the “usual suspects” and describe how they affect the 
confidentiality, integrity, and availability of applications and associated data.

There are a number of ways that threats may be categorized including:

Business threatsNN  are threats to underlying business functions and may not be 
readily apparent.
System threatsNN  are typically more direct threats aimed at software applications 
or the platforms upon which they are deployed.

Likewise threats may be broken down into more logical categories such as:

Natural threats including floods, earthquakes, tornadoes, and other acts of NN
nature.
Human threats which can range from the unintentional to deliberate.NN
Environmental threats which can include such items as long-term power fail-NN
ure, water leaks, chemical spills, and fire.

4.2  Information Security Threats to 
Software Development

4.2.1  Business Threats
In a typical software development effort there are two types of threats to consider, 
business threats and system threats. Business threats are threats to the business 
function that may cause disruption in or damage to the business function or sup-
porting business process and resources. For example, consider the payroll function 
in most businesses. If an employee timesheet application is unavailable to report 
the number of hours that employees have worked, then the payroll function may 
be affected because there would be no basis on which to measure how many hours 
each employee has worked. Business threats are often overlooked during software 
development because it is easy to get lost in the focus of meeting the requirements 
of the design process, without realizing that additional business functions may be 
affected.

Failure to recognize business threats during the risk assessment process can 
result in a failure to add the proper safeguards during the design phase when they 
would cost relatively little in comparison to adding those same safeguards after the 
implementation phase. For example, consider a human resources application. Dur-
ing requirements gathering for the application, we find that the application is to 
record performance review information, disciplinary documentation, and achieve-
ment awards. An application is designed to process and store the required informa-
tion, and access is limited to the appropriate personnel. However, it is easy to forget 
that we must also consider the business functions the application must fulfill. One 
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of these functions is that if disciplinary documentation is not issued on a timely 
basis, it could result in delayed termination of an undesirable employee. Therefore 
the threat becomes a disgruntled employee who is not terminated in a timely man-
ner, because disciplinary documentation was not issued to the employee in a timely 
manner. 

4.2.2  System Threats

System threats are usually much easier to recognize during software development 
efforts. A system threat is a direct threat to an application or one of its subsystems. 
For example, simple data entry errors represent a system threat. In a timesheet 
application, if an incorrect number of hours is entered for a given employee, then 
that employee may be overpaid or underpaid. If, in a human resource applica-
tion, an incorrect employee identification number is entered, an employee who 
does not deserve an award or a reprimand may receive an award or a reprimand 
by mistake.

System threats are typically categorized much as are suspects in a detective 
story: based upon their means (capabilities), motive (intentions), and opportunity. 
When classified based upon their capabilities, intentions, and opportunities, soft-
ware development threats can be classified as follows:.

Human ThreatsNN

Unintentional−−
From outside an organizationNN

From within an organizationNN

Intentional−−
From outside an organizationNN

From within an organizationNN

Technical ThreatsNN

Nonmalicious−−
Malicious−−

Targeted at a specific asset, vulnerability or systemNN

NontargetedNN

Natural ThreatsNN

Environmental ThreatsNN

Typical threats that affect software development from each category are iden-
tified and described below, along with their impact upon confidentiality, integ-
rity, and availability. This is not an exhaustive list of threats by any means, but is 
intended to supply a list of the “usual suspects” that often affect software develop-
ment projects.
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4.2.3  Human Threats

Human threats represent threats to systems based upon the behavior of individuals. 
The intent behind the human threat is not always malicious in nature, but can be 
based on curiosity or simple error. Likewise, human threats can come from inside 
an organization and its trusted computing zone, or from outside an organization. 
Human threats include the following.

4.2.3.1  Curiosity

Curiosity may represent authorized users abusing access privileges and rights or 
curiosity may represent unauthorized users attempting to access unauthorized 
information. Take, for example, an authorized user within a company who has 
celebrity clients. The individual user may have access to the company systems, but 
have no need to view the details of a particular celebrity client’s file. Curiosity about 
the celebrity may cause the employee to attempt to access the celebrity’s file. Con-
versely an external user who is curious as to the safeguards in place upon a given 
Web site may attempt to run scripts against the site to determine what vulnerabili-
ties are in place. This may be done either maliciously, in an attempt to deface a Web 
site or bring it down, or nonmaliciously in an attempt to discover the weaknesses in 
a Web site and bring them to the attention of the Web site owner. Internal threats 
generally affect the confidentiality of information, whereas external threats gener-
ally affect the availability of information.

4.2.3.2  Data Entry Errors and Omissions

Data entry errors and omissions represent mistakes in data entry. Such mistakes 
could affect system resources or the safeguards that protect other system resources. 
For example, entering incorrect values such as the number of hours in a timesheet 
application could affect how much an employee was paid. Entering incorrect or 
inconsistent abbreviations for addresses (i.e., Blvd or Bvd instead of Boulevard) 
could make accurate reporting or standard searches of address data difficult if not 
impossible. This type of threat generally affects data integrity, although in the case 
of inconsistent abbreviations making standard searches impossible it could affect 
the availability of data as well.

4.2.3.3  Espionage

Espionage is the act of spying utilizing various means including: bugs, wiretaps, 
copying, photographing, following, bribing, and interception to obtain infor-
mation that will provide a competitive edge. Espionage is not utilized just by 
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foreign governments, but is also used by one corporation against its competitors, 
or one corporation against a government agency. For example, a business agree-
ment between two corporations may allow for on-site liaison personnel who may 
in reality be spying for their parent organization in order to provide a competi-
tive edge. Espionage typically affects the confidentiality of information, but in 
conjunction with other threats could also affect the integrity and availability of 
information.

4.2.3.4  Fraud

Fraud occurs when authorized users abuse their access rights in order to gain addi-
tional information, access rights, or system privileges beyond what they should 
have. Take, for example, an employee who accesses a customer database to gain 
names and addresses in order to market his own personal services to those custom-
ers. In conjunction with other threats, such as impersonation, a user could access 
a customer database to gain Social Security numbers and use those numbers to 
commit identity theft. Because fraud involves abuse of access rights, it could signifi-
cantly affect the confidentiality, integrity, and availability of data.

4.2.3.5  Improper Disposal of Sensitive Information

Improper disposal of sensitive information can lead to the compromise of that 
information. Residual data left over in a computer that is disposed of can be read. 
This can be particularly devastating if home computers are used to allow access to 
sensitive work systems and the home computer is not disposed of properly. Read-
able data can also be removed from hard copies, magnetic tapes, or CDs that are 
thrown in the trash. This type of threat primarily affects the confidentiality of data, 
but in conjunction with other threats could also affect the integrity and availability 
of data.

4.2.3.6  Inadvertent Acts or Carelessness

Inadvertent acts or carelessness generally represent unintentional acts such as 
programming, synchronization, and development errors. For example, if error-
handling routines within an application are not programmed correctly, it is pos-
sible that information could be provided to an attacker which would allow that 
attacker to compromise the application or the system on which the application 
was deployed. Or, if the clock in a stock trading application is not synchronized 
correctly, the price of a stock transaction could be affected. This type of threat can 
affect the confidentiality, integrity, and availability of data.
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4.2.3.7  Misrepresentation of Identity

Misrepresentation of identity threats allows assumption of the identity of someone 
else through the use of stolen or falsified identification including: ID Cards, key 
cards, PIN numbers, or passwords. Examples include: using a keystroke logger to 
capture passwords or PIN numbers allowing a user to authenticate using some-
one else’s identity; stealing an employee access badge allowing physical access to 
restricted areas within an organization; or tricking users into revealing information 
such as passwords, account numbers, names, or phone numbers using social engi-
neering techniques. This type of threat typically affects the confidentiality of data, 
although it could also affect the integrity and availability of data depending upon 
the specifics of an attack.

4.2.3.8  Policy Violations

Policy violations represent the act of not following organizational policies and pro-
cedures, either intentionally or unintentionally. For example, failure to conduct 
acceptance testing to meet release dates for a new product or service can result 
in the deployment of an application that could compromise safeguards and other 
services running on the same infrastructure. Likewise failure to properly reboot a 
computer as required by policy may result in anti-virus definitions or other soft-
ware patches not being properly installed and therefore allow an attacker to bypass 
security protections that may have otherwise been in place. This type of threat pri-
marily affects the availability of information, but in conjunction with other threats 
could also affect the confidentiality and integrity of information as well.

4.2.3.9  Shoulder Surfing

Shoulder surfing is the act of attempting to gain knowledge through simple obser-
vation. For example, cleaning staff or visitors could view information visible on 
computer monitors when employees leave such devices unattended. Shoulder surf-
ing could also lead to impersonation if an unauthorized individual is able to view 
authentication processes. Shoulder surfing is especially important to consider in 
instances where remote access to systems is used to allow employees to work from 
home or other less secure locations. Shoulder surfing primarily affects only the con-
fidentiality of data, but in conjunction with other threats such as impersonation, 
could affect integrity and availability as well.

4.2.3.10  Theft or Vandalism

Theft or vandalism is a deliberate act designed to cause the damage or destruc-
tion of information or information systems. Logic bombs planted by disgruntled 
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employees are one example of this threat. Defacement of a corporate Web site by a 
malicious individual is another example of this type of threat. This type of threat 
primarily affects the integrity and availability of data, although it could affect the 
confidentiality of data as well.

4.2.3.11  Other Human Threats

There are a number of other possible human threats including:

Labor unrest or strikesNN
Riots or civil disordersNN
TerrorismNN
ArsonNN

These threats generally affect the physical infrastructure that software applications 
depend upon to work. Generally, physical security is beyond the scope of the types 
of threats considered during software development, primarily because software 
development teams don’t have any control over physical security. However, these 
threats are mentioned here because they can affect the service provided by an appli-
cation. Most organizations have physical security measures and policies in place 
and are covered by data backup solutions and disaster recovery/business continuity 
plans. In any software development effort it pays to know and understand what 
physical security, data backup, and disaster recovery/business continuity protec-
tions are in place in order to ensure that the service the software under development 
will provide will continue, despite those threats.

4.2.4  Technical Threats
Technical threats represent threats to systems based upon the behavior of systems or 
applications. The intent behind a technical threat is not always malicious in nature, 
but can be based on simple error. Likewise, technical threats can be directed against 
a specific target or be completely random. Technical threats include the following.

4.2.4.1  Compromising Emanations

Compromising emanations represent unauthorized interception or interruption of 
signals that can either intentionally or unintentionally cause damage, disclosure,  
or destruction of information or of information systems. Take, for example, an 
application using wireless access points in a large warehouse to conduct inventory 
and routing of packages. Interference from other systems could intercept or inter-
fere with the signals sent by the application and result in inaccurate inventories 
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or misrouted packages. Although compromising emanations primarily affect the 
hardware instead of the software involved in such a system, the decisions to use 
such a wireless system are typically made during the design phase of the applica-
tion and should be considered during the software development effort. Typically 
this type of threat affects the integrity and availability of information, but may also 
affect confidentiality as well. 

4.2.4.2  Corruption by System Failures

Corruption by system failures represents the corruption of data caused when other 
systems that may affect system operation fail. For example, take a simple Web 
application to authorize payment of a bill. If during the process to authorize a credit 
card payment the Web server housing the application crashes, it may be that the 
payment is authorized, yet the user does not realize this fact. The user may try to 
repay the bill once the Web server is up and running again only to have her credit 
card charged a second time because the application did not complete all processes 
required to validate the credit card payment. Threats of this type could affect the 
confidentiality, integrity, and availability of information and information systems.

4.2.4.3  Data Contamination

Data contamination occurs when data values that stray from their field descrip-
tions and business rules are allowed to intermix. For example, multiple account 
numbers for the same entity could allow unauthorized access to data. Likewise 
corrupted strings of data placed in an error log could contain sensitive information 
to which the log administrator should not have access, or file fragments containing 
sensitive information could be scattered across a hard drive instead of within an 
encrypted sector where the data would be protected. This type of treat affects the 
confidentiality of information, and to a lesser extent the integrity and availability 
of information.

4.2.4.4  Eavesdropping

Eavesdropping is an intentional attempt to gain information through the use of 
listening devices or programs. Keystroke monitoring, where a program logs the 
keystrokes of a user is an example of this type of threat. Trojan horse programs can 
also be utilized to capture user or system activity. Network sniffers can monitor 
and intercept packets that are sent between computer systems and can compromise 
unencrypted data. This type of threat generally affects the confidentiality of data, 
but in conjunction with other threats, can also affect the integrity and availability 
of data.
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4.2.4.5  Failures and Intrusions Not Properly Logged

Failures and intrusions not properly logged represent improper logging and audit-
ing of system and application errors. Take, for example, a banking application. If 
transaction logs are not properly configured and maintained then a system failure 
could result in duplicate transactions that are impossible to reconstruct, or worse: 
it could allow an unauthorized intrusion to take place with no knowledge of the 
event. Similarly the design of an application allows an audit log to remove the 
oldest data in order to preserve space and if the audit logs reach their maximum 
threshold, then an attack may go unnoticed. This type of threat typically affects the 
integrity and availability of information.

4.2.4.6  Installation Errors

Installation errors often occur when poor installation procedures accompany the 
implementation of new software. If the installation procedures for software do not 
specify certain hardware or operating system software settings, then built-in secu-
rity features in the application being implemented may not function properly. In 
addition, installation programs used to install new software could modify system 
initialization scripts already in place to protect a system and change the configura-
tion of that system allowing unauthorized access to systems and data. Therefore, 
during software development it is important to develop and document installation 
instructions and installation scripts. Threats of this type affect the confidentiality, 
integrity, and availability of information.

4.2.4.7  Intrusion

Intrusion represents gaining unauthorized access to a system. An example of this 
type of threat is the backdoor attack, where a programmer places a backdoor into 
code that allows the programmer to bypass normal identification, authentication, 
and authorization processes. This type of threat can significantly compromise the 
confidentiality, integrity, and availability of data.

4.2.4.8  Malicious Code

Malicious code includes viruses, worms, logic bombs, Trojan horses, spam, Spy-
Ware, and backdoors. Through the use of malicious code a user or system can 
conduct denial-of-service attacks against a Web sever, application server, or e-mail 
server. Logic bombs and backdoors can allow users to gain unauthorized access to 
systems that can alter or destroy data. Although some of these threats such as spam 
and backdoors may have a specific target, others including viruses and worms can 
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cause widespread damage without having a specific target. Threats of this type can 
affect the confidentiality, integrity, and availability of data.

4.2.4.9  Misrepresentation of Identity

Misrepresentation of identity represents assuming the identity of another individ-
ual or another system through the use of stolen or falsified credentials. An example 
is the man-in-the-middle attack, in which an attacker tricks John into believing he’s 
Tom, and tricks Tom into believing he’s John, thus gaining access to all messages in 
both directions. Another example is a pharming attack, where a link from an e-mail 
or Web page is used to lure a user to a Web site that appears to be the legitimate 
Web site, such as a banking Web site, but is in actuality a copy of the actual Web 
site. The user is prompted to use his credentials to log on to the Web site, and the 
fake site records the log-on information supplied by the user and sends the user 
directly to the real Web site. At some future point, the log-on credentials are used to 
access the real Web site and commit identity theft. This threat primarily affects the 
confidentiality of data, but could also affect the integrity and availability of data.

4.2.4.10  Misuse of Known Weaknesses

Misuse of known weaknesses is the deliberate act of bypassing security controls for 
the purpose of gaining additional information or additional privileges. For exam-
ple, many known software applications come with root or administrator passwords 
set to a default parameter. Many of these root passwords and administrator IDs are 
well known and well published. Failure to delete or reset these passwords can lead 
to an attacker compromising a system. This type of threat affects the confidential-
ity, integrity, and availability of information and information systems.

4.2.4.11  Saturation of Resources

Saturation of resources represents threats such as Denial-of-Service (DoS) and Dis-
tributed-Denial-of-Service (DDoS) attacks designed to overwhelm the capacity of 
a Web site by using up all of its available bandwidth. Another example of this type 
of threat includes buffer overflow attacks that can allow a system compromise at the 
root level. This type of threat is common in software development efforts. Take, for 
an example, a shopping cart application. Users can browse a list of items for sale, 
and place them in a shopping cart. Users can alter the amount of a specific item 
by changing a “quantity” field on the Web page. If the development team assigns a 
variable type of “integer” rather than “long” to the variable that holds the quantity 
and a user enters a value for quantity greater than an integer may hold and appro-
priate safeguards are not in place to either validate the user’s input, or to handle the 
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resulting exceptions properly, then an attacker who has entered a large number may 
be able to gain access at the root level. This type of threat affects the integrity and 
availability of information.

4.2.4.12  Takeover of Authorized Sessions

Takeover of authorized sessions occurs when an unauthorized individual assumes 
the access rights of an authorized party. For example, if a workstation is left unat-
tended and is not locked out, then another individual who is not authorized could 
use the system. Likewise, database communications made in the clear could be 
captured, modified, and then sent on to the original destination. This type of threat 
primarily affects the confidentiality of information, but could also affect the integ-
rity and availability of information.

4.2.4.13  Tampering

Tampering represents unauthorized acts designed to cause the damage or destruc-
tion of information or information systems. Examples of this type of threat include: 
scripts designed to deface a Web site or disable Web server functionality, or Domain 
Name Service (DNS) hacks that prevent authorized users from properly accessing 
system resources. This type of threat typically affects the integrity and availability 
of information.

4.2.5  Environmental Threats

Environmental threats represent danger to information or information systems 
based upon the environment surrounding the information system. The intent 
behind a purely environmental threat is almost always not malicious in nature, 
but coupled with human threats such as arson, can result from a malicious threat. 
Typically, environmental threats are physical in nature and therefore don’t affect 
application development directly. However, environmental threats do affect data 
backup policies and processes as well as disaster recovery and business continuity 
plans, which should all be considered during an application’s design phase. Con-
sider, for example, an application that records stock trades. How often should the 
data associated with the stock trade application be backed up? If the application 
development team does not ask this question, and simply assumes that the server is 
adequately backed up in a timely manner, costly programming errors could occur. 
What if:

The server is only backed up daily.NN
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The backup system used by the organization cannot back up the data more NN
frequently due to bandwidth or other constraints.
To avoid costly litigation associated with dropped or missed transactions, a NN
backup of each and every transaction is required.
The development team never inquired how often backups were made, and what NN
the backup capability of the current system was and the new application was 
implemented without knowing the answers to these questions.

The result is that either a potentially costly new backup solution would have to be 
purchased by the organization, or that design changes would need to be made to 
the application after the application was implemented to save the data to multiple 
backup locations for purposes of redundancy. However, if the development team 
had considered data backup frequency during the design phase, then perhaps the 
design could have been built with the required redundancy up front.

For these types of reasons, it is just as important for software development teams to 
understand environmental and natural threats, as it is for them to understand human 
and technical threats. Environmental threats include the following.

4.2.5.1  Cable Cuts

Cable cuts are physical cuts in the cabling that provides power or network connec-
tivity between information systems. A cut in the network cabling between a Web 
server and its associated data server could prevent data from being displayed or 
retrieved by an application. Cable cuts primarily affect the availability of informa-
tion systems.

4.2.5.2  Electromagnetic Interference

Electromagnetic interference represents the threat to an information system from 
the proximity of an electromagnetic source such as a generator, transformer, or 
high-powered transmission line. For example, it may not be wise to place a server 
room or network cabling next to the emergency generator for a facility. The electro-
magnetic interference given off by the generator while in operation could affect the 
transmissions going through the cabling resulting in dropped or damaged packets 
if the cabling is not properly shielded. This type of threat affects the integrity and 
availability of information systems.

4.2.5.3  Environmental Conditions

Environmental conditions represent the climate in which an information system is 
found. Most computer systems only operate efficiently in a relatively small range 
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of humidity and temperatures. Conditions that are too dry are just as hazardous to 
computer systems as conditions that are too humid. The same goes for temperature. 
Failures in heating and cooling systems can cause data centers to be shut down. 
This type of threat affects the availability of information systems.

4.2.5.4  Hazardous Materials

Hazardous materials such as chemical spills are a threat to both information sys-
tems and their users. Chemical spills or threats of such a spill can cause the evacua-
tion of a building and cause systems to be unavailable for extended periods of time. 
Therefore this type of threat affects the availability of information systems.

4.2.5.5  Power Fluctuations

Power fluctuations include spikes, surges, faults, brownouts, and blackouts. Each 
of these types of fluctuation can affect the availability of information systems if the 
systems are not protected by surge suppressors, uninterruptible power supplies, or 
backup generators.

4.2.5.6  Secondary Disasters

Secondary disasters represent disasters caused indirectly due to another type of 
threat. For example, a fire could set off a sprinkler system that could affect the avail-
ability of workstations used by the staff of a call center. Although the call center’s 
servers may be protected in a server room which is protected by an FM 200 or other 
system, the workstations for the call center may be in an open room only protected 
by sprinkler systems that, if set off, could damage the workstations.

4.2.6  Natural Threats

Natural threats represent danger to information or information systems from a 
natural event such as a flood, tornado, avalanche, or hurricane. The intent behind 
a natural threat is not malicious in nature. Typically natural threats are physical 
in nature and therefore don’t affect application development directly. However, 
as with environmental threats, natural threats do affect data backup policies and 
processes as well as disaster recovery and business continuity plans, which should 
all be considered during an application’s design phase.
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4.3  How to Identify Security Threats
A list of the “usual suspects” as provided in this chapter is a good starting point 
for discovering the threats associated with a software development project. How-
ever, there are many other potential threats that may affect a software development 
effort. Although it is not practical to uncover all potential threats to a software 
development project during a risk assessment, all probable threats should be con-
sidered. How then can threats that may not be on the list of “usual suspects” be 
identified?

There are a number of methods of identifying threats. Some of these methods 
include:

Reviews of attack historiesNN

Reviews of current headlines involving data breachesNN

Reviews of Internet sitesNN

Threat modelingNN

4.3.1  Attack Histories

One of the easiest methods is to look at the attack history an organization has 
sustained. Reviewing incident response, help desk, and audit logs which most orga-
nizations maintain can provide insight into the threats that have already targeted 
the organization. Another method is to review the threats considered during risk 
assessments for similar software development projects within an organization, or 
even the threats uncovered during organizational risk assessments or audits.

4.3.2  Current Headlines

As with assets, one way to gain insight into current threats is to look at current 
headlines. What are the threats associated with the latest data breaches being 
reported? Many organizations such as the Privacy Rights Clearinghouse and Attri-
tion.org, publish the latest reported data breaches on a daily basis, and provide 
regular updates as more information is revealed about the nature of the breach, 
including details about the threats involved. In addition, the Computer Security 
Institute (CSI) (http://www.gocsi.com/) publishes an annual computer crime sur-
vey conducted in conjunction with the Federal Bureau of Investigation (FBI). This 
annual report provides statistics on new and emerging threats and provides a good 
comprehensive look at the ever-changing threat landscape.
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4.3.3  Internet Sites

The Internet is a wonderful source of information about new and upcoming 
threats. In addition to the sources listed above, there are numerous sites that deal 
with information security in general and many of these sites will have articles that 
describe the ever-changing threat landscape. Some are maintained by organiza-
tions dedicated to providing information on a wide variety of information security 
topics. However, there are others dedicated to dealing primarily with issues sur-
rounding software development, including how to develop applications in a secure 
manner. One of the latter is the Open Web Application Security Project (OWASP) 
(http://www.owasp.org/).

According to their Web site, OWASP is “a worldwide free and open community 
focused on improving the security of application software.” There is a wealth of 
good information on this Web site and it is an invaluable resource in developing 
applications in a secure manner. Although the site is primarily focused on Web-
based applications, most of the techniques, tips, and tools provided on the site can 
be applied to client/server- and mainframe-based software development projects as 
well.

In addition to the many commercial and open source Web sites dealing with 
application security, the United States government also provides a number of Web 
sites that are helpful in understanding the risk management and threat identifica-
tion process. Guidance is available from any number of U.S. government agencies 
including the following:

The Office of Management and BudgetNN  (OMB) which published Circular A-130 
“The Management of Federal Information Resources” governing the security 
of Federal automated information resources.
The Centers for Medicare and Medicaid ServicesNN  (CMS) which published the 
HIPAA privacy and security standards and also publishes a number of infor-
mation security guidelines and standards required for organizations that pro-
vide Medicare and Medicaid services.
The Department of DefenseNN  (DoD) which publishes a number of application 
security standards including the DoD Information Assurance Certification 
and Accreditation Process (DIACAP) which establishes the requirements for 
certifying and accrediting new systems within the DoD.
The National Institute of Standards and TechnologyNN  (NIST) which provides 
guidance in securing all Federal IT systems. NIST maintains a Computer 
Resource Security Center (CSRC) which provides a wealth of information on 
how to secure systems. A host of information on how to create secure applica-
tion architectures including new technologies and services can be found on 
the NIST Web site (http://www.csrc.nist.gov/).



Identifying Security Threats  n  75

4.3.4  Threat Modeling

In addition to learning about threats from attack histories, headlines, and sources 
available on the Internet, there are some techniques that can be utilized during the 
application development process to uncover potential threats. Perhaps the most 
powerful of these techniques is threat modeling. Threat modeling is a technique 
used to look at the potential attacks that can be applied to a given software develop-
ment by breaking down the software into its most basic components. Threat mod-
eling has become an integral part of Microsoft’s Security Development Lifecycle 
(SDL) process.

The threat modeling process begins during the requirements phase of the SDLC. 
It is important to begin with the identification of the following:

Business objectives of the development effortNN
User roles that will react with the applicationNN
Data the application will manipulate or displayNN
Use cases for operating on the data that will be handled by the applicationNN

Once these items have been identified, the application’s architecture can be 
modeled, including:

Application componentsNN
Service rolesNN
External dependenciesNN
Calls among the roles, components, external dependencies, and data sourcesNN

Once the calls have been modeled, then it is possible to examine the threats 
to those calls on a case-by-case basis considering the following general types of 
threat:

Human ThreatsNN
Unintentional−−

From outside the organizationNN
From within the organizationNN

Intentional−−
From outside the organizationNN
From within the organizationNN

Technical ThreatsNN
Nonmalicious−−
Malicious−−

Nonspecific targetNN
Specific targetNN
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Natural and environmental threats do not affect software development projects 
directly, but rather indirectly through the effects that they have upon the systems 
supporting the software. Typically these threats are considered alongside technical 
threats during the threat modeling process.

STRIDE is a good example of a threat modeling methodology. STRIDE is 
based on six basic types of threat category. These threat categories spell out the 
acronym STRIDE and include the following:

Spoofing:NN  where a user attempts to become another user or assume some of 
the attributes of another user. One simple example of spoofing is a user who 
obtains the log-in credentials of another user through techniques such as 
shoulder surfing, keystroke logging, or finding the yellow sticky note with 
a password left behind by the user of a system, and logging in as a different 
individual who may have different privileges.
Tampering of data:NN  where users can change information provided to them by 
an application and return that changed information in order to manipulate 
the validation routines, or lack thereof, utilized by the application. Example: 
In an E-commerce site, the price of an object is embedded in the HTML 
code used to display the shopping cart. An attacker alters the price by altering 
the underlying HTML code and returns a price that is lower than it should 
be, and which is not validated by the application.
Repudiation:NN  where users of an application can claim that they didn’t make a 
transaction when there are insufficient auditing controls in place. Example: 
If account transfers are not properly logged in an audit file, or if the audit file 
is not sufficiently protected such that it can be altered, then it may become 
impossible to determine who or what process transferred money from one 
account to another.
Information disclosure:NN  where information provided by a user to an applica-
tion, such as a bank account number, password, or credit card number is 
intercepted and revealed by an attacker. Example: Data left in hidden fields, 
HTTP headers, or other system caches is found and revealed by an attacker.
Denial-of-service:NN  where the use of large files, complex calculations, or large 
and complex queries can be used to tie up system resources for a significant 
amount of time.
Elevation of privilege:NN  where users are able to gain additional rights and privi-
leges that are normally associated with administration accounts.

Under STRIDE all threats are considered to be one of the six types identified 
above. Therefore it is easy to apply because there are only six threats to consider.
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4.4  Test Case Threats
Understanding the concept of threat modeling is not an easy process. Applying 
threat modeling techniques to the test case established in this book will highlight 
the basics of this process. First, the business objectives of the test case must be iden-
tified. A review of the requirements of that test case is provided here.

Your team has been assigned the task of building an application to calculate 
retirement benefits for the vast majority of retirement plans your company sells. 
Many of the retirement plans sold by your company allow customers (i.e., compa-
nies or corporations) to make additional contributions to their plan at the end of 
their fiscal year, for tax purposes. The requirements of this application include the 
following.

It must be Web-based.NN
The application must be usable by your company’s employees who administer NN
retirement plans for the company’s customers.
The application must also be usable by your company’s sales force who will NN
use the calculated results of the application to sell retirement plans to new 
customers.
The results of the calculations must be viewable over the Internet by retire-NN
ment plan customers.
All Internal Revenue Service (IRS) rules must be followed when calculating NN
benefits. Some of these rules describe monetary and/or age limits that may be 
legally contributed to retirement plans which may change from year to year.
Proprietary business rules created by your company must be used when cal-NN
culating benefits for certain types of plans.
The results of the application’s calculated benefits must be viewable on screen, NN
printable, and must also be available to be e-mailed to a client in a format that 
the client cannot change.
Because a large number of user inputs are required in order to use the applica-NN
tion, all user inputs must have the ability to be saved and retrieved at a later 
time.
The data required to calculate the benefits must come from current retirement NN
plan member databases already established. Such data includes information 
about individual members of a retirement plan including:

Names−−
Dates of birth−−
Salaries−−
Identification numbers−−
Amounts contributed to the retirement plan−−
Dates of employment/termination−−

Because members of the company’s sales force will use the application for the NN
purpose of selling new retirement plans to customers, they must be able to:
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Import datasets provided by potential customers−−
Create dummy datasets on the fly for illustration purposes−−
Utilize dummy datasets created and stored in the application database−−

The results of all calculations must be saved and archived for a given period NN
of time.

NOTE: The focus of this book is upon risk assessment activities and applying 
those risk assessment activities to the SDLC with the purpose of providing more 
secure applications. It is not intended to be a primer on the basic principles of soft-
ware development. However, in order to understand some of the principles involved 
in risk assessment as it applies to the SDLC such as threat modeling, it is necessary 
to understand the software architecture of the test case, and some of the decisions 
involved in that test case. The remainder of this chapter describes many of the deci-
sions made by the actual design team during the development of the application 
described in the test case.

4.4.1  Test Case Business Objectives

Three primary business objectives associated with the test case are as follows:

	 1.	Calculation of retirement benefits for retirement plans at the end of a fiscal 
year.

	 2.	Illustration of the benefits of the various retirement plan products sold by the 
organization.

	 3.	Review and approval of the calculations by external customers.

4.4.2  Test Case User Roles

From these three business objectives the major user roles associated with the appli-
cation can be determined as follows:

	 1.	Retirement plan administrator. An employee of our organization who adminis-
ters retirement plans for external clients/customers. This role uses the applica-
tion to calculate the retirement benefits based upon the specific requirements 
of the plan and the requirements of the customer (i.e., how much of a year-
end contribution the customer wants to make).

	 2.	Sales force. An employee of our organization who is responsible for selling 
retirement plans. This role uses the application to illustrate the benefits of 
specific retirement plans to different prospective customers.

	 3.	Authorized customer representative. An employee (usually from the human 
resources staff) of a company who has purchased a retirement plan adminis-
tered by our company. This role uses the application to view the results of the 
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retirement benefit calculation and then provide direction to the retirement 
plan administrator on whether the customer will choose to make an addi-
tional contribution to the plan.

The data to be manipulated by the application has already been outlined in the 
requirements and includes elements of PII of individual eligible participants in a 
retirement plan. This includes names, SSNs, dates of birth, salaries, and current-
year contributions made by the participant to the retirement plan. In the case of the 
sales force, either a “dummy” dataset designed to represent the employees of vary-
ing size companies is used, an extract from a potential customer’s files is imported 
into the application, or the sales force creates the dataset on the fly.

4.4.3  Test Case Use Cases
The major use cases for operating on the data used by this application are shown in 
Figure 4.2. Each use case is described in detail below.

4.4.3.1  Use Case 1: Calculate Retirement Benefits

This use case allows a retirement plan administrator who has the proper access 
rights to calculate the retirement benefits for a specific retirement plan, for a spe-
cific fiscal year. It also allows an authorized member of the sales staff to calculate 

Calculate
Benefits

Save Results
& Notify

Customer 
 

View Benefit
Calculation

Post Results

Modify PII

Retirement Plan
Administrator

Retirement Plan
Customer

FIGURE 4.2  Test case use cases
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retirement benefits based either upon a dummy dataset selected by the sales force 
member, or an extract from a potential customer’s employee records supplied by the 
potential customer to the sales staff member.

Pre-Conditions: The application is available and the administrator has the proper 
access rights to the information contained in the records for the customer in 
question.

Post-Conditions: Details required for the calculation of the retirement benefits 
have been entered and all calculations have completed successfully.

Inputs for this use case include details about the specific benefit calculation that 
is to be made, including:

The customer’s retirement plan identification numberNN
The fiscal year-end date for which the calculation is to be madeNN
The amount of additional contribution that is to be made to the retirement NN
plan
The type of retirement plan for which the calculation is to be madeNN
The formula used by the retirement plan in question to calculate benefitsNN

Processing requires that all fields will have to have valid data entered.
Outputs for this use case include the calculated results of the retirement ben-

efits for the given plan and given fiscal year organized for each eligible participant 
within the retirement plan. An explanation must be given for why any plan partici-
pant does not receive a calculated benefit amount for the fiscal year in question.

Figure 4.3 is a depiction of the data flow for this use case. The data flow follows 
a step-by-step process as follows:

Step 1: The retirement plan administrator chooses to calculate retirement NN
benefits for a specific plan.
Step 2: The application makes a request to the mainframe service to gather NN
the PII required for calculating benefits.
Step 3: The mainframe service requests the PII from the Plan Database.NN
Step 4: The mainframe service gathers the PII from the Plan Database.NN
Step 5: The mainframe service places the PII in the Retirement Calculation NN
DB2 Database.
Step 6: The mainframe service informs the application where to find the PII NN
within the Retirement Calculation DB2 Database.
Step 7: The application queries the DB2 Database for the PII.NN
Step 8: The PII is retrieved and used to calculate the retirement plan NN
benefits.
Step 9: The calculated benefit is displayed on the screen for the retirement NN
plan administrator.
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Figure 4.4 is a representation of the sequence diagram for this use case. The 
sequence of events is as follows:.

The retirement plan administrator enters authentication credentials and a NN

plan ID number into the application.
An authentication service authenticates the user. If there is a problem with NN

the authentication credentials, the user must re-enter her authentication 
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credentials. After three tries the credentials in question will be locked out 
and must be reset through the organization’s help desk.
If the user is authenticated, then the authentication service will indicate NN
whether the user is authorized to see the particular plan information for the 
retirement plan ID entered. If not, then the user must enter another plan ID 
for which she is authorized before she can continue.
Once the user is authenticated and authorized, the application places a call NN
through the gateway to a mainframe service. The mainframe service will 
attempt to gather the data for the plan ID specified, as well as for the fiscal 
year end specified. If the data does not exist, or if the mainframe service is 
unavailable, then the user will be informed that the data does not exist or is 
not available at the current time. The user may then enter another plan ID, or 
another fiscal year end date.
If the data is available, then the mainframe service will gather the data and NN
place it in a DB2 table on the mainframe.
The application will then retrieve the information from the DB2 table and NN
perform the calculations.
The results of the calculation are displayed on screen for the user.NN

4.4.3.2  Use Case 2: Save Calculated Results 
and Notify Customer

This use case allows a retirement plan administrator or a member of the sales force 
to save the results of a benefit calculation and notify the customer that the results 
of the calculation are ready for review.

Pre-Conditions: Use Case 1.
Post-Conditions: The inputs made by the retirement plan administrator have 

been saved to a database, as well as the results of the calculations. The cus-
tomer has been notified via e-mail that the results of the calculation are ready 
for the customers’ review.

Inputs to this use case include:

The e-mail address of the customer representative authorized to review the NN
calculation and authorize the contribution of funds.
Notes about the specific calculation. For example, some customers, when NN
considering how much they may contribute to the retirement plan at the end 
of the fiscal year, may wish to review the results of several calculations, each 
utilizing a different contribution amount. The notes field allows the retire-
ment plan administrator to distinguish among these various calculations for 
a given retirement plan and fiscal year combination.
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Outputs for this use case include:

A saved dataset containing the retirement plan administrator’s inputs to use NN

case 1
A saved result set containing the results of the calculationNN

An e-mail that has been delivered to the authorized customer representativeNN

Figure 4.5 represents the data flow for this use case. The data flow follows a 
step-by-step process as follows.

Step 1: The retirement plan administrator chooses to save the calculation he NN

is viewing on the screen and notify the customer.
Step 2: The results of the calculation are saved within the DB2 table.NN

Step 3: A PDF file of the calculated results is created and saved to the Cus-NN

tomer Web Portal.
Step 4: An e-mail is generated and sent to the external customer informing NN

the customer to check her mailbox on the Customer Web Portal to view the 
results of the calculation.
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FIGURE 4.5  Use Case 2 data flow
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Step 5: The retirement plan administrator is informed that the information is NN
saved and that a notification has been made.

Figure 4.6 is a representation of the sequence diagram for this use case. The 
sequence of events is as follows:

The retirement plan administrator (who has already been authenticated) NN
chooses to save the results of the calculation.
The application saves the results of the calculations to the DB2 database.NN
The application then creates a PDF file of the results of the calculation and NN
stores that PDF within the Customer Web Portal Database.
The application then creates and sends an e-mail to the external customer NN
informing that customer to check her mailbox through the Customer Web 
Portal in order to view the results of the benefit calculation.
Finally, the application confirms to the retirement plan administrator that NN
the information has been saved, and the customer has been notified.

4.4.3.3  Use Case 3: Customer Review of Calculations

This use case allows an authorized customer representative to log in to a secure portal 
and view the results of the calculation provided by the retirement plan administra-
tor. Strictly speaking, this is not a use case that must be programmed, because the 
Customer Web Portal already exists and is in use by external customers. However, 
it is included here for the sake of being thorough and to provide the reader with a 
thorough understanding of the entire process.

Pre-Conditions: Use Cases 1 and 2.
Post-Conditions: The authorized customer representative has been authenticated to 

the secure portal and has reviewed the results of the calculation.

Inputs to this use case include:

The identification and authentication credentials supplied by the authorized NN
customer representative to the secure Web portal

Outputs to this use case include:

The results of any retirement plan benefit calculations made by the retirement NN
plan administrator on the behalf of the customer

Figure 4.7 represents the data flow for this use case. The data flow follows a 
step-by-step process as follows:
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Step 1: The customer requests the Web portal to display the results of the NN

calculation.
Step 2: The Web portal application queries the Web portal database for the NN

required information.
Step 3: The Web portal database returns the required PDF file.NN

Step 4: The PDF is displayed for the customer.NN

Figure 4.8 is a representation of the sequence diagram for this use case. The 
sequence of events is as follows:

The customer enters his authentication credentials into the Customer Web Portal.NN

The Web portal attempts to authenticate the user.NN

If the user cannot be authenticated the user will be asked to re-enter his authen-NN

tication credentials. The user may do this up to three times before he will be 
automatically locked out of the Web portal and then must deal with customer 
service to have his authentication credentials re-established.
If the user is authenticated then the Web portal will query the Web portal NN

database for the PDF in question.
The PDF is then displayed on screen for the customer.NN
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FIGURE 4.7  Use Case 3 data flow
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4.4.3.4  Use Case 4: Posting Retirement Plan 
Benefits to Member Accounts

This use case allows the retirement plan administrator to post the results of a retire-
ment benefit calculation to the individual accounts of the individual participants 
in the plan. A retirement plan benefit calculation represents an additional contribu-
tion to a retirement plan made by an employer to the plan, and this additional con-
tribution must be split equitably among the members of the plan based upon such 
things as length of service, age, vesting requirements, salary, key employee status, 
and so on. The calculation represents an additional benefit that will be added to the 
individual retirement accounts of each employee who is an eligible member of the 
plan. If the calculation is approved by the customer, the customer will deposit the 
required funds in a specific account set up for the plan. The funds in that account 
will then be split among the eligible plan members and transferred to their indi-
vidual retirement plan accounts. This use case describes that process.

Pre-Conditions: Use cases 1, 2, 3, the approval of the authorized customer repre-
sentative, and a source of funds

Post-Conditions: Distribution of funds into the individual accounts of retirement 
plan participants

Inputs to this use case include:

Identification of the specific saved results set (from Use Case 2) to be used for NN

distribution of funds into individual accounts.
Identification of the account that holds the funds which are to be distributed.NN

Outputs to this use case include:

Distributed funds in the individual accounts of individual participants of the NN

given retirement plan.

Figure 4.9 represents the data flow for this use case. The data flow follows a 
step-by-step process as follows.

Step 1: The retirement plan administrator requests the application to post the NN

results of a calculation that has already been made by the application, and 
saved, to the individual member accounts.
Step 2: The application queries the DB2 database for the results of the NN

calculation.
Step 3: The results of the calculation are retrieved from the DB2 database.NN
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Step 4: The application requests the mainframe service to check to see NN

whether the plan account has the necessary funds to cover all of the calcu-
lated benefits.
Step 5: The mainframe service supplies a response about the amount of funds NN

available within the account.
Step 6: The application creates a special file and submits it to a batch process-NN

ing program that, during the next nightly cycle, will transfer the funds out 
of the plan account, and into the individual members’ accounts according to 
their investment selections.

Figure 4.10 is a representation of the sequence diagram for this use case. The 
sequence of events is as follows:

The pension plan administrator enters her authentication credentials and a NN

plan ID into the application.
The authentication service will attempt to authenticate the user. If the user is NN

not authenticated, the user will be allowed to re-enter authentication creden-
tials. If invalid authentication credentials are supplied three times in a row, 
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the user will be locked out of the application and will be forced to reset her 
application credentials by contacting the help desk.
If the user is authenticated, the authentication service will check to see if the NN
user is authorized for the plan ID entered. If not, the user will be asked to 
enter a different plan ID.
If the user is authorized for the plan ID in question, the application will query NN
the DB2 database for the saved results of the calculation in question.
The application will then query the mainframe service to determine if the NN
correct amounts of funds are within the plan account.
If not, then the user will be informed that insufficient funds are available for NN
this transaction and allow the user to enter a different plan ID or different 
calculation result.
If sufficient funds are available, the application will build a special file and NN
pass it to a mainframe batch processing program that, during the next nightly 
cycle, will transfer the funds from the plan account to the individual invest-
ment selections within each member’s individual retirement plan account.

4.4.3.5  Use Case 5: Modification of PII Used to 
Calculate Retirement Plan Benefits

This use case allows the retirement plan administrator to modify the PII used in 
calculating the retirement plan benefit in cases where the PII was incorrectly entered 
or incorrectly reported by the customer. Because data about individual members of 
retirement plans is supplied and entered by the external customer, mistakes such as 
an invalid salary, date of birth, date of employment, date of termination, and the 
like can often find their way into the organization’s records. There are processes 
in place to make corrections to these amounts so that they may be made current, 
but these processes cannot be made instantaneously, but rather must be made dur-
ing the course of a night’s batch processing on the mainframe. Due to the IRS 
limits of when contributions must be made to pension plans, often there is a rush 
on making a calculation (Use Case 1) and posting the results of that calculation 
to member accounts (Use Case 4) that cannot wait for nightly batch processing 
cycles to correct the information required for the calculation to be accurate. In such 
an instance, it is necessary to allow the retirement plan administrator to change 
the data used by the application to calculate the benefits on the fly. This use case 
describes that process.

Pre-Conditions: The application is available and the administrator has the proper 
access rights to the information contained in the records for the customer in 
question.

Post-Conditions: The PII used by the application has been modified to the cor-
rect values.
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Inputs to this use case include:

The customer’s retirement plan identification number.NN

The fiscal year for which the calculation is to be made.NN

The specific change(s) to be made to the PII used in the calculation. Exam-NN

ple: John Smith’s salary for 2007 was originally reported by the customer as 
$25,700.00 but in actuality is $27,500.00.

Outputs to this use case include:

Saved corrections to the PII required to correctly calculate the retirement ben-NN

efits for a retirement plan for a given contribution amount and fiscal year.

Figure 4.11 represents the data flow for this use case. The data flow follows a 
step-by-step process as follows:

Step 1: The retirement plan administrator chooses to modify the PII used to NN

make a calculation.

Modify PII

Retirement
Calculation

DB2 Database

2. Retrieve PII 

Retirement Plan
Administrator 

3. PII

1. Modify PII

4. Display PII
for Modification

5. Modified PII

6. Modified PII 

FIGURE 4.11  Use Case 5 data flow
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Step 2: The application queries the DB2 database for the PII for the plan.NN

Step 3: The DB2 database returns the PII to the application.NN

Step 4: The PII is displayed on screen for the retirement plan administrator.NN

Step 5: The retirement plan administrator manually edits the PII on screen NN

and then chooses to save the modifications.
Step 6: The modified PII is stored by the application in the DB2 database.NN

Figure 4.12 is a representation of the sequence diagram for this use case. The 
sequence of events is as follows:

The retirement plan administrator enters authentication credentials and a NN

plan ID number into the application.
An authentication service authenticates the user. If there is a problem with NN

the authentication credentials, the user must re-enter his authentication cre-
dentials. After three tries the credentials in question will be locked out and 
must be reset through the organization’s help desk.
If the user is authenticated, then the authentication service will indicate NN

whether the user is authorized to see the particular plan information for the 
retirement plan ID entered. If not, then the user must enter another Plan ID 
for which he is authorized before he can continue.
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FIGURE 4.13  Test case hardware components
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Once the user is authenticated and authorized, the application retrieves the NN

PII from the DB2 database.
The PII is then displayed for the user on the screen.NN

The user is allowed to manually edit the PII on the screen.NN

The edited PII is saved by the application to the DB2 database.NN

4.4.4  Test Case Components

Figure 4.13 represents the hardware components utilized by the test case. The 
application itself sits on an application server within the organization’s domain. 
Either the sales force or the retirement plan administrator accesses this information 
through the company’s intranet. The application makes a number of calls to main-
frame service(s) through a gateway device that allows for communication between 
the application server and the mainframe. The mainframe services do a number of 
things including:

Authenticating the userNN

Checking to see if the user is authorized for a specific plan IDNN

Retrieving retirement plan data from VSAM records on the mainframeNN

Placing retirement plan data into a DB2 database on the mainframe that can NN

be accessed directly by the application server (through the gateway)
Checking to see if sufficient funds exist in a plan account for distribution to NN

individual member accounts
Transferring the funds from the plan account to individual member investment NN

choices within their individual accounts (via an overnight batch process)

The application server also can store saved calculation results to the DB2 data-
base through the gateway. The application server also passes PDF files of calculated 
results to the Customer Web Portal server which in turn stores these results within 
its database server. Finally, the retirement plan customer interacts directly with the 
Customer Web Portal over the Internet.

Let’s take a closer look at Use Case 3. The customer does not authenticate to the 
application being built, but rather to the secure customer service portal already built 
by our company and views the results of the calculation at that Web site. The customer 
portal represents an external dependency for our application—but how that cus-
tomer portal operates is beyond the scope of our development effort—as long as our 
calculated results can be viewed through the customer portal. In this specific case, the 
customer portal holds “e-mails” and their attachments created by our application. 
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4.4.5  Test Case Architecture

Now that the use cases have been developed for the application, we can begin to 
develop the architecture of the application. Using object-oriented design techniques 
the following application components may be abstracted.

A Plan object that is designed to hold information about a specific retirement 
plan for which benefits will be calculated. Some of the properties of this object 
could include the following:

A plan identification numberNN
A plan nameNN
A plan type (used to determine a type of benefit calculation)NN
A plan formula (used in the calculation process)NN
A collection of participants (individual employees who contribute to the NN
retirement plan)
A calculation (used to identify the set of inputs made when calculating spe-NN
cific benefits)
An account number (used to identify the source of funds required for Use NN
Case 4)
A customer e-mail address (to satisfy the requirements of Use Cases 2 and 3)NN

Some of the methods for this object might include the following:

Send notification method (used to satisfy the customer notification require-NN
ment of Use Case 2 and the requirements of Use Case 3).
Post benefits method (used to satisfy the requirements of Use Case 4).NN

A Participant object designed to represent the individual participant within a 
retirement plan for whom benefits are being calculated. Some of the properties of 
this object could include the following:

A plan identification number (to associate the participant with a given plan)NN
A participant nameNN
A participant ID number (to associate the participant with his individual NN
retirement accounts)
A participant salaryNN
A participant date of birth (in order to calculate the participant’s age as of the NN
end of the fiscal year of the calculation, a requirement of IRS rules that allow 
for different contribution amounts depending upon age)
A collection of the participant’s contributions to the retirement plan for the NN
fiscal year the calculation is made
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A participant date of employment (for eligibility and vesting purposes)NN
Other PII necessary to fulfill the business rules of different plansNN
A calculated benefit (to represent the calculated retirement benefit amount)NN

Methods for the Participant object might include the following:

Retrieve data method (to retrieve the PII required in order to perform the NN
calculation)
Modify PII method (to fulfill the requirements of Use Case 5)NN
Calculate eligibility (to determine if the member is eligible to receive a retire-NN
ment benefit for the fiscal year in question)

A Calculation object designed to represent the business rules used in calculating 
retirement plan benefits given plan type, plan formula, contribution amount, and fis-
cal year. Some of the properties of this object include the following:

A plan number (to associate the calculation results with a specific plan)NN
A contribution amount (the amount to be contributed by the customer to the NN
customers’ retirement plan)
A fiscal year end date (to determine which set of PII needs to be retrieved as NN
well as to determine participant age and which IRS limitations and business 
rules to apply)

Some of the methods of the Calculation object might include the following:

Retrieve IRS limitations (IRS business rules place different limitations on NN
the amounts that may be contributed to a retirement plan. These limitations 
may vary depending upon the calendar year for which the retirement benefits 
are calculated. Because these limitations are continually changing, they are 
placed in a separate data file that is updated each time the IRS comes out with 
a new set of rules. This method will retrieve the correct set of IRS limitations 
for the year specified.)
Calculate benefits (which calculates the retirement benefits to satisfy Use NN
Case 1)
Save results (to save the results of a calculation to satisfy Use Case 2)NN

What about other components of the application? The application must be 
Web-based, but what about the data? Where does the current information for the 
plan reside? Where is the data (PII) for the retirement plan participants stored? The 
company has been selling retirement plans for some time, and has a large data store 
of information for these retirement plans and their individual participants. The new 
application will tap into those sources of data to retrieve the information necessary 
to calculate the benefits for a specific plan for a specific fiscal year.
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However, the new application must be Web-based, and the data stored about 
the individual plans and their participants is stored on the company’s mainframe 
computer in a nonrelational format. How then, will the data necessary to achieve 
the business objectives of the development effort be retrieved? In this case, an appli-
cation component will need to be developed. This component will consist of a 
mainframe component that can gather the necessary data and deposit it in a loca-
tion which will be accessible by the Web-based components of the application.

An additional consideration is saving the inputs and results of the calculation 
required by Use Case 2. Both Use Case 2 and the mainframe component represent 
requirements to store data in a given location. It is easiest for the required main-
frame component (which will gather the plan and participant data) to place this 
gathered data in a mainframe DB2 database. Therefore the same DB2 database on 
the mainframe will be used to store user inputs and the results of the benefit calcu-
lations required by Use Case 2.

Now that most of the application components have been defined, some of the 
service roles and external dependencies of the application can be defined. Some of 
these service roles and external dependencies include:

A gateway service required for the Web-based portion of the application to NN
communicate with the mainframe component of the application
An e-mail service required to notify the authorized customer representative NN
that the results of a benefit calculation are complete (Use Case 2)
A service to send the results of a calculation to the secure customer service NN
portal application so that the customer can log in to that application and view 
the results of the calculation (Use Case 3)
An authentication service required to ensure that the user is authorized to NN
view the plan and participant information required in order to calculate the 
retirement plan benefits

Now that most of the application components, service roles, and external 
dependencies of the application have been defined, we can begin to look at the calls 
required among these components, roles, and dependencies. For the purposes of 
this book, we concentrate on the calls made for Use Case 1, because it represents 
one of the more complicated use cases in the application.

Examining the pre-conditions for Use Case 1 we find that the application is 
available and the retirement plan administrator has the proper access rights to the 
information contained in the records for the customer in question. Therefore, the 
first call made by the application is from the application to the authentication ser-
vice used by the application. The user will enter her authentication credentials as 
well as the Plan ID number for which the calculation is to be made. The application 
will then use the authentication service to ensure that the user’s authentication cre-
dentials are accurate, and that the user is authorized to view sensitive information 
for the plan in question.
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The authentication service will return several potential responses to the applica-
tion, depending upon the situation. This call will attempt to answer the following 
questions.

	 1.	Is the authentication service available? (Because the authentication service is 
an external dependency of our application, we need to know that the service 
is available for use.)

	 2.	Are the user credentials (i.e., user ID and password) supplied to the authenti-
cation service valid?

	 3.	Does the specific retirement plan identified by the user (by supplying a spe-
cific plan ID number) exist?

	 4.	If the specific retirement plan identified exists and the user is an authenti-
cated user, then is the user authorized to view the details of the specific plan 
in question?

Assuming that the user is authenticated and authorized to view the information 
of the specific plan, then the authentication service will supply some information to 
the application about the plan such as the plan name, plan type, and current fiscal 
year end date. At this point, the authenticated and authorized user must enter an 
additional piece of information: the fiscal year end date for which the calculation is 
to be made. Although this typically will be the current fiscal year end date, in some 
cases the calculation may be made for a previous fiscal year.

At this point, the second call is made. This call is to the mainframe service that 
will gather the PII stored within the mainframe and deposit it in the DB2 database. 
Once the mainframe program has gathered the required data and placed that data 
in the DB2 database, the mainframe program will return a response to the applica-
tion depending upon the situation. The possible responses are:

	 1.	Is the mainframe service available? Again, this is an external dependency of our 
application and we need to know that the service is available for use.

	 2.	Does data exist for the specified plan, for the specified fiscal year?
	 3.	If data exists for the specified plan and specified fiscal year, then the service 

will supply a count of the number of records copied to the DB2 database, 
along with an index number so that the correct data may be retrieved from 
the database.

Assuming that the data exists for the specified plan and fiscal year, the applica-
tion will now make a call to the DB2 database to gather the PII necessary to make 
the calculations.

Once the application has gathered the necessary PII to complete the calcula-
tions, the user will be prompted for some additional information, such as the plan 
formula and the amount (if any) to be contributed. Once the entries have been 
made, the internal business rules of the application will be applied and the calcula-
tions will begin. At this point, only one additional call is made by the application, 
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and that involves the “Retrieve IRS Limitations” method of the calculation object. 
The application will then retrieve the proper IRS limitations from the IRS limita-
tion data file.

Now that the application has all of the information it needs to calculate the 
retirement benefits for the given plan for a given fiscal year, the application can 
apply the business rules within the application to calculate the retirement benefits. 
Once the calculations are complete, then the results of the calculations are dis-
played upon the screen for the user to view.

So far, we have identified a total of four calls:.

	 1.	A call to the authentication service to ensure that the user is authenticated and 
authorized to view the information for the retirement plan in question

	 2.	Calls to the mainframe service to gather the PII required for the calculation 
and place the data in the DB2 table

	 3.	A call to the DB2 to gather the PII supplied by the mainframe service and to 
pull it into the application and populate our participant collection

	 4.	A call to the IRS data file to gather the correct IRS limitations for the year the 
retirement benefits are to be calculated

4.4.6  Test Case Threats

At this point, threat modeling techniques can be applied to each of the specific 
calls. To begin, we examine each of the threat avenues to determine if they may 
potentially affect any of the calls. Let’s recall the basic threat avenues identified in 
this chapter:

Human ThreatsNN
Unintentional−−

From outside the organizationNN
From within the organizationNN

Intentional−−
From outside the organizationNN
From within the organizationNN

Technical ThreatsNN
Nonmalicious−−
Malicious−−

Nonspecific targetNN
Specific targetNN

Taking each of these threat avenues one at a time, we can apply them to the calls 
to see if they may affect each of the calls. We begin with human threats which are 
unintentional from outside the organization. The roles for the test case are: Retire-
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ment Plan Administrator, Sales Force, and Authorized Customer Representative. 
However, the Retirement Plan Administrator and Sales Force roles are internal to 
our organization, not external. Only the Authorized Customer Representative is 
an external user. And we have already determined that this role does not actually 
interact with our application (other than via the receipt of an e-mail notification), 
but rather with the Secure Customer Portal which is an external dependency of 
our application. Therefore, we can eliminate human threats from external sources 
(either intentional or unintentional) from the potential threat avenues that may 
affect our calls. Or can we?

At this point, we only know that our application must be Web-based. We do 
not know how the application will be deployed. Will it be deployed on the Internet 
so that the sales force as well as retirement plan administrators working from home 
can access it? Or will it be deployed on the company’s intranet so that only internal 
users can access the program? If it is deployed on the Internet, then we must first 
look at how it will be accessed by users before we can eliminate external human 
threats from our threat modeling. In this instance, we assume that the applica-
tion will be deployed on the company intranet and that the company sales force 
will only access the application through the intranet. Therefore, we can eliminate 
human threats from external sources as potential avenues that may affect the calls 
made by the application.

Next we consider human threats from internal sources (either intentional or 
unintentional) to our calls. Do human threats from internal sources exist? The 
answer to this question is yes. A number of internal human threat avenues exist. 
What are some of these internal human threat avenues?

Shoulder surfing could allow nonauthorized personnel to observe the authen-NN
tication process.
Impersonation could allow users with stolen identity credentials (i.e., a stolen NN
user ID and password) to view information they are not authorized to see.
Errors and omissions in updating the IRS limitation file could result in the NN
application applying incorrect business rules to the calculation. Likewise 
errors and omissions in the entries made by the retirement plan administra-
tor, such as the plan formula, fiscal year end date, or amount to be contrib-
uted could all result in an incorrect calculation.
Inadvertent acts or carelessness could result in programming errors that do NN
not apply the complex business rules properly, resulting in incorrect calcula-
tions or incorrect error handling or other potential vulnerabilities that could 
allow an attacker to gain access.

What about technical threats? Do any technical threats to our calls exist? The 
answer of course is yes; a number of technical threats to our calls exist.

Nonmalicious threats include:
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Data contamination. The error log designed for this application placed all NN
of the details associated with the error into an error log including sensitive 
information that the log administrator was not authorized to see.
Corruption by system failures. If the mainframe service that gathers the PII NN
required for the calculation is interrupted due to a mainframe system failure, 
the data placed in the DB2 tables could be garbled or corrupted. Or likewise 
the call to the DB2 table to pull the PII into the application could be cor-
rupted by system failures such as the gateway to the mainframe, resulting in 
data that is garbled or corrupted.
Failures and intrusions not properly logged. It is possible for the authentica-NN
tion service to determine that the user has not properly supplied log-in cre-
dentials, or is not authorized to view a specific pension plan. If these types of 
intrusions are not properly logged (i.e., the user is simply denied access to the 
information and no log entry is made) then no audit trail will exist that a user 
was attempting to view unauthorized information.
Environmental and natural threats. The application will run on Web server NN
located in the main data center for the company. This data center is also the 
home of the mainframe computer where all of the data files are stored. There-
fore natural and environmental threats such as fire, flood, power fluctuations, 
tornadoes, and the like all could affect the operation of the application or its 
associated information.

Malicious threats with a nonspecific target include:

Malicious code. Viruses, worms, or other malicious programs could attempt NN
to alter or destroy the IRS limitations data file, or interrupt calls through the 
gateway between the Web-based application and the mainframe service or 
the mainframe DB2 database.
Saturation of resources. DoS attacks aimed at the company Intranet could NN
affect the availability of the application or of the mainframe service. 

Malicious threats with a specific target include:

Eavesdropping. Keystroke loggers could capture user IDs and passwords sup-NN
plied to the authentication service. Network sniffers could detect, intercept, 
and corrupt or replace packets sent between the application and the gateway 
to the mainframe.
Intrusion. Backdoors to the application could be programmed by the devel-NN
opment staff.
Takeover of authorized sessions. If an authorized retirement plan admin-NN
istrator left a workstation unattended and unlocked then it would be pos-
sible for an unauthorized individual to gain access to the information in the 
application.
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4.5  Conclusion
Back at the scene of the crime, the great detective has examined all of the suspects 
in the case one by one. Using his knowledge of the suspect’s motive and opportu-
nity, he has eliminated the suspects who had neither the motive nor the opportu-
nity to commit the crime. Now, only a handful of suspects remain. These suspects 
have both the motive and the opportunity for committing the crime. The detective 
now needs to examine the evidence to find out if the suspects have the means for 
committing the crime.

Software development teams are like the detective in this story. They need to 
protect the item of value or assets as discovered in the previous chapter. Unlike 
the detective, who is attempting to solve the crime in order to return the asset, the 
goal is to prevent the asset from theft in the first place. In order to accomplish this, 
software development teams need to understand who the suspects or threats to 
applications are. This chapter dealt with ways of determining who those suspects 
might be including:

Lists of the “usual” threats involved in software development projectsNN

Examining current headlines to determine some of the current industry NN

threats
Consulting threat resources on the InternetNN

Conducting threat modeling sessionsNN

Once a list of threats to our assets has been determined, we can now go on to 
the next step in crime prevention: looking at the “means” or vulnerabilities associ-
ated with software development projects which allow the threats to compromise the 
assets. That is the subject of the next chapter.

4.6  Threat Identification Checklists
The following checklists are provided to assist software development teams in iden-
tifying the threats to their software development projects.

4.6.1  Typical Threats (the “Usual Suspects”)

Human Threats��
Curiosity��  may represent authorized users abusing access privileges and 
rights or curiosity may represent unauthorized users attempting to access 
unauthorized information.
Data entry errors and omissions��  represent mistakes in data entry.
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Espionage��  is the act of spying utilizing various means including: bugs, 
wiretaps, copying, photographing, following, bribing, and interception 
to obtain information that will provide a competitive edge.
Fraud��  occurs when authorized users abuse their access rights in order to 
gain additional information, access rights, or system privileges beyond 
what they should have.
Improper disposal of sensitive information��  can lead to the compromise of 
that information.
Inadvertent acts or carelessness��  generally represent unintentional acts such 
as programming, synchronization, and development errors.
Misrepresentation of identity��  threats allow assumption of the identity of 
someone else through the use of stolen or falsified identification includ-
ing: ID Cards, key cards, PIN numbers, or passwords.
Policy violations��  represent the act of not following organizational policies 
and procedures, either intentionally or unintentionally.
Shoulder surfing �� is the act of attempting to gain knowledge through sim-
ple observation.
Theft or vandalism��  is a deliberate act designed to cause the damage or 
destruction of information or information systems.
Other��  includes labor unrest/strikes, riots/civil disorders, and terrorism.

Technical Threats��
Compromising emanations��  represent unauthorized interception or inter-
ruption of signals that can either intentionally or unintentionally cause 
the damage or destruction of information or information systems.
Corruption by system failures��  represents the corruption of data caused 
when other systems that may affect system operation fail.
Data contamination��  occurs when data values that stray from their field 
descriptions and business rules are allowed to intermix.
Eavesdropping �� is an intentional attempt to gain information through the 
use of listening devices or programs.
Failures and intrusions not properly logged��  represent improper logging and 
auditing of system and application errors.
Installation errors��  often occur when poor installation procedures accom-
pany the implementation of new software.
Intrusion��  represents gaining unauthorized access to a system.
Malicious code��  includes viruses, worms, logic bombs, Trojan horses, spam, 
SpyWare, and backdoors.
Misrepresentation of identity��  represents assuming the identity of another 
individual or another system through the use of stolen or falsified 
credentials.
Misuse of known weaknesses��  is the deliberate act of bypassing security 
controls for the purpose of gaining additional information or additional 
privileges.
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Saturation of resources��  represents threats such as Denial-of-Service (DoS) 
and Distributed-Denial-of-Service (DDoS) attacks designed to overwhelm 
the capacity of a Web site by using up all of its available bandwidth.
Takeover of authorized sessions��  occurs when an unauthorized individual 
assumes the access rights of an authorized party.
Tampering��  represents unauthorized acts designed to cause the damage or 
destruction of information or information systems.

Environmental Threats��
Cable cuts��  which are physical cuts in the cabling that provides power or 
network connectivity between information systems.
Electromagnetic interference��  represents the threat to an information sys-
tem from the proximity of an electromagnetic source such as a generator, 
transformer, or high-powered transmission line.
Environmental conditions��  represent the climate in which an information 
system is found.
Hazardous materials��  such as chemical spills are a threat to both informa-
tion systems and their users.
Power fluctuations��  include spikes, surges, faults, brownouts, and blackouts.
Secondary disasters��  represent disasters caused indirectly due to another 
type of threat.
Natural threats��  represent danger to information or information systems 
from a natural event such as a flood, tornado, avalanche, or hurricane.

4.6.2  Sources of Threat Identification
Current headlines��

Privacy Rights Clearinghouse��
Attrition.org��
Computer Security Institute (CSI)��

Internet sources��
Open Web Application Security Project (OWASP)��
The Office of Management and Budget (OMB)��
The Centers for Medicare and Medicaid Services (CMS)��
The Department of Defense (DoD)��
The National Institute of Standards and Technology (NIST)��

4.6.3  Threat Modeling
Step One.��  Identification of:

Business objectives of the development effort��
User roles that will react with the application��
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Data the application will manipulate or display��
Use cases for operating on the data that will be handled by the ��
application

Step Two.��  Model the application architecture including:
Application components��
Service roles��
External dependencies��
Calls among the roles, components, external dependencies, and data ��
sources

Step Three.��  Examine the threat avenues open to each call based upon the 
threat tree:

Human threats��
Unintentional��

From outside the organization��
From within the organization��

Intentional��
From outside the organization��
From within the organization��

Technical threats��
Nonmalicious��
Malicious��

Nonspecific target��
Specific target��
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Chapter 5

Identifying Vulnerabilities

Returning to the scene of the crime yet again, we go back in time to just after the 
discovery of the crime, as the crime scene investigation team begins its collection 
of evidence. Photographs are taken of the entire scene. Fingerprints are collected 
from relevant surfaces. Physical evidence such as hair, threads, suspicious fluids, 
or broken glass are collected and logged. Other evidence such as footprints, tool 
marks, tire marks, and the like are examined, collected, and logged. What the 
crime scene investigators are doing is collecting physical evidence that can lead to 
the identification of the criminal by providing evidence of the means used to com-
mit the crime.

This chapter takes a look at some of the more common vulnerabilities that 
plague applications, in particular Web-based applications today, and provide infor-
mation for development teams on where to go to learn more about these vulner-
abilities. Figure 5.1 provides a list of the common inputs and outputs associated 
with the identification of vulnerabilities during the risk management process.

5.1  Definition
Vulnerabilities are weaknesses in design or in the safeguards put in place to pro-
tect an asset. At our crime scene the vulnerabilities might have been a door left 
unlocked, or a cheap lock that could be easily picked or forced. Perhaps the item of 
value or asset was left in plain sight or simply hidden underneath the mattress in 
the bedroom. If that was the case, the asset wasn’t protected very well and almost 
anyone from off the street could have entered the house through the unlocked or 
cheaply locked door and ransacked the house for valuables. The problem is that 
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often we don’t understand or know about the vulnerabilities that make it possible 
for threats to access our assets.

Take, for example, a door lock: unless we’re a lock specialist, most of us don’t 
understand how much (or how little) protection an average door lock provides. We 
don’t try to shoulder our way in past the lock, or pick up the garden tool left near 
the back door and see how easy it may be to force the locks open. We don’t often 
see how tree branches can make it easy for an intruder to enter through an open 
second-story window. Or maybe we don’t even think that it’s possible for anyone 
to get inside our house, so valuable jewelry, artwork, electronics, or cash is simply 
left in plain sight. For the most part, we don’t think as a thief would, so we often 
overlook potential weaknesses in the security of our homes that make it easy for a 
thief to enter the home and steal from us.

The same is true with software development teams. For the most part, software 
development teams concentrate upon meeting the business objectives of the devel-
opment effort given the time, budget, and resources allotted. They aren’t thinking 
like a hacker or cracker, and therefore don’t always understand the vulnerabilities 
they build into their software development projects.

This chapter discusses how to identify vulnerabilities associated with soft-
ware development projects. The discussion centers on both the inputs required to 
complete this step as well as the outputs that result from this step, as shown in 
Figure 5.1.

5.2  The Importance of Identifying Vulnerabilities
Why is it important to identify the vulnerabilities associated with software devel-
opment projects? The answer is fairly simple: because all applications developed 
have coding defects or vulnerabilities within them. According to the Computer 
Emergency Readiness Team Coordination Center (CERT CC), over 90 percent of 
software security vulnerabilities are caused by known software defect types, and 
most software vulnerabilities arise from common causes. In fact the top ten causes 
account for about 75 percent of all vulnerabilities!

Why is this important? Consider the following example. If one design imple-
mentation defect is injected for every seven to ten lines of new and changed code 

Step 4: Identify
Vulnerabilities List of Vulnerabilities

Peer and Buddy Reviews
Static Code Tests

Dynamic Code Testing
User & Unit Testing

FIGURE 5.1  Common inputs and outputs of the vulnerability identification phase
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produced (as benchmark tests suggest), and 99 percent of these are found before 
release, there would still be 1 to 1.5 design and implementation defects in every 
thousand lines of code produced! Yet despite this fact, software continues to be 
developed with the same vulnerabilities over and over again, producing software 
with the same vulnerabilities over and over again.

5.3  Identifying Vulnerabilities
How can these vulnerabilities be identified? One method is to review lists of the top 
10 or top 20 design vulnerabilities monitored by third-party information security 
providers. Many organizations commonly publish lists of the top 10 or 20 design 
vulnerabilities discovered. Some of the more well-known sources of vulnerability 
lists include:

OWASP Top 10 (http://www.owasp.org/index.php/OWASP_Top_Ten_Project)NN
National Vulnerability Database (NIST) (http://nvd.nist.gov/nvd.cfm)NN
Common Vulnerabilities and Exposures (http://cve.mitre.org/index.html)NN
SANS Top 20 (http://www.sans.org/top20/)NN
U.S. Computer Emergency Readiness Team (US CERT) (http://www.us-cert.NN
gov/cas/alldocs.html)

A review of the OWASP Top 10 list for 2007 reveals the following vulnerabilities:

Cross-site Scripting (XSS)NN
Injection flawsNN
Malicious file executionNN
Insecure direct object referenceNN
Cross Site Request Forgery (CSRF)NN
Information leakage and improper error handlingNN
Broken authentication and session managementNN
Insecure cryptographic storageNN
Insecure communicationsNN
Failure to restrict URL accessNN

The SANS Top 20 for 2007 reveals the following:

Server side vulnerabilities in:NN
Web applications−−
Windows services−−
UNIX and Mac OS services−−
Backup software−−
Anti-virus software−−
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Management servers−−
Database software−−

Client-side vulnerabilities in:NN

Web browsers−−
Office software−−
E-mail clients−−
Media players−−

Security policy and personnel vulnerabilities including:NN

Excessive user rights and unauthorized devices−−
Phishing−−
Unencrypted laptops and removable media−−

Application vulnerabilities including:NN

Instant messaging applications−−
Peer-to-peer sharing applications−−

Network device vulnerabilities including:NN

VoIP servers and phones−−
Zero day attacksNN

As you can see, different organizations place different priorities on the vulner-
abilities reported. The OWASP Top 10 represents a purely technical list of vulner-
abilities associated with software development, whereas the SANS Top 20 includes 
vulnerabilities associated with the safeguards for those software development proj-
ects including policy and personnel vulnerabilities.

The problem is that most software development teams do not fully understand 
what these vulnerabilities are in most instances, or how to adequately protect 
their applications from these vulnerabilities, let alone have the ability to recog-
nize whether their applications contain these vulnerabilities. The question then 
becomes: how are vulnerabilities associated with a specific software development 
project discovered?

Although there are a number of methods of discovering vulnerabilities within 
an application, including peer or buddy reviews, code scanning tools, application 
scanning tools, and vulnerability scanning tools, the key to preventing vulnerabili-
ties from occurring over and over again is education. It is important that software 
developers, software testers, and software Quality Assurance (QA) analysts must 
understand what the most common vulnerabilities are, how to detect them, and 
how to eliminate them. Code reviews and scanning tools will never detect all soft-
ware vulnerabilities within an application. Developers, testers, and QA analysts 
must become educated on what the common vulnerabilities in software are, how to 
detect them, and how to eliminate them.
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5.4  Common Vulnerabilities
The scope of this book does not include an education regarding all common soft-
ware vulnerabilities, nor would it be possible, because new vulnerabilities are con-
stantly being discovered. However, because education is essential in preventing 
vulnerabilities from reoccurring, some of the most common vulnerabilities includ-
ing how to prevent them are discussed below.

5.4.1  Buffer Overflows

Buffer overflows are perhaps the best known and best understood software security 
vulnerability. Yet despite this fact, buffer overflow vulnerabilities continue to be 
common in software development projects. Part of the reason for this is the num-
ber of different ways buffer overflows may occur. Another reason is that developers 
often have mistaken assumptions about the size or makeup of a piece of data. A 
simple example of this involves the assignment of variable types to hold user input. 
Take, for example, a Web-based shopping cart application. Users browse a Web site 
and select products they wish to purchase, placing them in an electronic shopping 
cart. At checkout time, users can update the quantities of items they wish to pur-
chase. Assuming that shoppers are sane and reasonable (most of the time) a variable 
type of integer is typically assigned to hold the quantity value entered by the user. 
However, what if the user enters a value that is larger than an integer variable can 
hold? In most programming languages, this would trigger a buffer overflow. When-
ever the limitations of a variable, call stack, memory module, or other parameter is 
exceeded, a buffer overflow may occur.

The main method of protecting from a buffer overflow in application develop-
ment is through input validation. This means ensuring that all code which accepts 
inputs from users can handle arbitrarily large inputs.

5.4.2  Injection Flaws

Injection flaws are weaknesses in an application that allow input which subverts the 
otherwise legitimate use of a subsystem or interpreter. There are many different types 
of injection flaws, each dependent on the subsystem or interpreter involved. Some of 
the more common types of injection flaws include:

SQL Injection which attempts to subvert relational database interpretersNN

HTML Injection which attempts to subvert Web browsersNN

Operating System Command Injection which attempts to subvert operating NN

system software
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Injection flaws occur when user-supplied data is sent to a subsystem or inter-
preter as a part of a command or query. The subsystem or interpreter is tricked into 
executing an unintended command via specially crafted data. Injection flaws can 
allow attackers to create, read, update, or delete data available to an application and 
can even allow an attacker to completely compromise the application and any sys-
tem it resides upon, bypassing all perimeter controls.

For example, consider a standard retail sales Web site application. The applica-
tion allows consumers to browse products for sale and select items for purchase. 
Items to be purchased are placed into an electronic shopping cart which the user can 
add to or empty as required before checking out by providing a method of electronic 
payment. We have all seen or used such sites before. Many of these Web sites offer 
the ability for consumers to provide opinions on the items for sale. Sometimes a user 
must have an account in order to record an opinion on one of the items for sale, but 
not always. Even when a user must have an account to record an opinion, often the 
user must only supply a name and an e-mail address in order to set up an account 
on the site. Injection attacks often make use of features such as the ability to provide 
user opinions.

Like a user who wishes to submit an opinion or review of a product the attacker 
selects the option to submit a review from the Web site. However, instead of sub-
mitting a product review, the attacker places a SQL statement or a code snippet 
into the space provided for the review and the application then saves the user review 
(i.e., SQL statement or code snippet) to a database. When the review is retrieved 
by the application so that it can be viewed on screen by a user the SQL statement 
or code will trigger.

In this instance, an attacker could craft code that will copy the information 
contained in a session cookie and to send that information to an anomalous Web 
site or e-mail account. Then all that the attacker has to do is await legitimate users 
to read the reviews for the product in question to trigger the code. At some later 
point in time, the attacker can go to his Web site or e-mail account and review the 
details of all of the session cookies that have been copied. If log-on credentials are 
stored within the session cookie, then the attacker now has log-on credentials for 
a number of different users that can then be used to enter the Web site and steal 
credit card or bank account information that the site may store to facilitate pur-
chases by the users in question.

There are a number of methods for protecting against injection flaws. These 
methods include:

Input validationNN . All input data should be validated for length, type, syntax, 
and business rules before the data is accepted to be either stored in a data-
base, or displayed in a Web browser. Use a “white-list” approach rather than a 
“black-list” approach; that is, accept only characters or values that are known 
to be good, rather than attempt to check to see if the characters or values 
match a description on a bad list.
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Enforce least privilege when connecting to databasesNN . That means give the user 
no more privileges than required when connecting to a database. If the user 
only needs to view certain information in the database, then consider build-
ing a database view that contains only the information a user needs to see, 
and then only allowing the user read access to the database view.
Use parameterized stored procedures when developing SQL statementsNN . Param-
eterized stored procedures are compiled before user input is added therefore 
making it impossible for a hacker to modify the actual SQL statement.

There are numerous other methods for protecting against injection flaws, many 
of which are specific to the development language in use. Because injection flaws 
are common in Web applications, software design teams building Web applications 
should become familiar with injection flaws and ways of detecting and protecting 
against such flaws.

5.4.3  Information Leakage and Improper Error Handling

It is possible for applications to unintentionally leak information about their inter-
nal workings, usually through error or exception messages. Software developers 
are taught to handle all errors in order to avoid system crashes. As a result, error-
handling routines are built to handle all potential errors. However, many of these 
error-handling routines include a “catchall” for unexpected errors (i.e., errors not 
uncovered in testing) and will often provide a wealth of information in the error 
message that is displayed to the user. Then when the user reports the error to the 
help desk, the error message can help the development staff debug the problem. The 
problem is that error messages by programming languages can often reveal valuable 
information back to an attacker including stack traces, failed SQL statements, and 
other debugging information.

Exception-handling messages may also unintentionally leak information about 
the internal workings of an application. For example, consider a simple authentica-
tion process, where a user must supply a user ID and a password. If a user supplies 
a user ID that does not exist, the application provides an exception message to the 
user. Likewise if the user supplies an incorrect password for a valid user ID the 
application provides an exception message to the user. If the user ID is valid and an 
invalid password is entered the exception message provided to the user should be 
the same regardless of what was entered as an invalid password. Unfortunately that 
is not the case with every system, and sometimes information about how the system 
operates can be leaked as a result.

There are a number of ways to protect applications from information leakage 
including the following:
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Ensuring that all software development teams within an organization share a NN

common approach to handling errors and exceptions
Ensuring that debug information is not supplied in an error message to the NN

user, but rather that the debug information is stored in a log
Ensuring that error messages from other layers of an application, such as the NN

database layer are adequately checked and configured before being displayed 
to a user
Creating a default error handler for use within an organization which returns NN

appropriately sanitized error messages to the user

It is important that software developers, software testers, and QA analysts all 
become more educated on common vulnerabilities found in application develop-
ment in order to prevent those vulnerabilities from affecting the confidentiality, 
integrity, and availability of the information systems they develop.

5.4.4  Cross-Site Scripting

Cross-Site Scripting (XSS) attacks are probably the most prevalent type of Web-
based vulnerability today. In an XSS attack, the threat sends malicious code to 
a Web application in the form of browser side script to a different end user. XSS 
attacks use input supplied by a user that the application uses as output, without first 
validating or encoding the output. In this sense, it is similar to an injection flaw, 
because it utilizes input made by a user. An attacker using XSS can send malicious 
script to another unsuspecting user and that user’s browser will have no way of 
knowing that the script should not be trusted and will therefore execute that script. 
This script can access cookies, session tokens, or any other sensitive information 
that is retained within the browser and used with that site, including the content 
of an HTML page.

There are two types of XSS attacks: stored and reflected. Stored attacks store 
the injected code permanently within the target servers, typically within a database 
in a user forum or comment field. Reflected attacks reflect the injected code off of 
the Web server in question in the form of an error message, search result, or other 
response that includes some or all of the input sent to the server as a request. The 
user then is tricked into clicking on a malicious link or submitting information in 
a specially crafted Web form which then travels to the Web server which reflects 
the attack back at the user’s browser, which executes the code because it believes the 
code came from a trusted server.

The consequences of an XSS attack may involve the disclosure of a user’s session 
cookie, allowing the attacker to hijack the user’s session. Other potential conse-
quences include:
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Installation of Trojan horse programsNN

Redirecting users to other sitesNN

Modifying the content of a Web pageNN

There are a number of ways of protecting an application from XSS attacks. One 
of the stronger methods is to validate all user input against a rigorous white-list of 
inputs that are allowed and expected.

5.4.5  Nontechnical Vulnerabilities

Not all vulnerabilities associated with application development are technical in 
nature. Some of the vulnerabilities may be physical or administrative in nature.

5.4.5.1  Physical Vulnerabilities

Physical vulnerabilities include such items as:

The lack of controls that may prevent visitors from walking unescorted through a NN

building or facility. Without proper physical controls for visitors, the architecture 
of an application displayed on a whiteboard could be revealed to a visitor, who 
could then devise an attack against that architecture.
Lack of fire suppression equipment in a facilityNN . A fire could destroy a critical 
asset involved with a software development effort such as the server farm the 
application is going to run on, or worse yet, it could cost the life of the only 
person in an organization who might understand the complex business rules 
that were to be applied within an application under development.
The layout of workstations within a facilityNN . In facilities with an open floor-plan 
it is difficult for strangers to go unnoticed, especially if they are attempting 
to perform actions such as shoulder surfing, or sitting down at an unoccu-
pied workstation in an attempt to log on. In facilities that have cubicles with 
high walls and numerous access points, it is much easier for an individual to 
slip into an unoccupied desk and search that desk for written user IDs and 
passwords.
Exposed cablingNN . In facilities where network cabling is not protected within a 
conduit, or inside walls, floors, or ceilings, it may become possible for a visitor 
to attach a device that can capture, record, or transmit data traveling over a 
trusted network that may not be encrypted.
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5.4.5.2  Administrative Vulnerabilities

Similarly, policies and procedures—or more typically the lack thereof—could also 
represent vulnerabilities to an application development effort. Examples of admin-
istrative vulnerabilities include:

Lack of a policy which requires that sensitive information must be shreddedNN . 
Printouts from an application that utilizes sensitive information that find 
their way into the trash bin represent a potential vulnerability.
Lack of a policy that specifies the classification of dataNN . Without such a policy, it 
may be difficult to understand which data an application must use is sensitive 
or critical to business functions, and which is not.
Lack of a policy that calls for the separation of duties (i.e., an individual should NN
not be able to approve his own timesheet). If such a policy is not considered 
during the design of a timesheet application, then safeguards may not be 
built into the application that would prevent an individual from being able to 
approve his own timesheet.
Lack of a policy that requires an audit trail for transactions.NN  An application built 
to handle banking, stock trades, or other financial transactions must have 
an audit trail in order to provide evidence of nonrepudiation. An individual 
who authorizes that transaction should not be able to claim that she did not 
authorize that transaction. Without such audit trails and adequate safeguards 
for those audit trails, it may be difficult, if not impossible for an individual 
to provide evidence of who authorized a specific transaction, or even if the 
transaction actually took place!

5.5  Methods of Detecting Vulnerabilities 
during Software Development

Beyond the education of development staff on what vulnerabilities exist within 
their applications and the methods that can be used to protect applications against 
those vulnerabilities, there are a number of methods of detecting vulnerabilities 
during the SDLC including the following:

Review of current controlsNN
Code/peer/buddy reviewsNN
TestingNN
Static code scanning toolsNN
Dynamic code scanning toolsNN
Vulnerability scanning toolsNN
Review of best practice standardsNN
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5.5.1  Review of Current Controls

A review of current controls or more precisely the lack of such controls, within a 
programming environment can often provide a clue to potential vulnerabilities for 
such an environment. Examples include:

An organization not using intrusion detection or intrusion prevention con-NN
trols is subject to vulnerabilities such as:

Privilege escalation−−
Unauthorized log-ins−−
Access to sensitive information−−
A susceptibility to malware−−

An organization that does not have a policy which requires that all confi-NN
dential information be shredded may find its confidential information in the 
trash where anyone could pick it up.

Although software development teams often do not have the power to ensure that 
these types of controls are implemented, they can take steps during the design of an 
application to ensure that the impact of some of these vulnerabilities is reduced.

Take, for example, the lack of a policy which requires that all confidential infor-
mation should be shredded. In the absence of such a policy, there are several steps 
the application development team can take in order to reduce the impact of the 
vulnerability. First, unless printouts are a true business requirement, the application 
team can design the application such that the output of the application can only 
be viewed and not printed. If printouts are a business requirement, the software 
development team can design the application such that a warning is issued onscreen 
when a user chooses to print an application. This warning could warn the user 
that the printout created has confidential information and should be handled and 
destroyed properly. Finally, the printout itself could be created with statements in 
either the header or footer or both which state that the information on the printout 
is confidential in nature and should be handled and destroyed properly.

5.5.2  Code Reviews

Code reviews can search for code (or the absence of code) that might allow a vul-
nerability to exist within an application, but there are many possible mistakes to 
recognize, and code review can be a slow and expensive process. Still, code reviews 
often find and remove common vulnerabilities such as buffer overflows, improper 
error-handling routines, and lack of improper field validation rules. Other peer 
and buddy techniques such as pair programming where two authors develop code 
together at the same workstation can also reduce the probability that vulnerabilities 
will be introduced into software.
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5.5.3  Testing

Testing can also be used to detect vulnerabilities. Common vulnerabilities such as 
buffer overflows, injection flaws, and information leakage can all be easily detected 
through testing. However, if the proper test scripts, scenarios, parameters, and syn-
taxes are not created and utilized, some vulnerabilities may be hard to detect.

5.5.4  Static Code Scanning

Static code scanning tools are available to crawl the code of the application line by 
line and look for vulnerabilities and inconsistencies within the style of the code. 
All of these scanners will point out potential vulnerabilities within an application. 
Most will also provide examples of how to fix the code to avoid the vulnerabilities, 
and some will even change the code to remove the vulnerability either automati-
cally or on a case-by-case basis. Some also allow users to define their own rules for 
discovering vulnerabilities or enforcing code standards. Both open source and com-
mercial products exist. Some of the open source products and the programming 
languages they support include:

Lint (C)NN
Bandera (Java)NN
Checkstyle (Java)NN
ClassCycle (Java)NN
FindBugs (Java)NN
Jlint (Java)NN
PMD (Java)NN
Soot (Java)NN
CQual (C)NN
Sparse (Linux)NN
Splint (C language)NN
Flawfinder (C++)NN
Oink (C++)NN
ftnchek (Fortran)NN
JsLint (JavaScript)NN
Perl::Critic (Perl)NN
Pixy (PHP 4)NN
PyChecker (Python)NN
pylint (Python)NN
Rough Auditing Tool for Security (RATS) (C, C++, Perl, PHP, and Python)NN

Although these tools are all useful in finding real bugs and they do help in iden-
tifying bugs, there are some problems associated with such tools. First, they will 
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not find every bug or vulnerability within an application. Second, code scanning 
tools have false positives associated with them. It is often difficult to find the correct 
balance between finding the most bugs in a system and the fewest false positives. 
Too many false positives and developers have too much time wasted in tracking 
down the false positives. Too few false positives and the likelihood that bugs will 
go undetected increases. Finally, design bugs are not found by source code scanning 
tools. For example, a source code scanner will not detect a missed authentication 
step. Source code tools are useful, but only when used in conjunction with other 
secure software development practices.

5.5.5  Dynamic Code Scanning
Dynamic code scanning tools attempt to find vulnerabilities while the code is actu-
ally executing. Many of these tools operate from a virtual run-time environment 
and inject dynamic code snippets into programs to monitor such items as perfor-
mance, call stack, execution trace, instantiated objects, and variables. The intent of 
dynamic analysis is to reveal how the software will behave when executed, and how 
it will interact with other processes and with the operating system itself. However, 
the problem with many of these tools is that it is difficult to trace back problems to 
documentation and the exact lines of code that may be causing the problem.

5.5.6  Web Application Scanning
Web application scanning tools provide an analysis of Web-based applications by 
“crawling” the Web pages associated with the application, investigating each Web 
page, input field, and link and finding vulnerabilities while attempting to “break” 
the application. Most of these tools will test applications both with and without 
authentication credentials. Both open source and commercial products exist. Two of 
the more well-known open source products are the following:

WebScarabNN
Paros ProxyNN

5.5.7  Network Vulnerability Scanning
Vulnerability scanning tools look for vulnerabilities and identify devices on an organ-
ization’s network that are open to known vulnerabilities. These tools accomplish 
this process through different means and many look for different types of vulner-
abilities. Some simply look for signs that a vulnerability may exist (i.e., check to 
see if a particular patch has been applied) whereas others may actually attempt 
to exploit a vulnerability to make sure that the patch has been applied correctly. 
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Vulnerability scanners are useful to software development teams by helping ensure 
that the servers (database, Web, and application), operating systems, and other 
services that applications rely upon are free from potential vulnerabilities. As with 
all of the other scanning tools, there are both open source and commercial vulner-
ability scanning products. Some of the open source tools include:

NessusNN
NmapNN
Microsoft Baseline Security AnalyzerNN
HFNetChkNN
NeWTNN
TripwireNN
NiktoNN
WhiskerNN

The problem with most vulnerability scanners is the impact that they have upon 
the devices on which they are running. They can often eat up available network 
bandwidth and may also be intrusive enough to shut down or even damage net-
work services and devices. It is important that the use of these tools is coordinated 
with network administration as well as business area management to ensure that 
the impact upon the network during prime business hours is minimized and that 
the proper personnel are on hand to restore network devices and services that may 
become disrupted by the scan.

5.5.8  Review of Best Practice Standards
One of the best ways of learning about potential vulnerabilities and how they may 
affect a software development effort lies in a review of industry “Best Practice” 
standards. These standards represent a code of practice for information security 
management. Through an analysis of the controls an organization has in place to 
enforce such standards (or an absence of such controls), a picture of the types of 
vulnerabilities that may threaten an organization may become clear. One of the 
most widely known and respected such standards is the International Standards 
Organization (ISO) 17799:2005 standard (now the ISO 27002 Series).

ISO 17799:2005 (now ISO 27002) is entitled Information technology – Security 
techniques – Code of practice for information security management. This standard 
consists of twelve main sections including:

Risk assessmentNN
Security policy—management directionNN
Organization of information security—governance of information securityNN
Asset management—inventory and classification of information assetsNN
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Human resources security—security aspects for employees joining, moving, NN
and leaving an organization
Physical and environmental security—protection of the computer facilitiesNN
Communications and operations management—management of technical NN
security controls in systems and networks
Access control—restriction of access rights to networks, systems, applica-NN
tions, functions, and data
Information systems acquisition, development, and maintenance—building NN
security into applications
Information security incident management—anticipating and responding NN
appropriately to information security breaches
Business continuity management—protecting, maintaining, and recovering NN
business-critical processes and systems
Compliance—ensuring conformance with information security policies, NN
standards, laws and regulations

A review of the standards contained within ISO 27002, which is one of the 
most comprehensive security standards available, and how these standards (or the 
lack of controls required by these standards) may represent potential vulnerabilities 
is worth understanding. Some of the vulnerabilities represented by the ISO 27002 
standard include the following:

Risk assessment and risk management.NN  ISO 27002 requires that a risk assess-
ment process and risk management policy and procedures are in place. As we 
are learning in this book, risk management and risk assessment practices are 
essential to understanding the risks associated with software development 
efforts.
Allocation of information security responsibilities.NN  Clear direction and manage-
ment support are absolute essentials for the development of any lasting policy 
and procedure programs. In the absence of a specific management forum to 
provide this support, specific management responsibilities should be specified 
in a roles and responsibility policy that clearly outlines security responsibili-
ties at each level of the organization.
Authorization process for information processing facilities.NN  Any new information 
processing facilities must be properly budgeted and duly authorized. Likewise, 
the purchase of all new software and hardware should be subjected to a proper 
procurement process. A documented process for the approval of all such facili-
ties, software, and hardware should be developed.
Independent review of information security.NN  Periodic review of policies, pro-
cedures, standards, and guidelines is necessary to ensure that the docu-
mentation is in line with current infrastructure and organizational policies, 
missions, and goals. Whenever significant organizational or infrastructure 
changes take place, or at least every two years, all policies and procedures 
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should be reviewed to ensure that they are up to date. Minimum review 
periods of two years for all policies and procedures should be set, and this 
review period should be included within the policy and procedure review and 
approval process. Where possible, this review process should be conducted by 
a third party to ensure a nonbiased opinion.
Identification of risks from third-party access.NN  Risks associated with third-party 
access (i.e., vendors who have access to network controls; contractors, volun-
teers, and interns with internal access to application systems; and external 
users and customers) should be identified and appropriate controls imple-
mented. Types of accesses must be identified, classified, and reasons for access 
must be justified.
Outsourcing.NN  Security requirements must be addressed in all contracts with 
third parties when an organization has outsourced the management and con-
trol of all or some of its information systems network or desktop environ-
ments. Contracts should address: how the legal requirements are to be met, 
how the security of the organization’s assets are maintained and tested, right 
to audit, physical security issues, and how availability of the services is to be 
maintained in the event of disaster.
Inventory of assets.NN  Policy and procedures for centralized asset tracking should 
be utilized rather than using multiple asset tracking systems. This process 
should provide detailed instructions on how assets can be added, removed, 
and changed.
Classification guidelines.NN  An information classification scheme or guideline 
should be in place to assist in determining how information is to be classified, 
handled, and protected.
Information handling and labeling.NN  Information labeling and handling pro-
cedures are important because they set the tone for how information should 
ultimately be protected not only in storage but during processing, and in 
transit as well.
Including information security in job responsibilities.NN  Security roles and respon-
sibilities for all levels of the organization should be spelled out in policy. In 
order for any organization to have good information security, all responsibili-
ties should be laid out in policy and enforced from the top down.
Confidentiality agreements.NN  Employees must be asked to sign a confidentiality 
or nondisclosure agreement as a part of their initial terms and conditions of 
employment. This agreement should cover the security of information pro-
cessing facilities as well as organization assets.
Employee transfers, promotions, and terminations.NN  Policies and procedures that 
outline the steps which must be taken whenever an employee is promoted, 
transferred to another position, or terminated must be developed. These poli-
cies and procedures should include checklists for reviewing and changing 
system and information access rights, keycard access, changing or returning 
keys, combinations, and so on.
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Information security education and training.NN  All employees of the organization 
and third-party users must receive appropriate information security training 
and regular updates on organizational policies and procedures.
Responding to security incidents and malfunctions.NN  A formal reporting proce-
dure should exist to require the reporting of security incidents through appro-
priate management channels as quickly as possible. Such a process should 
include mechanisms to record metrics on the types, volumes, and costs of 
incidents and malfunctions as well as a formal disciplinary process in place 
for employees who have violated organizational security policies and proce-
dures. Such a process can act as a deterrent to employees who might otherwise 
be inclined to disregard security procedures.
Working in secure areas.NN  All access to information should be on a need-to-
know basis. It is important to establish information ownership, along with 
information handling and classification policies and procedures to safeguard 
this process. An information ownership program should be instituted along 
with information classification and handling policies and procedures.
Equipment security.NN  There are a number of ISO standards relating to equip-
ment security. Some of these standards include the following:

Equipment should be located in an appropriate place to minimize unnec-−−
essary access into work areas.
Items requiring special protection should be isolated to reduce the general −−
level of protection required.
Controls to minimize risk from potential threats such as theft, fire, explo-−−
sives, smoke, water, dust, vibration, chemical effects, electrical supply inter-
faces, electromagnetic radiation, and flood should be adopted.
A policy regarding eating, drinking, and smoking in proximity to infor-−−
mation-processing services should be implemented.
The environmental conditions that would adversely affect information-−−
processing facilities should be monitored.
Equipment should be protected from power failures by supplies such as −−
multiple feeds, uninterruptible power supply, backup generators, and so 
on.
Power and telecommunications cables carrying data or supporting infor-−−
mation services must be protected from interception or damage.

NOTE: It is often difficult to understand how a lack of these types of controls 
represents vulnerabilities to a software development project. However, all software 
runs on network equipment. If the network equipment is not protected properly, 
then it may be possible for attackers to place malicious code, keystroke loggers, 
Trojans, or eavesdropping devices on the network. If such devices have been placed 
within the network perimeter, then any assumption made during an application 
development effort that individuals outside the perimeter are not able to access an 
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application is faulty and additional controls, such as encrypting all transmissions, 
even for transmission over local networks might be considered.

Secure disposal or reuse of equipment.NN  Storage devices containing sensitive 
information must be physically destroyed or securely overwritten. Otherwise, 
application data on a retired database server may still be recoverable by who-
ever comes in possession of the retired server.
Clear desk and clear screen policies.NN  Automatic computer screen locking should 
be enabled (i.e., all computer screens lock when the computer is left unat-
tended for more than 15 minutes). Additionally, employees should be advised 
to leave any confidential material in the form of paper documents, media, and 
the like, in a secure container or room when left unattended. This includes 
printouts of confidential information. Too often, many organizations allow 
the printing of sensitive information to networked printers, and the individ-
ual who printed the material forgets that the information was printed, leaving 
the printout on the printer where any visitor could potentially pick it up.
Removal of property.NN  Equipment, information, or software should not be 
taken off site without appropriate authorization. Spot checks or regular audits 
should be conducted to detect unauthorized removal of property. Staff should 
be aware of these types of spot checks or regular audits.
Documented operating procedures.NN  It is very important that all operating pro-
cedures such as backup, equipment maintenance, and so on, are identified to 
ensure that no important processes are overlooked.
Operational change control.NN  All programs running on production systems 
must be subject to strict change control; that is, any change to be made to 
those production programs needs to go through change control authoriza-
tion. Audit logs must be maintained for any change made to production 
programs.
Incident management procedures.NN  Incident management procedures should 
exist to handle security incidents. These procedures should address: incident 
management responsibilities; orderly and quick response to security incidents; 
and different types of incidents ranging from denial-of-service to breach of 
confidentiality, and so on, and ways to handle them. Audit trails and logs 
relating to incidents must be maintained and proactive action taken to ensure 
that incidents do not reoccur.
Segregation of duties.NN  Segregation of duties is a basic, key internal control and 
one of the most difficult to achieve. It is used to ensure that errors or irregu-
larities are prevented or detected on a timely basis by employees in the normal 
course of business. Segregation of duties provides two benefits: a deliberate 
fraud is more difficult because it requires collusion of two or more persons, 
and it is much more likely that innocent errors will be found. At the most 
basic level it means that no single individual should have control over two 
or more phases of a transaction or operation. Policies and procedures where 
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management must assign responsibilities to ensure a crosscheck of duties 
should be developed.
Separation of development and operational facilities.NN  Develop policies and pro-
cedures that make it clear which systems and hardware will run development 
environments and which systems and hardware will carry production envi-
ronments. Clearly outline the types of processes and access procedures that 
are allowed in each environment. This is a key element of any data integrity 
program.
External facilities management.NN  If an external company or contractor (third 
party) manages any information-processing capacity of the organization, 
then the risk associated with such management should be determined and 
discussed in advance with the third party, and appropriate controls incorpo-
rated into the contract.
Capacity planning.NN  Capacity demands are monitored and projections of future 
capacity requirements should be made. This is to ensure that adequate pro-
cessing power and storage is available. Examples include: monitoring hard 
disk space, RAM, and CPU on critical servers.
System acceptance.NN  System acceptance criteria should be established for new 
information systems, upgrades, and new versions.
Controls against malicious software.NN  Controls against malicious software usage 
should be in place including the following:

Security policies addressing software licensing issues such as prohibiting −−
usage of unauthorized software.
Procedures to verify that all warning bulletins are accurate and informa-−−
tive with regards to malicious software usages.
Anti-virus software is installed on computers to check and isolate or −−
remove any viruses from computers and media.
Anti-virus software signatures are updated on a regular basis to check for −−
the latest viruses.
All traffic originating from an untrusted network into the organization −−
is checked for viruses. Example: Checking for viruses on e-mail, attach-
ments, and on the Web, FTP traffic, and so on.

Information backups.NN  The backup of essential business information such as 
production servers, critical network components, configuration, and the like, 
should be done regularly. The backup media along with procedures to restore 
the backup should be stored securely and well away from the actual site. Backup 
media should be regularly tested to ensure they can be restored within the time-
frame allotted in operational procedures for recovery.
Operator logs.NN  Create a policy and procedures addressing operation staff logging 
their activities and for checking these activity logs on a regular basis to ensure 
the personnel are following standard operating procedures.
Fault logging.NN  Develop procedures for logging and maintaining all faults. 
These procedures should include a review of all relevant fault logs, recording 



128  n  Security Software Development

the date, time, system, and relevant user information, as well as the condi-
tions of the fault. These procedures should also include the recording of all 
actions taken to correct the fault. Where possible, all fault logs and corrective 
actions should be placed in a repository or database that can then provide 
fault metrics, as well as act as a knowledge base to resolve future faults.
Network controls.NN  Effective operational controls such as separate network 
and system administration facilities should be established where necessary. 
Responsibilities and procedures for management of remote equipment includ-
ing equipment in user areas should be established. Special controls should 
exist to safeguard the confidentiality and integrity of data processing over 
the public network and to protect the connected systems. Example: Virtual 
Private Networks, other encryption and hashing mechanisms, and so on.
Management of removable computer media.NN  Develop policies and procedures 
for the management of all removable computer media including backup 
tapes, optical media (i.e., CDs, DVDs, etc.), disks, cassettes, memory cards, 
and removable USB storage media. These policies and procedures should 
specify when such removable computer media can be used, as well as proper 
procedures for the handling, labeling, and destruction of such media.
Disposal of media.NN  Media that are no longer required should be disposed of in 
a secure manner. For example: CDs or DVDs, and backup tapes containing 
sensitive or business-critical information should be properly shredded when 
no longer required.
Information handling procedures.NN  Develop procedures that address the han-
dling of information which is stored. These procedures should specify how 
information will be protected from unauthorized disclosure and misuse. They 
should also include sanctions for employees who violate these procedures.
Security of system documentation.NN  Develop procedures outlining the protec-
tions of all system documentation. These procedures should call for the 
creation of access control lists that specify who should have access to the 
documentation. In addition, only those personnel who have a need to know 
the information to perform their duties should be placed on the access control 
lists. Where possible, the system documentation should be maintained in a 
central, yet secure, location.
Security of media in transit.NN  Develop procedures detailing how media, such as 
backup tapes are to be protected from unauthorized access, misuse, or cor-
ruption during transport. If third-party vendors are used to transport backup 
tapes off site, appropriate contract clauses requiring the safeguarding of the 
tapes should be put in place.
Electronic commerce security.NN  Electronic commerce must be well protected 
with controls implemented to protect against fraudulent activity, contract dis-
pute, and disclosure or modification of information. Security controls such as 
authentication and authorization should be considered in the electronic com-
merce environment. An electronic commerce arrangement between trading 
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partners should include a documented agreement that commits both parties 
to the agreed terms of trading including details of security issues.
Security of electronic mail.NN  Policies for the acceptable use of electronic mail 
should be in place. Controls such as anti-virus checking, isolating poten-
tially unsafe attachments, spam control, anti-relaying, and so on, should be 
in place to reduce the risks created by electronic e-mail.
Security of electronic office systems.NN  An acceptable use policy to address the use 
of electronic office systems should be in place including guidelines to effec-
tively control the business and security risks associated with electronic office 
systems.
Publicly available systems.NN  Develop change control procedures that involve 
business and application owners. Include procedures for requesting and 
changing the hardening of current systems such as adding firewalls, checks 
of administrative rights abuses, and the placement of intrusion detection 
devices.
Other forms of information exchange.NN  Develop policies and procedures to pro-
tect the exchange of information when using voice, facsimile, and video com-
munication facilities. Ensure that these policies and procedures are included 
in annual security awareness and training programs and that they are com-
municated to all employees.
Access control policy.NN  Develop an access control policy that defines business 
requirements for access control, the rules and rights for each user or group, 
and helps users and clients gain a clear understanding of how business require-
ments will be met by access controls.
User registration.NN  Develop procedures that outline how access is granted and 
revoked for users of information systems and services. These procedures 
should include step-by-step instructions for requesting or revoking access, 
including appropriate approval processes by business or application owners. 
These procedures should be clearly communicated to all employees as well as 
all customers and all affected business and application owners.
Privilege Management.NN  Develop policies and procedures covering the alloca-
tion and use of any privileges in a multi-user information systems environ-
ment. Such privileges should be restricted and controlled: that is, privileges 
are allocated on a need-to-use basis; privileges are allocated only after a for-
mal authorization process.
User password management.NN  Allocation and reallocation of passwords must be 
controlled through a formal management process. Users should be asked to 
sign a statement to keep passwords confidential.
Reviews of user access rights.NN  Develop policies and procedures calling for regu-
lar reviews of all systems’ access. Normal privileges and access groups should 
be reviewed at least annually, and special privileges should be reviewed at 
least semi-annually. Communicate these policies and procedures to custom-
ers and employees, and involve them in the review process.
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Password use.NN  Develop guidelines to aid users in creating, selecting, and main-
taining secure passwords. These guidelines should include such items as pass-
word length requirements, character use (i.e., the use of lower case, upper 
case, numeric, and special characters), and how often passwords should be 
changed. The guidelines should admonish users not to use dictionary words, 
names, and dates, as well as advising users not to write down their passwords 
or leave them in obvious locations. These guidelines should be communicated 
to all employees.
Unattended user equipment.NN  Establish requirements for automatically locking 
personal computers or terminating mainframe sessions after no more than 15 
minutes. Implement these requirements on all systems.
Policy on use of network services.NN  Develop policies that outline the purposes 
for which each part or segment of the network may be used. Include pro-
cedures that outline how network connections and network services will be 
protected.
User authentication for external connections.NN  Develop guidelines for all authen-
tication mechanisms, such as hardware tokens and challenge/response proto-
cols, among others, allowed. Communicate these guidelines to all customers 
and employees.
Node authentication.NN  Develop guidelines that specify how all remote computer 
connections such as Virtual Private Networks (VPNs) are to be authenticated. 
Communicate these guidelines to all customers and employees.
Remote diagnostic port protection.NN  Develop policies and procedures identify-
ing all protections that will be placed on diagnostic ports. Ensure that all 
diagnostic ports are protected by policy, and that they are only open when 
necessary for diagnostic processes.
Segregation in networks.NN  Develop guidelines for segregating customer data 
where required. These guidelines should provide alternative methods for 
segregating data belonging to customers, such as using different servers or 
regions, adding firewalls, and the like. Communicate these guidelines to all 
customers and employees.
Network connection protocol.NN  Develop specific procedures for controls to 
secure shared networks that extend beyond organizational boundaries, for 
example, procedures covering the use of file transfers using File Transfer Pro-
tocol (FTP).
Network routing controls.NN  Develop guidelines that ensure customer applications 
and their connections and information flows do not breach the access control 
policies of other customers. For example, make sure that all customer applica-
tions utilize proper data validation code. Otherwise buffer overflows, allowing 
attacks to affect system availability for all customers, could occur. Communicate 
these guidelines to all customers and employees.
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Security of network services.NN  The organization, using public or private network 
services, ensures that a clear description of security attributes of all services 
used shall be provided.
Terminal log-on procedures.NN  Access to information systems should be attain-
able only via a secure log-on process.
User identification and authorization.NN  Develop procedures that specify user 
identification, authentication, and authorization controls. These procedures 
should include how log-ins take place, how unique identifiers are provided to 
all users, and all authentication methods used to substantiate identification. 
In addition, develop a policy that describes the circumstances under which 
generic user accounts can be created. This policy should call for a review of 
all such accounts on a monthly basis.
Password management system.NN  Password management systems enforcing 
various password controls such as individual password for accountability, 
password changes, passwords stored in encrypted form, masked passwords 
onscreen, and so on, must be in place.
Use of system utilities.NN  Develop procedures for the control of system utilities 
included with computer hardware and software as it is installed. These proce-
dures should include a list of which utilities should be used, and under what 
circumstances. Access control lists should also be developed to restrict use to 
these utilities.
Information access restrictions.NN  Create a policy that addresses information 
access restrictions, put it through the normal review and approval process, 
and then communicate it to the end users.
Event logging.NN  Create a policy that addresses audit log exceptions, security 
events, and the retention period, put it through the normal review and 
approval process, and then communicate it to the end users.
Monitoring system use.NN  Procedures are set up to monitor the use of information 
processing. The procedures should ensure that the users are performing only 
the activities that are explicitly authorized.
Clock synchronization.NN  Where possible all system clocks should be synchro-
nized to a real-time clock. This assists in handling security incidents, having 
accurate system logs, and the gathering of evidence in criminal cases. This is 
especially important in applications that may cover the trading of stocks or 
other securities in which the value of a stock may be determined based upon 
the time of the transaction.
Mobile computing.NN  A formal policy taking into account the risks of working 
with computing facilities such as notebooks, palmtops, and so on, especially 
in unprotected environments, is in place. Training is arranged for staff using 
mobile computing facilities to raise their awareness on the additional risks 
resulting from this way of working and the controls that need to be imple-
mented to mitigate the risks.
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Telecommuting.NN  A policy, procedure, or standard to control telecommuting 
activities is in place and is consistent with organization’s security policy. Suit-
able protection of telecommuting sites is in place against threats such as theft 
of equipment, unauthorized disclosure of information, and so on.
Security requirements analysis and specification.NN  Security requirements are 
incorporated as part of business requirement statements for new systems or 
for enhancement to existing systems. Security requirements and controls 
identified reflect the business value of information assets involved and the 
consequences of failure of security. Risk assessments are completed prior to 
commencement of system development.
Input data validation.NN  Develop guidelines and procedures for validating all 
data input fields in applications. These guidelines and procedures should 
include preventing buffer overflows, structured query language injection 
attacks, and the types of error messages that should be displayed. Further-
more, these guidelines should specify the role of developers, testers, and end 
users in the data input process.
Control of internal processing.NN  Develop guidelines outlining minimum require-
ments for all validation checks, for example, the use of checksums to ensure 
that data has not been corrupted during processing cycles.
Message authentication.NN  Develop guidelines outlining all acceptable techniques 
used to detect unauthorized changes to, or corruption of, the contents of a 
transmitted electronic message. Include such methods as public key infra-
structure, digital signatures, encryption, hashing techniques, and so on.
Output data validation.NN  Data output of application systems is validated to 
ensure that the processing of stored information is correct and appropriate 
for the circumstances.
Policy on the use of cryptographic controls.NN  Develop a set of guidelines govern-
ing the use of cryptographic controls.
Digital signatures.NN  Digital signatures are used to protect the authenticity and 
integrity of electronic documents.
Nonrepudiation services.NN  Nonrepudiation services are used where it might be 
necessary to resolve disputes about occurrence or nonoccurrence of an event 
or action. An example would be a dispute involving use of a digital signature 
on an electronic payment or contract.
Key management.NN  Management systems to support the organization’s use of 
cryptographic techniques such as secret key technique and public key tech-
nique are in place. Key management systems are based on an agreed-upon set 
of standards, procedures, and secure methods.
Control of operational software.NN  Controls are in place for the implementation 
of software on operational systems. This is to minimize the risk of corruption 
of operational systems.
Protection of system test data.NN  System test data is protected and controlled. The 
use of operational databases containing personal information is avoided for 
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test purposes. If such information is used, the data is depersonalized before 
use.
Access control to program source library.NN  Develop procedures that outline all 
controls in place to protect program source libraries. These procedures should 
outline who has access to program source libraries and the circumstances 
under which program source libraries should be maintained. In addition, 
access control lists outlining who has access to the program source libraries 
should be developed and reviewed on a periodic basis.
Change control procedures.NN  Strict access controls to program source librar-
ies are in place. This is to reduce the potential for corruption of computer 
programs.
Technical review of operating system changes.NN  Process or procedures are in place 
to ensure application systems are reviewed and tested after changes in oper-
ating system. Controls are in place for periodic upgrades to the operating 
system (installation of service packs, patches, hot fixes, etc.) in order to limit 
changes to software packages. Whenever possible the vendor-supplied soft-
ware packages are used without modification. When changes are deemed 
essential the original software is retained and the changes applied only to a 
clearly identified copy. All changes should be clearly tested and documented, 
so they can be reapplied if necessary to future software upgrades.
Covert channels and Trojan code.NN  Develop strict change control procedures for 
all code moving from test to production environments. The change control 
procedure should call for code reviews to ensure that covert channels and 
Trojan code are not inadvertently moved into production.
Outsourced software development.NN  Develop strict change control procedures 
for outsource development. The change control procedures should call for 
code reviews, quality assurance reviews, licensing arrangements, and escrow 
arrangements.
Business continuity management process.NN  There is a managed process in place 
for developing and maintaining business continuity throughout the organiza-
tion. This might include organizationwide business continuity plans, regular 
testing and updating of the plans, formulating and documenting a business 
continuity strategy, and so on.
Business continuity and impact management.NN  Events that could cause interrup-
tions to business processes are identified, for example, equipment failure or 
flood and fire. A risk assessment should be conducted to determine the impact 
of such interruptions. A strategy plan should be developed based on the risk 
assessment results to determine an overall approach to business continuity.
Writing and implementing continuity plans.NN  Plans should be developed to 
restore business operations within the required timeframe following an inter-
ruption or failure to the business process. The plans must be regularly tested 
and updated.
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Business continuity planning framework.NN  There must be a single framework for 
business continuity planning. This framework shall be maintained to ensure 
that all plans are consistent and identify priorities for testing and mainte-
nance. Conditions for activation and individuals responsible for executing 
each component of the plan must be identified.
Testing, maintaining, and reassessing business continuity plans.NN  Business con-
tinuity plans shall be tested regularly to ensure that they are up to date and 
effective. Business continuity plans shall be maintained by regular reviews and 
updates to ensure their continuing effectiveness. Procedures shall be included 
within the organization’s change management program to ensure that busi-
ness continuity matters are appropriately addressed.
Identification of applicable legislation.NN  All relevant statutory, regulatory, and 
contractual requirements should be explicitly defined and documented for 
each information system. Specific controls and individual responsibilities to 
meet these requirements should be defined and documented.
Intellectual property rights.NN  Develop procedures outlining the strict control 
over the installation, registration, and removal of software products pur-
chased under a license agreement. These procedures should include tracking 
all license agreements and all license keys.
Prevention of misuse of information processing facilities.NN  Implement a log-on 
warning message in both client/server and mainframe environments warning 
users that the system being entered is private and that unauthorized access is 
not permitted. This should be a standard feature of any log-on process.
Collection of evidence.NN  When evidence of a crime is discovered, when possible, 
law enforcement should be called in to assist with the collection of evidence.
Compliance with security policy.NN  Develop self-assessment policies and proce-
dures that call for periodic review of all areas to ensure compliance with 
security policies, standards and procedures. Self-assessment and evaluation is 
an essential part of any information security program.
Technical compliance checking.NN  Develop self-assessment policies and proce-
dures that call for periodic review of all areas within the organization to 
ensure that systems, software, and hardware comply with security implemen-
tation standards.
System audit controls.NN  Develop guidelines for conducting all intrusive checks 
on operational systems. These guidelines should include an approval and 
notification process for all intrusive tests and scans. The guidelines should 
also include scheduling such tests to minimize the disruptions to business 
processes and all business partners.
Protection of system audit tools.NN  Access to system audit tools such as soft-
ware and data files should be protected to prevent any possible misuse or 
compromise.
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This is not a complete list of all of the standards found within ISO 27002. 
However, it is important to understand how the controls represented by these stan-
dards represent controls that organizations should consider to protect the informa-
tion in their systems. Whenever these controls are absent, there is the potential for 
a weakness or vulnerability to exist.

Code reviews, testing, and the use of scanning tools all require that at least some 
code has been developed. This means that the earliest these methods can be used 
within the SDLC is the unit testing stage, and some of these methods such as vul-
nerability scanning can’t be utilized until the implementation phase. Does this mean 
that risk analysis activities can’t be conducted until the design phase? Of course 
not! Vulnerability analysis can still be conducted during the requirements phase of 
the SDLC if the development team understands what the common vulnerabilities 
associated with software development are. In addition a review of current controls, 
especially when compared to the controls represented by industry standards such as 
ISO 27002, can reveal potential vulnerabilities as shown when discussing vulner-
abilities with the test case below.

5.6  Secure Coding Techniques to Avoid Vulnerabilities
There are a number of coding techniques that, when practiced religiously, can 
dramatically reduce the number of vulnerabilities associated with an application. 
These coding techniques are provided here to assist you in developing more secure 
applications.

5.6.1  Validate Input

Many of the vulnerabilities that plague software development projects today rely 
upon the ability of users to place script in the input fields of applications. Injec-
tion flaws, buffer overflows, and cross-site scripting attacks all rely upon the ability 
to input malicious code or scripts into an application. Inputs should be validated 
against a white-list (i.e., a list of acceptable responses) instead of against a black-list 
(a list of prohibited responses) because the black-list will constantly change as new 
exploit codes are discovered. Validating all user input against a well-developed white-
list will eliminate many different vulnerabilities.

5.6.2  Validate Output to Be Displayed on Browsers

A number of vulnerabilities including injection flaws and cross-site scripting errors 
rely upon applications to “trust” data that is stored in databases. When this data 
contains script that was input by a malicious user in the form of a forum comment, 
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or product rating, applications will “trust” that the data should be displayed in the 
browser. The result is often that malicious script will then be run instead of the 
display of a forum comment or product rating supplied by a consumer. Validating 
all output against a good white-list of expected values will eliminate vulnerabili-
ties such as injection errors and cross-site scripting that are associated with Web 
applications.

5.6.3  Keep It Simple
Common sense in programming means keeping software designs as simple and 
small as possible. The more complex the design and the more complex the code, the 
more likely that errors will be made in their coding, implementation, configura-
tion, and use.

5.6.4  Follow the Principle of Least Privilege
The principle of least privilege requires that every procedure should be conducted 
with the minimum set of privileges necessary to finish the job. Any process that 
requires elevated permissions should only be held for the time required to complete 
the elevated job. The benefits of following the principle of least privilege include:

Better system stability by limiting the scope of changes code can make to a NN
system.
Better system security: vulnerabilities in one application cannot be used to NN
exploit the rest of the machine.
Ease of deployment: in general, the fewer privileges an application requires NN
the easier it is to deploy within a larger environment.

5.6.5  Practice Defense in Depth
Risk should be managed by providing multiple layers of defensive strategies so that 
if one layer of defense turns out to be inadequate, another layer of defense will, it 
is hoped, prevent vulnerabilities from being exploited. For example, combining 
input validation routines and output validation routines on a Web application 
will decrease the likelihood of an injection flaw attack. If the input validation 
failed to catch the script injected into a forum comment field, then the output 
validation used when the comment is displayed may stop the injection script from 
triggering.
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5.6.6  Practice Quality Assurance
Quality assurance is essential in identifying and eliminating vulnerabilities. Qual-
ity assurance techniques include: code reviews, penetration testing, and source code 
audits. Independent security auditors and assessors can often catch items that the 
development team missed and provide an extra set of eyes which view systems and 
their implementation with an objective eye.

5.6.7  Adopt Coding Standards
Developing and adopting coding standards that require a uniform format and 
review process can reduce the number of flaws built into a system. These coding 
standards should be a living document that changes as new flaws are uncovered 
which affect software development efforts. For example, if information leakage 
due to improper error-handling routines becomes a vulnerability, then the cod-
ing standard should be updated to require that all error-handling routines are 
developed around a standard that will prevent the information leakage vulner-
ability. Likewise input and output validation rules can be enforced through such 
a standard.

5.6.8  Define Security Requirements
Security requirements should be identified and documented early in any soft-
ware development life cycle. Subsequent development artifacts must be evalu-
ated for compliance with those requirements. When security requirements are 
not defined, the security of the resulting system cannot be effectively evaluated, 
and the risks with the resulting system will be difficult to correctly identify and 
measure.

5.6.9  Practice Threat Modeling
Threat modeling, as defined in the previous chapter is a good mechanism for under-
standing the attack vectors threats will utilize to conduct an attack. These attack 
vectors can then be scrutinized for vulnerabilities that may exist. For example, 
one of the threat categories in the STRIDE model is spoofing identities. Spoofing 
requires that an attacker assume someone else’s identity. If spoofing is a threat, then 
a search for methods that an attacker could use to assume another identity may 
reveal possible vulnerabilities in the system.
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5.7  Vulnerabilities Associated with the Test Case
Over the course of the previous chapters, we have learned a lot about our test case 
application that will calculate retirement benefits for retirement plans at the end 
of a given fiscal year. In the previous chapter, we learned a lot about the proposed 
architecture of the application. In this chapter, we use the knowledge gained in 
the previous chapter about the architecture of the test case, and couple it with the 
knowledge we gained in this chapter about common vulnerabilities, to come up 
with a list of potential vulnerabilities for our application.

To begin our vulnerability analysis of the test case, we look at the three types of 
vulnerabilities examined in this chapter and see if they could potentially apply to 
the test case. We start by looking at buffer overflows.

Buffer overflows in custom applications are generally caused by arbitrarily large 
user inputs. Our test case allows a number of user inputs including:

User ID and passwordNN
Plan ID numberNN
Fiscal year end dateNN
Contribution amountNN
Plan typeNN
Plan formulaNN
Notes about the calculation (made by the retirement plan administrator when NN
the administrator saves the calculation results)
Edits to PIINN
Account number (containing the funds that must be distributed to the retire-NN
ment plan members when posting the results of a calculation)

A number of these input values have the potential for a user to enter an arbi-
trarily large input including the following:

Contribution amountNN
Fiscal year end date (a date that doesn’t exist)NN
Notes about the calculationNN
Plan formulas (what if we expect that the plan formula (i.e., the company NN
match in a 401k plan) to be 100 percent or less and a user enters 1,000,000 
percent?
Edits to PII (salaries, contribution amounts)NN

Therefore because the potential exists for a user to enter an arbitrarily large input 
value, we assume that buffer overflows are potential vulnerabilities within our test 
case application.

Next, we look at injection flaws. Injection flaws occur when user-supplied data 
is sent to a subsystem or interpreter as a part of a command or query. In the case of 
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our test case application, there are several instances when user-supplied data is sent 
to a SQL server interpreter including:

Retrieving PII data gathered by the mainframe service and placed in the NN
mainframe DB2 database
Saving (and retrieving) the inputs made to create a specific retirement benefit NN
calculation
Saving (and retrieving) corrections made to PII when creating a specific NN
retirement benefit calculation
Saving (and retrieving) the results of a specific benefit calculation so that NN
those results may be posted to the individual retirement plan participants’ 
accounts
Saving (and retrieving) the notes made by the retirement plan administrator NN
when saving the results of a calculation

Because the potential exists for a user to inject flaws into the SQL inter-
preter, particularly when saving and retrieving the notes made by the retirement 
plan administrator, injection flaws are a potential vulnerability that exists for our 
application.

Finally, let’s examine information leakage and error-handling vulnerabilities 
as they are associated with our application. Of course, as with any application, we 
want to include a robust error handler so that routine errors will not result in an 
application crash. Because the calculations and business rules are complex, it is 
possible for any number of calculation errors including dividing by zero, floating-
point decimal errors, and the like to exist within our application. In addition, there 
are possible exception-handling errors that may be associated with the application 
resulting from the authentication service. Recall that the authentication service will 
attempt to do the following:

Determine if the user ID supplied is a valid user ID.NN
Determine if the password supplied is a valid password for the user ID NN
supplied.
Determine if the plan ID supplied is a valid plan ID.NN
Determine if an authenticated user is authorized to view information for the NN
specified Plan ID.

Therefore, because we have a number of exception-handling issues, as well as error-
handling issues, information leakage and error-handling vulnerabilities are poten-
tial vulnerabilities for our application.

Other potential vulnerabilities for the test case include:

Broken authentication and session managementNN
Lack of a policy requiring code and peer reviewsNN
Lack of a policy that requires the classification of dataNN
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5.8  Conclusion
At the scene of the crime right after the crime is reported to the police, the forensic 
experts from the crime lab swing into action and soon they are busy collecting, 
categorizing, testing, and logging evidence. A review of the evidence will reveal 
the means that the criminal used to commit the crime. Much like the forensic 
experts from a crime lab, software development teams must have the education to 
spot potential vulnerabilities in software. And like the forensic experts, software 
developers have a host of vulnerability scanning tools and methods that can be 
used to aid them in discovering the vulnerabilities or potential vulnerabilities in 
their code.

Vulnerabilities are the means that threats use to attack assets. In order to pro-
vide the proper protection for those assets, software development teams need to 
understand how these vulnerabilities can affect the software they build. This chap-
ter dealt with ways of determining ways of discovering potential or actual vulner-
abilities within software including:

Understanding what vulnerabilities are and sources to turn to for further NN
information and education
Code reviews, peer reviews, and buddy reviewsNN
TestingNN
Static code scanning toolsNN
Dynamic code scanning toolsNN
Web application scanning toolsNN
Network vulnerability scanning toolsNN

Now that we have identified the means or vulnerabilities that threats may use 
to attack our assets, we are ready to “solve the crime” or at least determine the prob-
ability or risk that a thief (threat) has the means (vulnerability) to destroy, alter, or 
steal our valuables (assets). This is the process of determining risk, and that is the 
subject of our next chapter.

5.9  Checklists

5.9.1  Sources of Education about Software Vulnerabilities

OWASP Top 10 (http://www.owasp.org/index.php/OWASP_Top_Ten_Project)��
National Vulnerability Database (NIST) (http://nvd.nist.gov/nvd.cfm)��
Common vulnerabilities and exposures (http://cve.mitre.org/index.html)��
SANS Top 20 (http://www.sans.org/top20/)��
U.S. Computer Emergency Readiness Team (US CERT) (http://www.us-cert.��
gov/cas/alldocs.html)
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5.9.2  OWASP Top 10 (2007)

Cross-Site Scripting (XSS)��
Injection flaws��
Malicious file execution��
Insecure direct object reference��
Cross-Site Request Forgery (CSRF)��
Information leakage and improper error handling��
Broken authentication and session management��
Insecure cryptographic storage��
Insecure communications��
Failure to restrict URL access��

5.9.3  SANS Top 20 for 2007

Server-side vulnerabilities in:��
Web applications��
Windows services��
Unix and Mac OS services��
Backup software��
Anti-virus software��
Management servers��
Database software��

Client-side vulnerabilities in:��
Web browsers��
Office software��
E-mail clients��
Media players��

Security policy and personnel vulnerabilities including:��
Excessive user rights and unauthorized devices��
Phishing��
Unencrypted laptops and removable media��

Application vulnerabilities including:��
Instant messaging applications��
Peer-to-peer sharing applications��

Network device vulnerabilities including:��
VoIP servers and phones��

Zero day attacks��
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5.9.4  Methods for Finding Vulnerabilities

Review of Current Controls��
Review of “Best Practice” standards��
Code/peer/buddy reviews��
Testing��
Open Source Static Code scanning tools��

Lint (C)��
Bandera (Java)��
Checkstyle (Java)��
ClassCycle (Java)��
FindBugs (Java)��
Jlint (Java)��
PMD (Java)��
Soot (Java)��
CQual (C)��
Sparse (Linux)��
Splint (C language)��
Flawfinder (C++)��
Oink (C++)��
ftnchek (Fortran)��
JsLint (JavaScript)��
Perl::Critic (Perl)��
Pixy (PHP 4)��
PyChecker (Python)��
pylint (Python)��
Rough Auditing Tool for Security (RATS) (C, C++, Perl, PHP, and Python)��

Open Source Web Application Scanning Tools��
WebScarab��
Paros Proxy��

Open Source Network Scanning Tools��
Nessus��
Nmap��
Microsoft Baseline Security Analyzer��
HFNetChk��
NeWT��
Tripwire��
Nikto��
Whisker��
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5.9.5  Secure Coding Practices to Avoid Vulnerabilities
Validate Input��
Validate Output in Web Applications��
Keep It Simple��
Follow the Principle of Least Privilege��
Practice Defense in Depth��
Practice Quality Assurance��
Adopt Coding Standards��
Define Security Requirements��
Practice Threat Modeling��
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Chapter 6

Analyzing Security Risks

There comes a point in every detective story where someone, usually the lead detec-
tive in the case, has got it all figured out. He knows who committed the crime, why 
the crime was committed, how the crime was committed, and what the criminal 
was really out to accomplish. At this point in the story, the detective begins a nar-
rative, describing all of the little twists and turns in the case. The narrative tale the 
detective spins is for everyone else involved in the case who may not have figured 
it out yet. Step by step, the detective tells how it all came down: how each piece of 
evidence, or false lead found fits together to reveal the answers to who the criminal 
(threat) is, what the criminal’s motive, means, and opportunity (vulnerabilities) 
were, and what he was trying to steal (the asset).

Analyzing security risks is similar to putting all of the clues together in a detec-
tive story. The chief difference is that instead of trying to solve a crime, the risk 
analysis team is trying to prevent an adverse affect from occurring. By identifying 
the probability that such an adverse event can occur and its relative impact, the risk 
assessment team can make recommendations to change the possible motive, means, 
or opportunity for the event, making it less likely that the event will occur. This is 
the process of risk analysis and risk management.

This chapter covers several steps associated with the risk management process 
including: threat–vulnerability pairing, likelihood determination, impact determi-
nation, and risk determination. These steps and their inputs and outputs are shown 
in Figure 6.1.
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6.1  Threat–Vulnerability Pairs
The potential for a crime exists when someone has the motive, means, and oppor-
tunity to commit a crime. Likewise an information security risk (which is the 
potential for an adverse event to affect an asset), exists when a threat can utilize 
a vulnerability to steal, alter, disclose, or destroy an asset. Just as the criminal has 
to have the motive, means, and opportunity to commit the crime for there to be a 
crime, there must be a vulnerability that a threat can exploit in order for a risk to 
exist.

In this step of the risk analysis process, the threats for a project that were uncov-
ered utilizing threat modeling or other threat determination methods are paired 
with a specific vulnerability to produce a threat–vulnerability pair. From this 
threat–vulnerability pair comes a descriptive statement of how the threat will use 
the vulnerability to alter, destroy, or disclose an asset. This descriptive statement is 
called a threat action. To see how this works, consider the following example.

ThreatNN : Hacker or cracker
VulnerabilityNN : Injection flaws
Threat ActionNN : A malicious individual (hacker or cracker) takes advantage of 
injection flaws to input code into the “Product Review” feature of a commer-
cial e-commerce site, allowing him to steal authentication credentials from 
other users of the e-commerce site.

Not all threat actions will be this long or this detailed. Some may be very 
simple, such as the following.

Step 5: Threat-
Vulnerability

Pairing

Step 6:
Likelihood

Determination

Threat-Vulnerability Pairs
Threat-Action Statements

Likelihood Scale
Likelihood Rating
Control Analysis

Step 7:
Impact

Determination

Impact Scale
Impact Rating

Step 8: Risk
Determination 

Risk Matrix
Prioritized List of Risks

List of Assets
List of Threats

List of Vulnerabilities

Threat-Action Statements
Control Analysis

Threat-Action Statements

Threat-Action Statements
Likelihood Scale & Rating

Impact Scale & Rating
Control Analysis

FIGURE 6.1  Steps 5 through 8 of the risk management process
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ThreatNN : Errors and Omissions: An employee mistakenly enters 400 hours into 
a timesheet application.
VulnerabilityNN : Improper Input Validation: The application doesn’t check to 
see if the value input (400 hours) is a valid amount for one week worth of 
work.
Threat ActionNN : The employee is overpaid.

Other threat-action statements can be found in Table 6.1.
By now you begin to get the picture as to what a threat-action statement is. 

But why is a threat-action statement necessary? The answer to that question is that 
threat-action statements help in determining risk likelihood or probability, which 
is the next step in our risk assessment process.

6.2  Risk Likelihood or Probability
You may recall from Chapter 2 that likelihood of occurrence represents the likeli-
hood that a threat will exploit a vulnerability to affect an asset. In a qualitative risk 
analysis methodology, likelihood is typically represented by a subjective term such 
as high, medium, or low instead of an actual value, as is the case in a quantitative 
risk analysis. At this point a scale based upon how often an event may occur, the 

TABLE 6.1  Threat–Vulnerability Pairs
Threat Vulnerability Threat Action

Curiosity – An employee 
browses salary 
information for 
celebrity clients

Authorization for client 
data does not follow the 
principle of least 
privilege

An employee brags to 
other people about how 
much money a celebrity 
makes

Improper Disposal of 
Sensitive Information –  
Documents are not 
properly shredded

Policy does not classify 
data by sensitivity level – 
 therefore not all 
documents are 
shredded

Sensitive data is thrown 
out in the trash where it 
can be retrieved by 
anyone

Policy or Procedure 
Violation – User 
account management is 
not informed of an 
employee termination

Employee accounts are 
not terminated in a 
timely manner

A terminated employee 
logs on from home and 
alters, destroys, or 
discloses sensitive data

Shoulder Surfing – 
Visitors are allowed to 
freely wander the first 
floor of a building

Terminal locks are not 
required when an 
employee leaves a 
workstation

A visitor gains access to 
confidential information 
when an employee 
leaves their desk to take 
a break
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motivation of the threat, or what controls or safeguards are already in place to pre-
vent the threat–vulnerability pair can be determined.

In Chapter 2 a number of such scales were provided as examples of simple 
likelihood tables. One scale was based upon the frequency of occurrence or the 
probability of a threat–vulnerability pair attacking an asset. Yet another scale was 
based upon the motivation of the threat and the skill required by the threat to 
produce the potential outcome. Finally, a scale based upon how effective current 
(or planned) safeguards and controls are in preventing the threat–vulnerability pair 
from the ability to attack an asset was presented. Which type is the most effective? 
In order to help determine the answer to that question, each of the three types of 
likelihood scale is provided side by side in Table 6.2.

Each one of these scales is subjective in nature and each varies fairly widely in 
scope. The scales can be a simple three-step scale as was used here, or they can be 
any number of steps in length. Both descriptive scales (i.e., high, medium, and low) 
and numeric scales (i.e. 1–5, 0–10, etc.) can be used to describe the relative likeli-
hood of a threat–vulnerability pair attacking an asset. However, the choice of one 
style of scale over another can often be difficult to make. That is where the threat-
action statements come in. Examination of the threat-action statements can often 
reveal which type of likelihood scale will best suit the current assessment.

Take, for example, the first example from the threat-action statements from 
Table 6.1: “An employee brags to other people about how much money a celebrity 
makes.” Does this threat-action statement reveal anything about how frequently 
this threat action may occur? On its own, it does not. Perhaps HR records could 
be examined to determine how often an employee was reprimanded for accessing 

TABLE 6.2  Likelihood Scales

Likelihood of 
Threat-Action

Scale Type

Frequency of 
Occurrence

Motivation and 
Skill of Threat

Controls and 
Safeguards

Low Threat action 
occurs less that 
once/year

Threat lacks 
motivation and 
skill to harm asset

Current (or 
planned) controls 
prevent the 
threat action

Medium Threat action 
occurs more than 
once/year and 
less than once/
month

Threat has 
motivation, but 
lacks skill or has 
skill but lacks 
motivation

Current (or 
planned) controls 
impede the threat 
action

High Threat action 
occurs more than 
once/month

Threat has both 
motivation and 
skill to harm asset

Current (or 
planned) controls 
ineffective 
against the threat 
action
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sensitive information he should not have been viewing. However, it may be difficult 
to gain access to those HR records in order to make this sort of determination. In 
addition, it would only tell us how often an employee was reprimanded for this type 
of action, not how often the employee actually committed this type of infraction!

How about the motivation and skill of the threat: what does our threat-action 
statement say about motivation and skill? Obviously, the threat had motivation 
(he was bragging about his knowledge of sensitive information) and also the skill 
because he obviously knew what the sensitive information was. What about the 
effectiveness of the controls? At least in this case, the controls were ineffective in 
preventing the employee from obtaining the sensitive information. If at some point, 
the employee were to be reprimanded because an audit revealed the employee 
viewed records that the employee did not need to know, then we might say that the 
controls impeded, or will impede the threat action.

A similar analysis of the other threat-action statements can be conducted to 
come to a conclusion about which type of likelihood scale is most appropriate for 
the threat-action statements collected. First, a review of the remaining example 
threat-action statements from Table 6.1 is in order.

Example 2: Sensitive data is thrown out in the trash where it can be retrieved NN
by anyone.
Example 3: A terminated employee logs on from home and alters, destroys, NN
or discloses sensitive data.
Example 4: A visitor gains access to confidential information when an NN
employee leaves her desk to take a break.

None of these statements gives any indication of how often the threat action will 
occur. What about motivation and skill? In Example 2, “sensitive data is thrown 
out” doesn’t appear to say anything about motivation, but it does give an indication 
that the threat has the skill or capacity to actually throw out the data. Example 
3 indicates that the threat is highly motivated and also has the skill required to 
conduct an attack on an asset. Example 4 doesn’t indicate too much about the 
motivation of the subject, but does indicate that the threat has the skill required to 
access the asset.

What about the effectiveness of controls and safeguards? Example 2 would 
seem to indicate that there are no effective controls at all. However, a recall of the 
threat–vulnerability pair from Table 6.1 indicates that there may be a shredding 
policy in place, but there is no policy on the sensitivity of data. This would indicate 
that sensitive information should be shredded, but the policy doesn’t indicate in all 
situations exactly what types of information are sensitive, therefore some sensitive 
information is not shredded. From this we can conclude that the safeguards and 
controls are probably a partial deterrent.

If we apply this reasoning to Example 3 we come to the conclusion that although 
there is a policy in place to prevent this event from occurring, the policy was not 
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enforced. Because there are no additional safeguards to ensure that all of the proper 
notifications go out when an employee is terminated, then the safeguard by itself is 
not sufficient to prevent the threat action from occurring. And finally, there is no 
safeguard for Example 4, because terminal locks are not required or enforced.

What does this analysis reveal about the likelihood scale that should be utilized 
for a risk analysis effort in which these types of threat-action statements are devel-
oped? First, none of the threat-action statements gave any indication at all of how 
often the threat action would occur, nor was it possible to infer such information 
from other sources. Therefore, a likelihood scale based upon frequency of occur-
rence can be eliminated. As you may recall from our discussions in Chapter 2 on 
determining which type of risk assessment methodology to use, it is often difficult 
if not impossible to accurately predict the frequency of a threat action occurring.

What about motivation and skill? For each of the example threat actions we 
were able to determine if the threat had the skill required in order to exercise the 
vulnerability. However, it was not possible to determine the motivation of the threat 
source for two of the four examples. What about a likelihood scale based upon 
controls (or the lack thereof) and how effective those controls are in preventing the 
threat action? In each of the four examples, it was easy to determine if controls were 
effective in preventing the threat action. However, it wasn’t necessarily clear on the 
relative level of effectiveness of the control.

In this instance, either a motivation or skill or an effectiveness of controls and 
safeguard likelihood scale would be appropriate for use in assessing risks. The sub-
jective nature of the scale doesn’t require a detailed analysis in order to make a 
choice. And a compromise might be to utilize a combined scale based both on the 
motivation and skill required by the threat source as well as the effectiveness of 
current or planned controls to prevent a threat action from occurring. Such a com-
bined likelihood scale is shown in Table 6.3.

An analysis of our example threat actions from Table 6.1 against this combined 
likelihood scale reveals the following.

Example 1 would be an example of a high likelihood. The threat source NN
had both motivation and skill, and the audit policy that would result in an 
employee reprimand would count as a deterrent but not prevention.
Example 2 would be an example of a moderate likelihood. The threat source NN
had the skill required, and motivation was unknown, but motivation probably 
was not a factor because we can assume that nobody wants to throw out sensi-
tive information in the trash. The shredding policy is an effective control, but 
the lack of a data classification policy to go along with the shredding policy 
makes that control only partially effective.
Example 3 would be an example of a critical likelihood. The threat source had NN
the motivation and skill required and there was a policy to prevent the threat 
action from occurring, but it wasn’t effective at all!
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TABLE 6.3  Combined Likelihood Scale
Likelihood of Threat 

Action Occurring Criteria

Negligible

Threat source does not have the motivation to 
accomplish the threat action

Threat source does not have the skill required to 
accomplish the threat action

Controls are in place that prevent the threat source 
from accomplishing the threat action

Low

Threat source motivation is unknown or unclear
Threat source does not have the skill required to 
accomplish the threat action

Controls are in place that deter the threat source, but 
will not absolutely prevent the threat action from 
occurring

Moderate

Threat source has either the motivation or the skill 
required to accomplish the threat action but not 
both

Controls are in place that deter the threat source, but 
will not absolutely prevent the threat action from 
occurring

OR
Threat source has the motivation and the skill 
required to accomplish the threat action

Controls are in place that prevent the threat source 
from accomplishing the threat action

High

Threat source has both the motivation and skill 
required to accomplish the threat action

Controls are in place that deter the threat source, but 
will not absolutely prevent the threat action from 
occurring

OR 
Threat source has the motivation or the skill required 
to accomplish the threat action but not both

No controls are in place to deter or prevent the threat 
source from accomplishing the threat action

Critical

Threat source has both the motivation and skill 
required to accomplish the threat action

No controls are in place to deter or prevent the threat 
source from accomplishing the threat action
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Example 4 would be an example of a high likelihood. There are no controls in NN
place at all. Although the threat source has the skill necessary to conduct the 
threat action, the motivation of the threat source is in question. It is highly 
unlikely that a visitor who is highly motivated will linger in an area until an 
employee leaves her desk and does not lock her PC without being challenged. 
Therefore it is unlikely that the threat source is motivated.

6.3  Control Analysis
In the analysis of each of the threat actions conducted in this chapter, assump-
tions were made as to the effectiveness of controls when performing our analysis. 
For example, in our analysis of Example 2, we assumed that although there was a 
no-shredding policy it wasn’t a fully effective deterrent because there was no data 
classification policy to define sensitive and nonsensitive data. However, the oppo-
site might have been true. Perhaps due to the shredding policy, employees shred 
everything, whether or not there is sensitive data involved. In this case, the absence 
of a data classification policy would not affect whether sensitive information was 
shredded or not. Therefore in this instance, Example 2 would be a low likelihood of 
occurrence because the motivation of the threat is unknown, the skill is available, 
but there are controls in place (shredding policy) that deter the threat action from 
occurring.

The same type of analysis could be conducted for Example 3. Previously, an 
assumption was made that the policy of notifying all required departments when 
an employee was terminated so that access rights for the terminated employee could 
be revoked, was not effective. However, it could be that it is almost always effective, 
but in this particular instance, it was not effective. Therefore the likelihood of this 
threat may be reduced to high, or perhaps even moderate, depending upon how 
effective the notification of termination policy truly is.

What about Example 1? An assumption was made that there was an audit pol-
icy that would eventually find which employees accessed the data and determine 
that one or more employees should not have accessed the data and those employees 
would be reprimanded. But if there were no audit policy in place, then Example 
1 would become a critical likelihood, because there are no controls to prevent the 
employee from repeating this action over again.

Sometimes it may be truly difficult to decide how effective controls and safe-
guards are, especially when those safeguards are policies and procedures. Will 
audit checks always catch employees who access information to which they should 
not have access? Do all employees shred confidential or sensitive information all 
of the time? Are the proper departments within an organization always notified of 
employee terminations in a timely manner? Does the fact that there is no policy 
requiring personnel to lock their workstations when they leave their desk mean 
that no employee ever locks his workstation when leaving his desk? The answers 
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to all of these questions are very subjective in nature and there are no right and no 
wrong answers.

When conducting an analysis on the potential effectiveness of safeguards and 
controls there are a number of methods that can be used to determine if controls 
might be effective or not. First, simple observation methods can be used. Consider 
the shredding policy. Observe the office staff. Are they diligent in shredding mate-
rials or do they throw most of their material in the trash? Look at the trash. Is sensi-
tive material being discarded? The same type of analysis can be conducted for the 
workstation process. Do most employees lock their workstations when leaving their 
desks? How often are visitors or strangers seen wandering about unchallenged? 
Simple observation can often provide a strong sense of how effective some types of 
controls may be at preventing a threat action.

A second method of determining the effectiveness of controls and safeguards is 
to look at organizational records or interview organizational staff such as human 
resources and internal audit teams. If there is an audit policy in place, then how 
often are audit checks made? Have employees been investigated or reprimanded for 
attempting to access information to which they are not supposed to have access? 
Have employees been caught attempting to access information more than one 
time? How timely are termination notifications supplied to access control? Are they 
always timely? Looking at a list of current user IDs and comparing it to a listing 
of current employees might also reveal how effective a policy requiring the termi-
nation of access rights for terminated employees actually is. The answers to these 
types of questions can reveal how successful a control might be as a deterrent.

Finally a consideration of the effectiveness of controls can look to the future. 
Are there potential controls or enhancements to controls that are coming on line 
or will soon come on line which might increase the effectiveness of current con-
trols? For example, perhaps most but not all employees currently lock their worksta-
tions when leaving their desk for any period of time. What if a security awareness 
newsletter were to be issued to employees reminding them that they should lock 
their workstations when leaving their desks? Would this increase the likelihood 
that the control would be effective? Or perhaps there are plans in place to roll out 
an automatic lockout program that would lock workstations after 10 or 15 minutes 
of inactivity in the next quarter. Likewise, perhaps a data classification policy is 
currently in draft form but has not yet been implemented. When such a policy is 
implemented, will it increase the effectiveness of a shredding policy?

When considering the impact of future enhancements on current controls, care 
should be taken to consider the impact of other decisions that may weaken the 
effect of current controls. What if a new state governor declares a policy of open 
government that is open to visitors at all times? Before this announcement, visitors 
to work areas were rare. After this announcement, visitors will be much more com-
mon. If there is no policy on locking workstations or no automatic enforcement of a 
lockout, then the likelihood of a visitor threat action increases. And what about the 
announcement of a work from home policy? Previous to this announcement, only 



154  n  Security Software Development

a handful of employees could access work applications and data from home. After 
the work from home program has been implemented, everyone in the company will 
be able to access work applications and data from home. In this instance, if access 
control is not revoked from terminated employees in a timely manner, it is much 
more likely that the control will be ineffective.

6.4  Impact or Severity of Threat Actions
Now that a likelihood scale has been selected or developed, the impact of a threat 
action upon an asset must be considered. In order to consider the impact a threat 
action may have on a given organization it is necessary to understand the mission 
of the business area affected by the threat action, the criticality of the system or 
data affected by the threat action, and the sensitivity of the system or data affected 
by the threat action. The criticality of a system and its data represent the relative 
importance of the value of the system to an organization. The sensitivity of a system 
represents the relative need to protect data from unauthorized disclosure.

How then are mission, criticality, and sensitivity determined for a given system? 
One method of determining these factors is to look at the organization’s Business 
Impact Analysis (BIA). A BIA is a document created as the first step in an orga-
nization’s Disaster Recovery (DR) and Business Continuity Planning (BCP). A 
BIA will identify the organization’s mission, along with the processes or business 
functions performed by the organization, the resources required to support those 
business functions, the interdependencies between processes or departments within 
the organization, and the impact of failing to perform a process. Processes can then 
be ranked in terms of how critical they are to the organization’s ability to meet its 
mission in a disaster scenario.

For example, if an organization were to be hit by a tornado, or fire, or other 
disaster that affected the systems of the organization, then it would be necessary 
for the organization to set up in some other backup location, either pre-selected or 
not. Which systems should be restored and in what order? Typically, it will be less 
critical that human resource systems in an organization be restored before systems 
supporting the organization’s external customers. However, it is not enough to sim-
ply restore the external customer systems, if the security for those systems is not 
restored at the same time.

Of course new software development efforts will more than likely not be a part 
of the BIA, DR, and BCP documentation until some time after they have been 
implemented. However, similar systems most likely are already a part of the BIA or 
at least the business unit affected will be a part of the BIA. If, however, the business 
unit is new, or the organization has never completed a BIA, there are still methods 
of determining the criticality and sensitivity of systems. Typically, the more pro-
tections or safeguards required for a system, the more critical and sensitive those 
systems are. Also systems that serve external customers are typically more critical 
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(but not necessarily more sensitive) than systems that provide service to the internal 
departments of an organization.

Typically, any information security effort has three goals in mind: the confi-
dentiality, integrity, and availability of the systems protected. This is known as the 
CIA triangle. When determining the impact of a threat action upon an asset, we 
consider the impact in terms of how the confidentiality, integrity, or availability of 
a system or its data are affected.

6.4.1  Impact on Confidentiality

Determining the impact of a threat action on confidentiality refers to how well 
the asset is protected from unauthorized disclosure. The impact that disclosure 
may have on confidential or sensitive information can range from national security 
issues to data privacy issues. In addition to the criminal and civil penalties associ-
ated with potential disclosure issues, an analysis should also consider the loss of 
public confidence or embarrassment that may be caused if the disclosure should 
become public knowledge.

6.4.2  Impact on Integrity

An impact on the integrity of an asset means that the asset was improperly modi-
fied in some manner. If the improper modification goes unnoticed, then continued 
use of the contaminated system or data could lead to increasing acts of inaccuracy 
or fraud. Take for an example an online retail store. The store decides to have an 
annual 10 percent off sale for a given timeframe. At the beginning of the timeframe, 
all the prices of goods listed in the database are reduced. But because they are 
improperly modified, the prices are increased by 10 percent rather than decreased 
by 10 percent. As a result of the price hike, instead of increased sales, the organiza-
tion sees a reduction in sales. They may decide to reduce the price even further to 
increase sales, or they may conclude (inaccurately) that there is no longer a demand 
for the goods they are selling, so that they change their inventory.

Another example might be the improper modification of account numbers in 
a system that handles medical insurance claims. As a result, claims may be paid 
twice to two different account numbers associated with one given provider. This 
could lead to multiple payments for the same procedure over time. Because a loss 
of system integrity can also lead to the loss of confidentiality (i.e., if one has the 
ability to modify data, perhaps one can also see the data being modified), and loss 
of availability (i.e., if you can modify the data, you can probably also destroy the 
data) of a system or its data, then a loss of integrity usually implies a greater impact 
upon a system than a loss of confidentiality or availability.
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6.4.3  Impact on Availability
The availability of an asset is affected whenever the asset is not available to its end 
users. If an organization’s e-mail asset is not available, then nobody within the orga-
nization will be able to send or receive e-mail. Understanding how important the 
e-mail function is to an organization is important in understanding the impact of 
availability upon the e-mail system. If e-mail is vital to the organization or its mis-
sion, then a spam attack that fills the e-mail mailboxes of the organization to capac-
ity with unwanted advertisements will have a critical impact on the e-mail asset.

It is possible to quantify the impact of a threat action to the confidentiality, 
integrity, and availability of a specific asset. For example, if a virus were to infect 
the e-mail system of an organization, the impact could be calculated in terms of the 
number of hours spent quarantining and cleaning up from the attack and the labor 
rates of the individuals who cleaned up. Or it could be the cost associated in paying 
for credit monitoring services for the customers of an organization who had their 
personal information disclosed when a laptop containing names, account numbers, 
and credit card numbers of customers is lost or stolen.

But what about the impact to public confidence or credibility of an organiza-
tion when the confidentiality of an asset is breached? This figure is much more 
difficult to ascertain. In some instances, such as the case of Arthur Andersen LLC 
with the Enron scandal, once the problem became public knowledge, the loss in 
public confidence was so massive that most of the customers and staff of the orga-
nization walked away. Yet with other companies, such as TJX and the loss of more 
than 50 million credit card records, the loss in public confidence hasn’t nearly been 
as great.

Because a qualitative risk analysis is based upon subjective criteria, it is enough 
to be able to determine the relative impact upon public confidence and credibility 
and not the actual impact. Therefore, we now have enough information to begin 
building a scale that will measure the relative impact of a threat action upon an 
asset. Consider Table 6.4.

Continuing the analysis of the examples from earlier in this chapter, a rela-
tive magnitude of impact can be determined for each example. Let’s begin with 
Example 1: the employee who accessed confidential information for a celebrity and 
who passed along that information to others. Little or no impact has been made to 
the mission of the organization. Is there a financial impact? Only if the celebrity 
finds out about the threat action and sues the organization or threatens to take her 
business from the organization. What about loss in confidence or credibility? Again, 
this depends upon whether the threat action becomes public knowledge and what 
action the celebrity chooses to take. Because the threat action was an employee 
bragging about the news within the company, we will assume that nobody outside 
the company found out about the threat action, and therefore there is no financial 
impact, nor is there a loss in confidence. In this instance, the magnitude of impact 
will be low.
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Example 2 is also a threat action that affects the confidentiality of an asset. 
Again, there is no impact upon the business mission if the confidential information 
is thrown in the trash. As to whether there is a financial loss or a loss in confidence 
it depends again on if any of the confidential information is retrieved from the 
trash. If not, then the magnitude of impact will be low. However, it is just as pos-
sible that a financial loss could occur if the confidential information were to fall 
into the wrong hands. And it would also be an embarrassment if it became pub-
lic knowledge that confidential information was thrown out in the trash. In this 
instance, the threat action would have a moderate impact.

Example 3 is a threat action that can affect the confidentiality, integrity, and 
availability of systems and data. Depending upon the action that the terminated 
employee takes, data could be copied out to a public Web site, or destroyed, or 
altered to perpetuate fraudulent acts. In this case, the impact of the threat action 
would be high, because a major impact of a business function could occur, along 
with a major financial loss, loss of credibility to customers, as well as potential legal 
liabilities associated with revealing confidential information.

Example 4 is a threat action that most likely affects the confidentiality of infor-
mation, but which could also affect the integrity of information, and to a lesser 
extent the availability of information. It all depends upon what the visitor does with 
the time allotted when the employee is away from her desk. Typically this won’t be 
for an extended period of time, so the amount of data that could be destroyed, or 
altered, or disclosed will be limited to a degree. In this instance, the magnitude of 
the threat action would be moderate.

Of course, just as with likelihood scales, it is possible to build many different 
types of impact scales. Numeric scales with values of 1–5 or 0–10 are possible, as are 

TABLE 6.4  Magnitude of Impact Scale
Magnitude of 

Impact Criteria

Low

Minor impact upon business mission

Minor financial loss

No loss in confidence or credibility

Moderate

Minor impact upon business mission

Financial loss caused

Some loss in confidence or credibility

No legal liability

High

Major impact or interruption of business mission

Major financial loss

Loss of customer confidence and credibility

Legal liability
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various types of subjective scales such as low-medium-high, or insignificant-minor-
significant-damaging-severe-critical. The wider the scale, the easier it becomes to 
determine the relative risk associated with the threat action. However, the wider 
the scale, the more difficult it becomes to truly determine if the impact should be 
a 6 or a 7 on the scale.

It is also possible to determine the magnitude of impact using a slightly less 
subjective approach. Consider the following magnitude of impact scale shown in 
Table 6.5.

Table 6.5 simply provides a number of criteria for which a yes or no answer is 
required. Then, based upon how many yes answers are provided, the magnitude of 
impact rises. Of course significant financial impact may be a bit subjective still, but 
this is a much more subjective table than Table 6.4.

6.5  Determining Risk Levels
Once both magnitude of impact and likelihood of occurrence scales have been 
developed, it is possible to create a risk matrix. The risk matrix represents the rela-
tive amount of risk associated with a threat action based upon the likelihood of 
occurrence and the magnitude of impact that threat action has upon the asset. This 
then is how risk is measured as defined back in Chapter 1 as the net negative impact 
of the exercise of a vulnerability or weakness, considering both the probability and 
the impact of occurrence. Consider the risk matrix in Table 6.6.

Table 6.6 represents a typical risk matrix. The results of such a risk table often 
depend upon how the scales for likelihood of occurrence and magnitude of impact 
were developed. In the case in Table 6.6, it may be that a low magnitude of impact 
will never result in a high risk, regardless of how often that threat action may occur. 
As an example, consider the second example from this chapter, where confidential 
information is thrown out in the trash. If the trash is never searched for confiden-
tial information, then it doesn’t matter how often the confidential information is 
thrown out. Of course we can’t be certain that somehow, a piece of garbage won’t 
blow off a garbage truck and into the hands of someone who is interested in the 

Table 6.5  Alternative Magnitude of Impact

Magnitude of Impact Criteria
No. of Criteria 

That Apply

Insignificant Impact upon business mission
Significant financial impact
Loss of reputation or confidence
Legal liability
Personal safety affected

No more than 1

Minor 2

Moderate 3

Significant 4

Critical 5
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confidential information, and therefore the more confidential information that is 
thrown out, the greater the chance becomes that someone who will do something 
with the information will get their hands on it.

Of course it is possible to combine subjectively worded scales with numeric 
values to come up with a more subjective scale. Consider Table 6.7 which uses the 
following scale: 1–25 = Low, 26–50 = Moderate, 51–100 = High.

An examination of the relative risks associated with the examples used in this 
chapter reveals the following.

Example 1 is a low risk because although it has a high likelihood of occur-NN

rence it has a low magnitude of impact.
Example 2 is a moderate risk because it has both a moderate likelihood of NN

occurrence and a moderate magnitude of impact.
Example 3 is a high risk because it has a critical likelihood of occurrence and NN

a high magnitude of impact.
Example 4 is a moderate risk because although it has a high likelihood of NN

occurrence, it only has a moderate magnitude of impact.

Once threat actions have been given a rating, they can be ordered in descending 
order of the level of risk associated with the threat. Ranking of risks is important, 

Table 6.6  Risk Matrix

Likelihood of Occurrence

Magnitude of Impact

Low Moderate High

Negligible Low Low Low

Low Low Low Moderate

Moderate Low Moderate High

High Moderate High High

Critical Moderate High High

Table 6.7  Numerical Risk Matrix

Likelihood of Occurrence

Magnitude of Impact

Low (1) Moderate (5) High (10)

Negligible (1) Low (1) Low (5) Low (10)

Low (3) Low (3) Low (15) Moderate (30)

Moderate (5) Low (5) Moderate (30) Moderate (50)

High (8) Low (8) Moderate (40) High (80)

Critical (10) Low (10) Moderate (50) High (100)
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because eliminating the biggest risks first will have the greater impact upon the 
organization. Because resources associated with eliminating or reducing risks may 
be scarce, it is important to utilize those resources where they will have the greatest 
impact upon the organization. Going back to the examples used in this chapter we 
find the following.

Example 3 is the biggest risk uncovered.NN

Examples 2 and 4 represent the next most likely risks.NN

Example 1 represents the lowest risk uncovered.NN

Additional controls and safeguards can now be considered to mitigate (i.e., 
reduce or eliminate) the risk involved with each threat action either by prevent-
ing its occurrence, or by reducing the likelihood of occurrence, the magnitude of 
impact, or both. This is the process of risk mitigation and risk management and is 
covered in the next chapter.

6.6  Sources of Scales and Tables
There are a number of good sources of likelihood of occurrence scales, magnitude 
of impact scales, and risk matrix tables if you are having difficulty in developing 
your own. Some of these sources include the following:

The National Institute of Science and Technology (NIST) (http://csrc.nist.gov/)NN

The Centers for Medicare and Medicaid Services (CMS) (http://www.cms.NN

hhs.gov/)
The SysAdmin, Audit, Security, Network (SANS) Institute (http://www.NN

sans.org/)
The Software Engineering Institute (SEI) at Carnegie-Mellon University NN

(http://www.sei.cmu.edu/)

6.7  Determining Security Risks for the Test Case
It is now possible to begin to determine the risks for the test case. The first step 
is to begin pairing threats with possible vulnerabilities to come up with a list of 
threat actions. A recap of the threats discovered in Chapter 4 and the vulnerabili-
ties discovered in Chapter 5 can be found in Sections 6.7.1, 6.7.2, and 6.7.3 of this 
chapter.
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6.7.1  Human Threats

Human threats for the test case include the following:

Shoulder surfing could allow nonauthorized personnel to observe the authen-NN

tication process.
Impersonation could allow users with stolen identity credentials (i.e., a stolen NN

user ID and password) to view information they are not authorized to see.
Errors and omissions in updating the IRS limitation file could result in the NN

application applying incorrect business rules to the calculation. Likewise 
errors and omissions in the entries made by the retirement plan administra-
tor, such as the plan formula, fiscal year end date, or amount to be contrib-
uted could all result in an incorrect calculation.
Inadvertent acts or carelessness could result in programming errors that do NN

not apply the complex business rules properly, resulting in incorrect calcula-
tions or incorrect error handling or other potential vulnerabilities that could 
allow an attacker to gain access.

6.7.2  Technical Threats

Technical threats for the test case include the following:

Data contaminationNN . The error log designed for this application placed all of 
the details associated with the error into an error log including sensitive infor-
mation that the log administrator was not authorized to see.
Corruption by system failures.NN  If the mainframe service that gathers the PII 
required for the calculation is interrupted due to a mainframe system failure, 
the data placed in the DB2 tables could be garbled or corrupted. Or likewise 
the call to the DB2 table to pull the PII into the application could be cor-
rupted by system failures such as the gateway to the mainframe, resulting in 
data that is garbled or corrupted.
Failures and intrusions not properly loggedNN . It is possible for the authentication 
service to determine that the user has not properly supplied log-in creden-
tials, or is not authorized to view a specific pension plan. If these types of 
intrusions are not properly logged (i.e., the user is simply denied access to the 
information and no log entry is made) then no audit trail will exist that a user 
was attempting to view unauthorized information.
Environmental and natural threats.NN  The application will run on Web server 
located in the main data center for the company. This data center is also the 
home of the mainframe computer where all of the data files are stored. There-
fore natural and environmental threats such as fire, flood, power fluctuations, 
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tornadoes, and the like all could affect the operation of the application or its 
associated information.
Malicious codeNN . Viruses, worms, or other malicious programs could attempt 
to alter or destroy the IRS limitations data file, or interrupt calls through the 
gateway between the Web-based application and the mainframe service or 
the mainframe DB2 database.
EavesdroppingNN . Keystroke loggers could capture user IDs and passwords sup-
plied to the authentication service. Network sniffers could detect, intercept, 
and corrupt or replace packets sent between the application and the gateway 
to the mainframe.
IntrusionNN . Backdoors to the application could be programmed by the develop-
ment staff.
Takeover of authorized sessions.NN  If an authorized retirement plan administra-
tor left a workstation unattended and unlocked then it would be possible 
for an unauthorized individual to gain access to the information in the 
application.

6.7.3  Vulnerabilities

Vulnerabilities for the test case include the following:

Buffer overflowsNN
Injection flawsNN
Information leakageNN
Broken authentication and session managementNN
Lack of a policy requiring code and peer reviewsNN
Lack of a policy that requires the classification of dataNN

The threat–vulnerability pairs and their associated threat-action statements for the 
test case might be represented by the data in Table 6.8.

6.7.4  Threat-Action Statements

These do not represent all of the threat-action statements possible for the test case, 
but provide a representative sampling of possible outcomes. However, it is relatively 
easy to perform an analysis for including or excluding some of the remaining threats. 
Take, for example, the shoulder-surfing threat. Although it would be very possible 
for an unauthorized individual to view the authentication process, there is not an 
associated vulnerability that might allow that threat to get to the test case system. 
Policy requires that all visitors to the facility must be escorted by an employee at all 
times, and the floor plans of the data processing areas are open, making it nearly 
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Table 6.8  Test Case Threat—Vulnerability Pairs
Threat Vulnerability Threat Action

Errors and omissions by 
the retirement plan 
administrator when 
entering data into the 
application

Buffer overflow 1. The retirement plan 
administrator could 
erroneously enter a 
buffer overflow causing 
the application to crash

Data contamination No controls on who 
can see the error and 
user log files

2. Sensitive information 
can be disclosed to 
unauthorized 
individuals by reading 
the error log files

Impersonation No controls available 
on detecting if 
impersonation is 
occurring

3. An inside employee who 
had obtained the 
authentication 
credentials of another 
employee could view 
sensitive information in 
the application

Inadvertent acts of 
carelessness in 
programming

Injection flaws, 
information leakage

4. A programmer could 
inadvertently allow 
injection flaws or 
information leakage 
which would reveal 
information to an 
unauthorized user

Corruption by system 
failures

No error messages 
passed between 
services used by the 
application when an 
error occurs

5. An incorrect calculation 
could result from data 
contamination caused 
by a failure of the 
mainframe service

Failures and intrusions 
not properly logged

Broken authentication 
and session 
management

6. Unauthorized attempts 
to gain access to 
certain plans are not 
detected.

Intrusion Lack of a policy 
requiring code and 
peer reviews

7. A developer programs a 
backdoor into an 
application allowing 
access to the application 
and its data.
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impossible for an intruder to observe a log-in process and then be able to sit down 
at an empty workstation and use the credentials observed. In addition, screen-savers 
with passwords and automatic lockouts are required on all workstations, which 
when coupled with the requirement that visitors must be escorted would also make 
it practically impossible for takeover of unauthorized sessions to occur.

6.7.5  Likelihood of Occurrence

Now that the threat-action statements have been developed, a likelihood of occur-
rence scale can be developed. Looking at our threat-action statements reveals noth-
ing at all of how often these threat actions will occur. Therefore, we can rule out a 
scale based upon frequency of occurrence. Looking at the threat-action statements 
we can see that in most cases, the motivation and skill of the threat source can be 
determined, as can the effectiveness, or lack of effectiveness, of controls. Therefore, 
we utilize the simple scale outlined in Table 6.9.

6.7.8  Control Analysis

Now that the likelihood scale has been created, we can conduct a control analysis 
to make sure that we understand how the controls or lack thereof might affect the 
likelihood of occurrence for each of the threat actions and rate our threat actions 
on the likelihood of occurrence scale. The likelihood of occurrence for each of our 
threat action statements might be as follows:

Example 1 represents a high likelihood. We assume that the threat source is NN

completely lacking in motivation, because the retirement plan administrator 
does not want to enter an erroneous value that may cause the system to crash. 
Of course the retirement plan administrator does have the skill required to 
make such an error. If there are no controls at all that validate the input of 
the retirement plan administrator, then there is nothing that will prevent a 
buffer overflow from occurring if the retirement plan administrator enters a 
very high value.
Example 2 represents a medium likelihood. In this instance, we assume that NN

the threat source has the motivation to want to read the confidential informa-
tion contained within the error log file. However, simply because the threat 
source wants to read the confidential information does not necessarily mean 
that the threat source has the capability to understand the error log contents. 
And even if the error log is unprotected, the threat source may not know 
where the error log is located. Therefore we assume that the threat source does 
not have the skill, and that the controls are at least partially effective.
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Example 3 represents a medium likelihood. If an employee were to imperson-NN
ate another employee, we must assume that the employee has the motivation 
to do so. Does the employee have the skill required? Are the controls that pre-
vent impersonation effective? It would depend upon how the authentication 
credentials were stolen. Because we are unlikely to know for sure, then we 
are forced to make an assumption based upon a control analysis. We already 
know that shoulder surfing is difficult to accomplish due to the physical con-
trols in place within our organization. If there are controls that search for 
keystroke loggers, and policies in place that prevent recording passwords and 
user IDs and leaving them in plain sight, then it is possible that the user 
would either not have the skill required or the controls are effective. In this 
instance, from the author’s personal knowledge of the organization in ques-
tion, we assume that the user does not have the skill required, but that the 
controls in place are only partially effective.
Example 4 represents another high likelihood. The threat source is assumed NN
to lack the motivation required; most programmers do not want to introduce 
vulnerabilities into their code. Of course, being human, it is possible for a 

Table 6.9  Test Case Likelihood Scale
Likelihood of 
Occurrence Criteria

Very Low Threat source lacks motivation and skill
Controls fully effective

Low Threat source lacks motivation and skill
Controls partially effective

OR
Threat source lacks motivation or skill but not both
Controls fully effective

Medium Threat source lacks motivation or skill but not both
Controls partially effective

OR
Threat source has motivation and skill
Controls fully effective

OR
Threat source lacks motivation and skill
Controls completely ineffective

High Threat source has motivation and skill
Controls partially effective

OR
Threat source has motivation or skill but not both
Controls completely ineffective

Very High Threat source has motivation and skill
Controls completely ineffective
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programmer to make a mistake, therefore the threat source does have the 
skill required. Because there are no code or peer reviews required within the 
organization, it is highly unlikely that these vulnerabilities will all be caught 
during testing; therefore we judge the controls to be completely ineffective.
Example 5 represents a medium likelihood. There is no motivation behind NN

most system failures, but the fact that they do happen means that the threat 
source possesses the skill required. The fact that the mainframe service does 
not always return an error code when it has been interrupted by a system 
failure means that the controls are only partially effective.
Example 6 represents a very high likelihood. The fact that someone is attempt-NN

ing to access unauthorized information is an indication of motivation. The fact 
that someone can attempt to do so also implies that the source has the skill to 
do so. And finally, because there is no log that records access attempts and their 
failures, the controls are completely ineffective.
Example 7 also represents a very high likelihood. The fact that someone could NN

put in a backdoor within the application implies both motivation and skill. 
And because there are no controls to detect such a backdoor, the controls are 
completely ineffective.

6.7.9  Magnitude of Impact

Now that we have determined the likelihood for each of the threat actions in the 
test case, we can build a scale to represent the magnitude of impact the threat 
actions could have on the assets of our test case. Such a scale might look something 
like the scale shown in Table 6.10.

An analysis of each of the threat-action statements against this scale reveals the 
following.

Example 1 would represent an insignificant impact. If the retirement plan admin-NN

istrator did cause a buffer overflow, the worst that would happen would be that 
the business mission is affected while the application is brought back on line, 

Table 6.10  Test Case Magnitude of Impact Scale

Magnitude of Impact Criteria
No. of Criteria 

That Apply

Insignificant Impact upon business mission 0

Minor Significant financial impact 1

Moderate Loss of reputation or confidence 2

Significant Legal liability 3

Critical Personal safety affected 4 or more
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and it would be more likely that the employee simply had to restart the applica-
tion which would not be a significant impact upon any business mission.
Example 2 would represent a moderate impact. If someone were to gather NN
sensitive information from the error log file and make use of it, it is possible 
that a loss of reputation or confidence on the part of the customer could be 
affected as well as some sort of legal liability to pay for credit monitoring 
services. It is highly unlikely that a significant financial impact could occur, 
although it is possible if enough confidential information were in the error 
log file.
Example 3 represents a significant impact. If an employee were to gain the NN
credentials of another user and use the application over time to view unau-
thorized sensitive information, and then used the information to commit 
fraud, then it is highly likely that significant financial impact would result, 
along with a loss of reputation or confidence as well as legal liabilities.
Example 4 represents an insignificant impact. Because the users of this appli-NN
cation are all internal employees then injection errors and information leakage 
errors would only reveal information to authorized users of the application 
to begin with. This doesn’t affect any of the criteria within our impact scale. 
However, if at some future point, the application were to be made available 
on the Internet to external customers so that they could do their own retire-
ment plan calculations, then these types of vulnerabilities could mean that 
this threat action could represent a significant impact.
Example 5 represents a moderate impact. A miscalculated retirement plan NN
benefit could easily result in a loss of confidence or reputation, as well as 
potentially representing a significant financial loss depending upon when the 
error was discovered. Again, depending upon the nature of the error, it could 
also represent a legal liability, although in this instance, the organization had 
a policy of making right all financial errors it made without the need for legal 
proceedings.
Example 6 represents an insignificant impact. As you might recall from the NN
discussion on the application architecture from Chapter 5, we discussed the 
potential outcomes of the authentication service. They were:

The user ID does not exist.−−
The password for a given user ID is incorrect.−−
The plan ID does not exist.−−
The user ID is not authorized to view the information for the given plan −−
ID.
If an incorrect password is provided for a user ID three times, then that −−
user ID is locked out and a new password must be established by the user. 
However, if the user ID is not authorized to view the information for a 
given plan ID, nothing happens other than the user is told that she does 
not have the proper authorization for that particular plan ID. However, 
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because the user did not gain access to any unauthorized information there 
is no impact on any of the criteria in our magnitude of impact scale.

Example 7 represents a critical impact. A backdoor into the application can NN
allow a disgruntled employee to plant a logic bomb, to alter the data used by 
the application, to commit fraud by writing confidential information to a file 
that could then be used for identity theft, or to shut down the application 
itself. Therefore although personal safety is probably not affected, all of the 
other criteria could be.

6.7.10  Risk Levels
Now we can begin to determine the levels of risk associated with the test case. First 
a risk matrix must be created. Table 6.11 represents the risk matrix for our test 
case.

Now that we have a risk matrix, we can rank order all of our threat actions 
according to risk level.

High risk: Example 7NN
Medium risk: Example 2, Example 3, Example 5, Example 6NN
Low risk: Example 1, Example 4NN

Now that we have determined the level of risk associated with our applica-
tion development effort, we can begin to determine what additional controls or 
safeguards we can build into the application in order to reduce or eliminate these 
threats. That is the process of risk mitigation and risk management and is the sub-
ject of the next chapter.

Table 6.11  Test Case Risk Matrix
Likelihood 

of 
Occurrence

Magnitude of impact

Insignificant Minor Moderate Significant Critical

Very low Low Low Low Low Medium

Low Low Low Low Medium Medium

Medium Low Low Medium Medium High

High Low Medium Medium High High

Very high Medium Medium High High High
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6.8  Conclusion
The detective story is now over. The detective has revealed the criminal (threat 
source) along with his motive, means (vulnerabilities), and opportunities, along 
with the true item of value (asset) the criminal was after. The detective can go to 
bed that night, knowing that he’s solved his problem, and now he can go on to 
another case. But that isn’t the case with the software development team. Although 
the risks associated with the case have been identified, it is the job of the software 
development team to prevent those risks from being realized.

In this chapter we have seen how to develop threat–vulnerability pairs resulting 
from our threat identification processes (Chapter 4) and vulnerability identification 
process (Chapter 5). We have turned these threat–vulnerability pairs into a threat 
action that describes how the threat will affect an asset. From there, we learned how 
to create likelihood of occurrence scales that indicate the relative occurrence of our 
threat actions. We then rated our threat actions against this scale using a control 
analysis.

Next, we turned to developing a scale that would represent the relative impact 
that a threat action might have upon our assets. This scale took into account the 
impact the threat actions had against the confidentiality, integrity, and availability 
of the test case system and its data. We then rated our threat actions against this 
scale.

Finally, we developed a risk matrix based upon our likelihood of occurrence 
and magnitude of impact scales. This allowed us to rank the threat actions based 
upon the amount of risk they represented to the assets in our test case. Now, all that 
remains is to eliminate or reduce the risks associated with the test case and that is 
the subject of our next chapter.

6.9  Common Risk Scales and Tables
In this section a number of different scales and tables are presented in order to 
provide you with a true representation of some of the relative levels of simplicity or 
complexity that can be utilized when creating scales and tables.

6.9.1  Likelihood of Occurrence Scales
This section displays some common likelihood of occurrence scales that you may 
wish to use in your risk assessment efforts. Tables 6.12 and 6.13 represent both a 
simple and a more complex likelihood of occurrence scale.
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6.9.2  Magnitude of Impact Scales
This section displays some common magnitude of impact scales that you may wish 
to use in your risk assessment efforts. Tables 6.14 and 6.15 represent both a simple 
and a more complex magnitude of impact scale.

6.9.3  Risk Matrixes
This section displays some common risk matrixes that you may wish to use in your 
risk assessment efforts. Tables 6.16 and 6.17 represent different complexities in risk 
matrixes.

Table 6.12  Example 1 Likelihood Scale
Likelihood 

of 
Occurrence Criteria

Low The threat source lacks motivation or capability, or controls are in 
place to prevent, or at least significantly impede, the vulnerability 
from being exercised.

Medium The threat source is motivated and capable, but controls are in 
place that may impede successful exercise of the vulnerability.

High The threat source is highly motivated and sufficiently capable, 
and controls to prevent the vulnerability from being exercised 
are ineffective.

Table 6.13  Example 2 Likelihood Scale
Likelihood of 
Occurrence Criteria

Negligible Unlikely to occur

Very low Likely to occur two/three times every five years

Low Likely to occur once every year or less

Medium Likely to occur once every six months or less

High Likely to occur once per month or less

Very high Likely to occur multiple times per month

Extreme Likely to occur multiple times per day
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Table 6.14   Example 1 Magnitude of Impact Scale
Magnitude 
of Impact Criteria

Low Exercise of the vulnerability (1) may result in the loss of some 
tangible assets or resources or (2) may noticeably affect an 
organization’s mission, reputation, or interest.

Medium Exercise of the vulnerability (1) may result in the costly loss of 
tangible assets or resources; (2) may violate, harm, or impede an 
organization’s mission, reputation, or interest; or (3) may result in 
human injury.

High Exercise of the vulnerability (1) may result in the highly costly loss 
of major tangible assets or resources; (2) may significantly violate, 
harm, or impede an organization’s mission, reputation, or 
interest; or (3) may result in human death or serious injury.

Table 6.15  Example 2 Magnitude of Impact Scale
Magnitude of 

Impact Criteria

Insignificant Will have almost no impact if the threat occurs. Will result in 
minimal loss of functional integrity. Requires little or no 
recovery cost.

Minor Will have some minor effect on the business function. Will not 
result in negative publicity or loss in confidence, but may cause 
minor financial loss. Will require only minimal effort to 
complete corrective actions and continue or resume 
operations.

Significant Will result in some tangible harm, albeit negligible, and perhaps 
only realized by a few individuals or clients. May cause loss of 
confidence, negative publicity, and moderate financial loss. Will 
require a moderate expenditure of resources to repair.

Damaging May cause damage to the reputation of the organization, or 
notable loss of confidence in the ability for the organization to 
complete its stated business mission. May result in legal 
liability, and will require significant expenditure of resources to 
complete corrective actions and restore operations.

Serious May cause considerable disruption in the business function or 
loss of customer or business partner confidence. May result in 
compromise of large amount of confidential information or 
services, a substantial financial loss, and the failure to deliver 
organizational programs and services.

Critical May cause an extended disruption in the business function, and 
may require recovery in an alternate site environment. May 
result in full compromise of the organization’s ability to provide 
programs and services, and complete the stated business 
mission.
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6.9.4  Risk Assessment Reporting Template

All risk assessment activities need to be documented. The following is a template 
that can be used to document risk assessment activities.

System Documentation
[This section is used to identify the name of the system and to provide the 
names and contact information of those individuals who are responsible 
for developing, testing, maintaining, and securing the system, as well as 
identifying the business owner of the system under development.]

System Purpose and Description
[Identify the assets utilized by the system and provide a complete and 
concise description of the function and purpose of the system and the 
organizational business processes supported, including functions and pro-
cessing of data. Include all supported services, data flows, and databases, 
as well as functions and information processed.]

Table 6.16   Example 1 Risk Matrix

Likelihood of 
Occurrence

Magnitude of Impact

Low Medium High

Low Low Low Low

Medium Low Low Medium

High Low Medium High

Table 6.17  Example 2 Risk Matrix
Likelihood 

of 
Occurrence

Magnitude of Impact

Insignificant Minor Significant Damaging Serious Critical

Insignificant Low Low Low Low Low Low

Very low Low Low Low Low Moderate Moderate

Low Low Low Moderate Moderate High High

Medium Low Low Moderate High High High

High Low Moderate High High High High

Very high Low Moderate High High High High

Extreme Low Moderate High High High High
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System Environment
[Provide a complete and concise technical description of the system. Dis-
cuss any environmental factors that raise special concerns and document 
the physical location of the system. Provide a network diagram or sche-
matic to help identify, define, and clarify the system boundaries for the 
system, and a general description of the system.]

System Interconnections and Information Sharing
[Show how the various components and services of the application con-
nected or interconnected to any other services or application(s) or other 
software interdependencies.]

System Sensitivity and Criticality
[Document the level of sensitivity of the data handled by the application, 
and the level of criticality associated with how the application supports the 
business mission of the organization.]

Risk Determination
[This portion of the risk assessment documentation will support the cal-
culation of the level of risk for each threat–vulnerability pair based on: (1) 
the likelihood of a threat exploiting a vulnerability; and (2) the severity 
of impact that the exploited vulnerability would have on the system, its 
data, and its business function in terms of loss of confidentiality, loss of 
integrity, and loss of availability. Business impact to threat and vulner-
ability pairs should be mapped and listed in a table in order of highest risk 
to lowest risk. For each risk identified the following information should 
be supplied.]

Threat description

Vulnerability descriptionNN
Threat actionNN
A list of existing controls that may partially or completely protect the riskNN
Likelihood of occurrenceNN
Severity of impactNN
Resulting risk levelNN

A risk determination table might look something like the following in 
Table 6.18.
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Safeguards Determination
[The safeguard determination portion of the document involves identifi-
cation of additional safeguards to minimize the threat exposure and vul-
nerability exploitation for each threat–vulnerability pair identified in the 
risk determination portion. For each risk identified the following informa-
tion should be supplied.]

Threat actionNN

Recommended safeguard descriptionNN

Residual likelihood of occurrence if the additional safeguard would be imple-NN

mented
Residual severity of impact if the additional safeguard would be imple-NN

mented
Residual risk level if the additional safeguard would be implementedNN

Table 6.19 represents a typical safeguards determination table.

Implementation Analysis
[The implementation analysis is used to provide an implementation prior-
ity and rationale for any additional safeguards that are selected for imple-
mentation as a result of the safeguards determination. For each safeguard 
identified that will be implemented, the following information should be 
supplied.]

Table 6.18  Risk Determination Table

Threat Action
Existing 
Controls

Likelihood of 
Occurrence

Severity of 
Impact

Resulting 
Risk

Threat action 
statement one

List of controls 
that affect 

likelihood or 
impact

High High High

Threat action 
statement two

List of controls Moderate High High

Threat action 
statement three

List of controls Moderate Moderate Moderate

Threat action 
statement four

List of controls Low Moderate Moderate

Threat action 
statement five

List of controls Moderate Low Low

Threat action 
statement six

List of controls Low Low Low
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Threat descriptionNN
Vulnerability descriptionNN
Threat actionNN
List of existing controlsNN
Current level of riskNN
Description of recommended safeguardNN
Priority for implementing the safeguardNN
Rationale for why the safeguard should be implemented and why it was given NN
the priority it received

Table 6.20 represents a typical implementation analysis.

6.9.5  Alternate Risk Assessment Reporting Template
The previous section represented a simple and straightforward risk assessment tem-
plate. This section provides a more detailed reporting template that may suit the 
needs of your organization more clearly. This template also includes more detailed 
examples of the types of information that might be found in a risk assessment 
report. It is also based upon a different methodology to provide you with a further 
example of how risk assessments may be approached and conducted.

Table 6.19  Safeguards Determination Table

Threat Action
Recommended 

Safeguard

Residual 
Likelihood of 
Occurrence

Residual 
Severity of 

Impact
Residual Risk 

Level

Threat action 
statement 
one

Recommended 
safeguard one

Moderate Moderate Moderate

Threat action 
statement 
two

Recommended 
safeguard two

Low Moderate Moderate

Threat action 
statement 
three

Recommended 
safeguard three

Moderate Low Low

Threat action 
statement 
four

Recommended 
safeguard four

Low Low Low

Threat action 
statement 
five

Recommended 
safeguard five

Low Low Low

Threat action 
statement six

Recommended 
safeguard six

Low Low Low
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6.10  Risk Assessment Summary
6.10.1  Overview
A risk assessment was conducted for [ORGANIZATION] using the [METHOD 
NAME] risk assessment methodology. The risk assessment was completed in 
[DATE].

The purpose of the risk assessment was to identify [ORGANIZATION] critical 
assets and create risk mitigation plans to protect the critical assets identified.

Table 6.20  Implementation Table

Threat 
Action

Existing 
Controls

Current 
Level of 

Risk
Recommended 

Safeguard
Safeguard 

Priority
Safeguard 
Rationale

Threat 
action 
statement 
one

List of 
controls 
that affect 
likelihood 
or impact

High Recommended 
safeguard one

High Reasons why 
safeguard 
needs to be 
implemented 
right now

Threat 
action 
statement 
two

List of 
controls

High Recommended 
safeguard two

High Reasons why 
safeguard 
needs to be 
implemented 
right now

Threat 
action 
statement 
three

List of 
controls

Moderate Recommended 
safeguard three

Medium Reasons why 
safeguard 
needs to be 
implemented

Threat 
action 
statement 
four

List of 
controls

Moderate Recommended 
safeguard four

Low Reasons why 
safeguard can 
wait

Threat 
action 
statement 
five

List of 
controls

Low Recommended 
safeguard five

Low Reasons why 
safeguard can 
wait

Threat 
action 
statement 
six

List of 
controls

Low Recommended 
safeguard six

Low Reasons why 
safeguard can 
wait
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6.10.2  OCTAVE Risk Assessment Methodology
OCTAVE is a self-directed information security evaluation developed by Carne-
gie-Mellon University. OCTAVE is a risk management approach that focuses on 
understanding which information assets are important to meeting the mission of 
the organization and using that knowledge to prioritize risk mitigation actions.

OCTAVE uses a workshop-based analysis. A small group of people (an analysis 
team) leads the process and gathers information using workshops. The analysis 
team reviews and analyzes the information that has been gathered and creates miti-
gation plans.

The assessment is divided into three phases. Phase 1 workshops elicit knowledge 
from participants at various levels within the organization about critical assets, 
areas of concern, security requirements, and current protection strategy practices. 
This information is used to create threat profiles for each identified critical asset. 
Phase 2 is a technical vulnerability assessment. The critical assets identified in Phase 
1 are examined for vulnerabilities using various scanning and vulnerability assess-
ment tools. In Phase 3, the analysis team identifies and prioritizes risks to the orga-
nization. This prioritized list is then used to create a protection strategy for the 
organization.

Four workshops are held in Phase 1. Participants in the first workshop were 
members of the [ORGANIZATION] Leadership Team. The second workshop 
involved key operational area managers representing various programs throughout 
[ORGANIZATION]. The third workshop was for information technology staff 
and the fourth workshop in this phase involved staff members from various areas 
within [ORGANIZATION]. Attachment 1 contains a list of workshop partici-
pants and the names of the analysis team members.

6.10.3  Identified Assets
An asset is something of value to [ORGANIZATION]. Assets can fall into five 
categories. An information asset is documented (paper or electronic) information 
or intellectual assets. System assets are information systems that process and store 
information. Systems are a combination of information, software, and hardware 
assets. Software assets include software applications, operating systems, database 
applications, networking software, office applications, and custom applications. 
Hardware assets are IT physical devices such as workstations and servers. People 
assets include [ORGANIZATION] staff, including their skills, training, knowl-
edge, and experience.

6.10.4  Critical Assets
The critical assets determined by the Leadership Team are listed below.
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6.10.4.1  Critical Asset #1

[A description of the critical asset and the rationale behind why it was selected as a 
critical asset is described in this section.]

6.10.4.2  Critical Asset #2

[A description of the critical asset and the rationale behind why it was selected as a 
critical asset is described in this section.]

6.10.4.3  Critical Asset #3

[A description of the critical asset and the rationale behind why it was selected as a 
critical asset is described in this section.]

6.10.4.4  Critical Asset #4

[A description of the critical asset and the rationale behind why it was selected as a 
critical asset is described in this section.]

6.10.5  Vulnerability Assessment

The technical vulnerability assessment addresses the need within the risk assess-
ment for an analysis of all workstations, servers, and other network mediums. The 
analysis of these devices focuses on actual vulnerabilities that have been identified 
as misconfigurations, operating system software defects, network holes, or other 
application vulnerabilities that compromise individual layers of security within a 
network environment.

 Although it is necessary for a successful business to leave certain identified vul-
nerabilities unaddressed, the technical vulnerability assessment assists in identifying 
which issues are considered acceptable risk and which issues are not.

 A technical report has been generated and provided to authorized personnel for 
their review. The report will be reviewed by IT personnel. Recommended mitiga-
tion actions for the identified vulnerabilities have been included in the risk mitiga-
tion plans for the critical assets.

6.10.6  Security Requirements

Security requirements outline the qualities of an asset that are important to protect. 
The following security requirements were examined.
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Confidentiality: the need to keep proprietary, sensitive, or personal informa-NN

tion private and inaccessible to anyone who is not authorized to see it
Integrity: the authenticity, accuracy, and completeness of an assetNN

Availability: when or how often an asset must be present or ready for useNN

Security requirements were identified and prioritized for each critical asset. The 
security requirements types were refined by the Analysis Team from the original 
security requirements prioritized by the workshop participants. Security require-
ments for each critical asset are listed below in priority order.

 6.10.6.1  Asset #1

Integrity: [Describe the impact to the asset caused by system integrity prob-NN

lems. Example: Errors associated with data integrity for this asset could lead 
to potential cases of fraud.]
Availability: [Describe the impact to the asset caused by system availability NN

problems. Example: The system must be available 24/7, or the system must be 
operational 90% of the time.]
Confidentiality: [Describe the impact to the asset caused by system confiden-NN

tiality problems. Example: The system contains unique identifying informa-
tion that must be protected from unauthorized access.]

6.10.6.2  Asset #2

Integrity: [Example: The information stored on the system must be accurate NN

or improper financial transactions will result.]
Availability: [Example: The system must be available during regular business NN

hours.]
Confidentiality: [Example: The requirement for confidentiality of the infor-NN

mation stored on the system is minimal because the information is available 
upon request.]

6.10.6.3  Asset #3

Integrity: [Example: The system contains payroll information that must be NN

protected from unauthorized modification.]
Confidentiality: [Example: The system contains payroll information that NN

must be kept confidential.]
Availability: [Example: Normal business operations hours.]NN
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6.10.6.4  Asset #4

Availability: [Example: System should be available during normal business NN
hours.]
Integrity: [Example: System information must be accurate to ensure that pay-NN
ments are made correctly.]
Confidentiality: [Example: System information must be protected from NN
unauthorized access.]

6.10.7  Sources and Potential Impacts of Threats
A threat is any circumstance or event with the potential to harm an information 
system through unauthorized access, destruction, disclosure, modification of data, 
or denial of service. Threats to critical assets can come from both inside and outside 
sources. Motivation can be accidental or deliberate.

6.10.7.1  Sources of Threat

The sources of threats explored during the risk assessment were as follows:

Deliberate actions by peopleNN . This group includes people both inside and out-
side the organization who might take deliberate action against critical assets.
Accidental actions by people.NN  This group includes people inside and outside the 
organization who might accidentally harm critical assets.
System problems.NN  These are problems with information technology systems. 
Examples include hardware defects, software defects, unavailability of related 
systems, viruses, malicious code, and other system-related problems.
Other problemsNN . These are problems that are outside the control of the organi-
zation. Other problems can include natural disasters (e.g., floods and earth-
quakes) that can affect IT systems, unavailability of systems maintained by 
other organizations, and interdependency issues. Interdependency issues 
include problems with infrastructure services, such as power outages, broken 
water pipes, and telecommunication outages.

6.10.7.2  Outcomes

The outcomes of threats typically fall into four categories:

Disclosure or viewing of sensitive informationNN
Modification of important or sensitive informationNN
Destruction or loss of important information, hardware, or softwareNN
Interruption of access to important information, software, applications, or NN
services
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Table 6.21 outlines the critical assets, the potential threats to those assets, and 
the impact of those threats.

Table 6.21   Sources of Threat and Potential Outcomes
Threat Asset #1 Asset #2 Asset #3 Asset #4

Deliberate, 
inside, using 
network 
access

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification

Deliberate, 
outside, using 
network 
access

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification

Accidental, 
inside, using 
network 
access

Disclosure
Modification
Destruction
Interruption

Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification

Accidental, 
outside, using 
network 
access

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction

Disclosure
Modification
Destruction
Interruption

Deliberate, 
inside, using 
physical 
access

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification

Deliberate, 
outside, using 
physical 
access

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification

Accidental, 
inside, using 
physical 
access

Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Destruction
Interruption

Disclosure
Modification

Accidental, 
outside, using 
physical 
access

Disclosure
Modification
Destruction
Interruption

Software 
defects

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption

Disclosure
Modification
Destruction
Interruption Interruption

—continued



182  n  Security Software Development

6.10.8  Impact Descriptions
The Analysis Team next looked at the possible outcomes of each threat, described 
what the potential impact of each threat would be to a particular critical asset 
and assigned it an impact value of high, medium, or low. Evaluation criteria were 
created by defining what constitutes a high, medium, or low impact for [ORGA-
NIZATION] in five categories: reputation/client confidence, customer well-being, 
productivity, financial, loss of facilities, and loss of network functionality. The eval-
uation criteria were developed by the Analysis Team and reviewed by members of 
the [ORGANIZATION] Leadership Team. Evaluation criteria for each category 
are shown in Table 6.22.

6.10.8.1  High Impacts

Three outcomes of potential threats were considered to have a “high” impact on 
[ORGANIZATION] ability to continue critical business functions. The outcome of 
disclosure would have a high impact on both Asset #1 and Asset #4. Destruction or 
loss of information would have a high impact on the Asset #1 system.

6.10.8.2  Medium Impacts

Disclosure of information was considered to be medium impact threat to Asset 
#1 and Asset #2. Unauthorized modification of information creates a medium-to-

Table 6.21   Sources of Threat and Potential Outcomes (continued)
Threat Asset #1 Asset #2 Asset #3 Asset #4

Malicious
software

Destruction
Interruption

Destruction
Interruption

Destruction
Interruption

System crashes Destruction
Interruption

Destruction
Interruption

Destruction
Interruption

Hardware 
defects Interruption

Destruction
Interruption Interruption Interruption

Power supply 
problems Interruption

Destruction
Interruption

Destruction
Interruption Interruption

Telecom 
problems

Interruption

Third-party 
problems

Modification
Destruction
Interruption

Modification
Destruction
Interruption

Modification
Destruction
Interruption Interruption

Natural 
disasters Interruption

Destruction
Interruption Interruption Interruption
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high impact on the Asset #2 system and the Asset #3 system and creates a medium 
impact on Asset #1 and Asset #4.

Destruction or loss of information would create a medium impact on the Asset 
#2 system and a medium-to-high impact on the Asset #3 system. Interruption was 
considered to be a medium-to-high impact for Asset #3 and a medium threat to 
Asset #1 and Asset #4.

6.10.8.3  Low Impacts

The only impact considered to be low was the impact of interruption on the Asset 
#2 system.

6.10.9  Current Protection Strategies

The objective of a protection strategy is to provide a direction for future information 
security efforts rather than trying to find an immediate solution to every security 
vulnerability. Protection strategies include risk management plans, security policies 
and procedures, security awareness training, and business continuity planning.

Workshop participants were given a survey to fill out before the workshop. The 
survey included questions about current security practices within [ORGANIZA-
TION]. Workshop participants were asked to circle “yes” if they knew the practice 
was in use by [ORGANIZATION], “no” if they knew the practice was not used by 
[ORGANIZATION], and “don’t know” if they did not know if the practice was in 
use by [ORGANIZATION].

Each section of the survey was discussed by workshop participants and a deter-
mination was made as to whether there were security strategy practices in place 
or whether there were organizational vulnerabilities. This information was then 
used by the Analysis Team to formulate specific security protection strategies for 
[ORGANIZATION]. The protection strategies were divided into two categories, 
strategic practices and operational practices. Strategic practices address areas such 
as security awareness and training, security management, and security policy devel-
opment. Operational practices address physical security, information technology 
security, and staff security.

Proposed protection strategies for strategic practices are outlined in Table 6.23. 
Proposed protection strategies for operational practices are in Table 6.24.

6.10.9.1  Impact Assessment and Risk Table

The risk table (Table 6.25) includes information about the risks determined for each 
system assessed. The risk level was determined by examining the impacts described 
above and reviewing the protection strategies that are already in place as well as 
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Table 6.23  Example Protection Strategies for Strategic Practices
Protection Strategies for Strategic Practices

Security awareness and 
training

Comply with security policy training requirement.

Make signing of the security statement part of initial 
training and refresher training. Consider using an 
electronic signature method.

Incorporate completion of physical and information 
security training into the annual review process.

Implement plan for regularly scheduled e-mails about 
security best practices from IT.

Security strategy Continue to incorporate security considerations into 
business strategies.

Security management Establish security team to make recommendations and 
provide input to management regarding security 
planning.

Security policies and 
regulations

Create a separate security manual online to make 
security policies more accessible to all staff and 
increase awareness.

Collaborative security 
management

Continue to review and update policies and 
procedures for protecting information when working 
with external organizations.

Contingency planning/
disaster recovery

Create and test disaster recovery plans.

Table 6.24  Example Protection Strategies for Operational Practices
Protection Strategies for Operational Practices

Physical security Review physical access to buildings and make 
recommendations for improvements including 
security cameras, key card system, new locks, etc.

Develop a plan for enforcement of physical security.

Information 
technology security

Train management on IT security risks.

Add enforcement of IT security policies to all 
management job descriptions.

Staff security Document best practice security procedures in a 
separate online security manual.
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organizational vulnerabilities to assist in determining the likelihood of occurrence. 
The following formula was used to determine the risk level.

	 Risk Level = Likelihood of Occurrence × Severity of Impact

Threats types were derived from the threat trees created for each critical asset.

6.10.10  Risk Analysis

When examining the risk table, the level of risk to the physical security of sys-
tems and information is noticeable. One risk created by the threat of unauthor-
ized physical access to systems or information was rated as high, six risks were 
rated as medium, and ten were ranked as low. Of the ten ranked as low risk, two 
would have high impacts to the organization if the threat were realized, two would 
have medium-high impacts, and six would have medium impacts. This would 
indicate that although the risk is low when occurrence likelihood is considered, 
there is potential for noticeable impact to the organization if one or more of these 
threats were realized. Therefore, every effort should be made to mitigate the risk of 
occurrence.

System problems created by the accidental or deliberate downloading of mali-
cious software were ranked as medium risks. The outcome of these system prob-
lems is interruption, which has an impact level of medium-high for Asset #3 and 
medium for both Asset #1 and Asset #4.

Power outages were considered to have a medium risk level for Asset #3 and a low 
risk level for Asset #1 and Asset #4. Again, the impact to these systems of interrup-
tion of service needs to be considered along with the level of risk.

Disclosure and interruption were the two outcomes with the most critical 
impacts. These two outcomes were primarily associated with physical threats and 
system problems.

6.10.11  Risk Mitigation Plans

Risk mitigation plans are intended to reduce the risks to critical assets. The focus 
of mitigation plans is assets. Because all four of the critical assets are accessed from 
the same physical locations and have the same network connections, the plans to 
mitigate risk are very similar.

Additional recommended actions for mitigation of risks to technical systems 
are outlined in the Technical Vulnerability Assessment Report. This report is avail-
able to appropriate [ORGANIZATION] personnel upon request from the IT 
department.
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6.10.12  Summary
The [METHOD NAME] risk assessment of [ORGANIZATION] critical infor-
mation assets revealed that physical security and the prevention of system problems 
are the most crucial to the ongoing functions of the organization’s business opera-
tions. Mitigation plans for reducing the level of impact and the likelihood of occur-
rence for these threats have been submitted as part of this report.

The protection strategies for strategic and operational practices stress the impor-
tance of ongoing training on security best practices and incorporating security fac-
tors in overall organizational planning. The re-establishment of a security team 
with representatives from each level in the organization would be instrumental in 
defining security responsibilities, reviewing policy and information security audits 
and assessments, as well as recommending appropriate actions for managing infor-
mation security risk. Overall, management’s support of security policy and proce-
dure development and enforcement is critical to the management of information 
security risk.
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Chapter 7

Managing Security Risks

Over the course of the past four chapters a detective story of sorts has unfolded. This 
story has focused on a number of distinct elements typically associated with a crime 
or investigative story. As the story opened, the focus was on the crime itself—or at 
least in determining what the principal target of the perpetrated was—the object 
of value (or asset) that the criminal wanted to steal, alter, disclose, or destroy. Next, 
the focus shifted to the “criminal” (or threat source) that caused the crime. After 
going through the list of “usual suspects,” a number of strategies were considered in 
how to identify our threat sources, along with their motivation and opportunities.

Next, the means (or vulnerabilities), those weaknesses in the protections that 
are designed to deter criminals, became the focus of the investigation. We discov-
ered that vulnerabilities provide the avenue of attack that the threat source uses to 
steal, alter, disclose, or destroy our assets. We also learned that although there are 
many technical vulnerabilities associated with software development efforts, there 
are also nontechnical vulnerabilities including weaknesses in physical and adminis-
trative safeguards that can affect software development. We also learned that much 
like a crime lab, discovering vulnerabilities can require tests of numerous types in 
order to be discovered.

Finally, the detective story came to an end when we put all of the facts together, 
the object of the criminal (asset), who the criminal is (threat source), and the means 
(vulnerabilities) the criminal used to carry out his crime. This is where our inves-
tigation began to diverge from the true detective story, because we found that we 
are faced with more than one asset to protect, there are a number of potential 
threat sources that could affect our assets, and several vulnerabilities that provide 
the opportunity for the threat sources to attack the assets. We learned how to pair 
threat sources with vulnerabilities and come up with threat actions which are  
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descriptive statements of how the crime could occur. We then developed subjective 
scales for both the likelihood that the threat action would occur, and the impact 
upon our organization if the threat action should occur. Finally, we developed a 
level of “risk” based upon the likelihood of occurrence and magnitude of impact 
the threat action might have.

Determining what potential risks exist in a software development effort repre-
sents just half of the story. Unlike the detective novel where the story ends when the 
case is solved, our story continues. Our risk analysis is complete, but risk manage-
ment is just beginning. Unlike the detective novel where the goal was to solve the 
crime, our goal is to prevent the crime from occurring in the first place! This is the 
process of risk mitigation and risk management.

7.1  Definitions
Risk management is the process of managing uncertainty through the assessment 
of risks and developing strategies to manage and reduce risk. Risk mitigation repre-
sents the process of developing a strategy to deal with risk. Chapters 2 through 6 of 
this book were dedicated to the process of risk assessment. In this chapter, the focus 
is on risk mitigation. The inputs and outputs of the risk mitigation step of the risk 
management process are shown in Figure 7.1.

7.2  Risk Mitigation Strategies
There are four primary strategies for mitigating risks: assumption, avoidance, limi-
tation, and transference. Not all of these strategies may be available in all situations. 
These strategies often involve trade-offs that may not be acceptable to management. 
Other strategies may not be possible due to the resources required in order to pur-
sue the particular mitigation strategy. At times it may not be possible to avoid risks 
at all, due to political or other situations. However, before a potential strategy can 
be rejected it must first be considered.

Step 9: Risk
Mitigation 

Risk Mitigation
Strategies 

Prioritized List of Risks
Control Analysis

FIGURE 7.1  Inputs and outputs associated with risk mitigation
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7.2.1  Risk Assumption

The first risk mitigation strategy is risk assumption. True self-insurance is an exam-
ple of risk assumption. With risk assumption, an organization assumes the respon-
sibility for the risk, and accepts any consequences associated with the threat action. 
In some instances, such as with projects for government agencies, in particular the 
Department of Defense, risk assumption may not be a possible strategy, particularly 
for high and moderate risks. However, for many other organizations, risk assump-
tion is a valid strategy. For example, some state and local government agencies may 
place the ability to provide services to its constituency above the potential risk asso-
ciated with allowing visitors open access to facilities, where they could potentially 
observe sensitive information.

Other organizations may decide to assume risk because the cost of the potential 
safeguards or controls necessary to reduce a risk may be more costly than the mag-
nitude of impact caused by a threat action. An example of this might be a situation 
such as the following. Let’s assume that an organization maintains all of its data on 
mainframe hardware. The cost of this hardware has been fully depreciated. All of 
the organization’s applications are Web-based applications that retrieve data from 
the mainframe hardware through a gateway. The threat action in this instance is 
data becoming corrupted when passing through the gateway due to the increasing 
age of the mainframe hardware and gateway. Additional manual checks of data 
are required when these instances are recorded. However, the cost associated with 
making these manual checks is less than it would take to replace the aging hard-
ware, and also modifying all of the legacy code from the applications that utilize 
the gateway to retrieve data.

Finally, some organizations may decide to assume risk simply because they can 
afford the potential loss associated with the risk. Many organizations choose to 
assume the potential risk associated with those risks rated low on a scale of high, 
medium, and low for various reasons including: lack of resources to eliminate or 
reduce all risk, the cost to eliminate the risk is greater than the magnitude of risk, 
or the potential drawbacks (e.g., a reduction in customer service) associated with 
the elimination of risk.

7.2.2  Risk Transference

Risk transference is the strategy of transferring the responsibility for the impact 
associated with a risk to another organization. Insurance is a prime example of 
risk transference. Most organizations deal with environmental threats (fire, HVAC 
failure, power failure, etc.) or natural threats (tornadoes, floods, hurricanes, etc.) 
by purchasing insurance to cover the physical losses associated with these threats. 
However, when selecting such a strategy, it is also necessary to consider not only 
the cost of repairing and replacing physical assets, but also to consider the costs 
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of business continuity and disaster recovery should enough damage be caused to 
require a relocation, or significant downtime required to repair the damage caused 
by such a disaster.

Another method of risk transference that is seeing increased use in the IT field 
is the use of managed services. Managed services are a process whereby organiza-
tions turn over the day-to-day management responsibilities for a particular system 
to another organization. Managed services are popular for numerous different IT 
services including, but not limited to:

Intrusion detection and intrusion prevention servicesNN
Data backup and storageNN
Network managementNN
User managementNN
E-mail servicesNN
Data encryptionNN
CommunicationsNN
Business continuity and disaster recovery servicesNN

Organizations utilizing managed services often do so to gain improved effi-
ciencies, reduced costs, or simply to obtain expertise that the current organization 
doesn’t have. Managed services can provide cost-effective and efficient solutions for 
software development programs. Take, for example, a health insurance Web site 
that wants to add a feature which allows the members of the health insurance plans 
the opportunity to ask questions to a registered nurse, doctor, or pharmacist. The 
nature of these questions may require that certain confidential medical information 
be shared in the question. The health insurance organization has a secure e-mail 
system. However, its customers, who will ask the questions, do not. Therefore, the 
health insurance organization can choose to build a custom application in order to 
allow clients the ability to communicate with them securely. Or the health insur-
ance organization could hire a managed service to provide the ability for customers 
to communicate securely, often at a price that is lower than the custom application 
could be built, and certainly have a solution in place more quickly.

Organizations can also choose to internally transfer the risk to other depart-
ments within the organization, or to other agencies within a government. For 
example, many state government agencies that share physical space in a building 
may also share a data center together. Although each agency or department may 
have its own segregated space within the data center, the overall responsibility for 
the physical security associated with that data center, as well as the environmental 
security associated with the data center, may be transferred to another organization 
or agency.

Another example of internal risk transfer is when one department or agency 
within an organization has developed an expertise that the other departments or 
agencies within the organization have not had the time or resources necessary to 
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develop on their own. For example, because business continuity and disaster recov-
ery planning and testing is a very specialized field that often requires consider-
able resources, some of the larger departments within an organization might have 
business continuity and disaster recovery plans, but the smaller departments may 
not have the expertise or resources required to develop their own plans. In this 
instance, the smaller departments may transfer the internal risk of developing such 
plans to the larger departments who have the expertise required.

7.2.3  Risk Avoidance

Risk avoidance is the strategy of eliminating the risk completely. Although risk avoid-
ance is often the most secure strategy, because risk is completely eliminated, it may 
only be possible through the deployment of additional controls and safeguards that 
may cost more than the assets they protect, or by eliminating a product or service.

As an example, let’s look at a small government agency that has recently begun 
taking credit card payments for the permits it issues, via a Web application that allows 
the public to apply and pay for permits online. This process has allowed the agency 
to cut back on the personnel hours at some of its regional offices, because the public 
no longer has to pay for permits in person, but can do so over the Web. Because the 
agency began taking credit cards for payment, the Payment Card Industry (PCI) 
Data Security Standard (DSS) version 1.1 applies to that agency. This new standard 
requires that the agency must protect its Web application by either code reviews, or 
an application firewall. The risk is that if the agency does nothing, and has a breach 
of its Web application that accepts credit card applications, then it may have to pay 
a large fine, and may also no longer be able to accept credit card payments for the 
permits. However, it may not be able to afford the application firewall or the cost of 
the code reviews. Therefore in order to eliminate the risk completely, the organiza-
tion may be faced either with costly controls (application firewall or code reviews) 
which may cost more than the fine would be, or it may be forced to drop the service 
of having the public pay for the permits over the Internet altogether.

In some instances, for example, when dealing with risks that may affect national 
security, or when dealing with risks that may cause significant bodily harm or even 
death, then there may be no alternative other than to completely eliminate the risk. 
Take, for example, software that controls or assists in controlling such actions as:

Air traffic controlNN
Railroad routing and switchingNN
Electrical power grids and power routingNN
Municipal water supplies and damsNN
Autopilots for ships or aircraftNN
Petroleum or petrochemical pipelines or refineriesNN
Guidance systems for missilesNN
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If any of these types of system or software controlling such a system had risks 
associated with them, risk avoidance may be the best bet in order to avoid the poten-
tially dangerous consequences of not eliminating the risk completely. However, it is 
not always possible to completely eliminate risk, short of dropping a product or service 
altogether. In these instances, risk limitation may be the only acceptable choice.

7.2.4  Risk Limitation

Risk limitation is the strategy of applying additional controls and safeguards in order 
to reduce the amount of risk to an acceptable level. By applying additional controls, 
one may be able to reduce a risk from high to moderate or even low, by reducing 
either the frequency of occurrence of the threat action, the magnitude of impact 
the threat action may have, or both. Let’s go back to our detective story analogy. 
A burglar alarm or a dog may make it less likely that someone would break into 
the house, or that if someone did break into the house, make it less likely that that 
individual would have the time to truly search for the assets and still get away. If 
we add a safe to put the assets in, cameras to record any activity, and outdoor lights 
with a motion sensor, then we are even less likely to suffer an adverse break-in. The 
same is true for information technology systems. The more difficult it becomes for 
someone to hack a system, and the less likely that when the individual does hack 
the system that anything will be accomplished, then the less likely an attacker is to 
even try. This is the essence of risk limitation. However, in applying risk limitation 
the following guidelines should still be applied.

The cost of a safeguard should never be greater than the amount of damage NN
that can be applied to the asset(s) the safeguard is protecting.
The earlier in the software development life cycle that the additional safe-NN
guards can be applied, the cheaper those safeguards will cost to implement.

As an example of a risk limitation, consider the following situation. An e-com-
merce site has been found to be vulnerable to SQL injection vulnerabilities, espe-
cially when coupled with information leakage vulnerabilities through the site’s 
error-handling routine; that is, an attacker gains knowledge of the system through 
the SQL injection error, which is displayed to the attacker in the form of an error 
message. The associated risk with this situation is high because of a high magnitude 
of impact and a high likelihood of occurrence because similar attacks have been 
launched on the e-commerce site in the past year. Elimination of the risk would 
require extensive coding changes to the application. If the resources necessary to 
make and test the coding changes were not available due to other priorities, risk 
elimination may not be possible.

However, it may be possible to reduce the impact of the threat by applying 
an application firewall on the database and monitoring this firewall for suspicious 
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activity at the database level. When the suspicious activity is detected, then the 
database can be isolated or cut off from the e-commerce application, or at least the 
activity that is suspect. In this instance, the vulnerability hasn’t been changed at 
all: the SQL injection vulnerability still exists. Nor has the likelihood of occurrence 
changed. However, the magnitude of impact has changed, because the suspicious 
activity may be halted before any significant damage is done to the database. This 
will change the risk level to moderate or even low, depending upon how good the 
monitoring solution is, and how quickly the attacker can be isolated and cut off 
from the attack.

However, if the cost of the application firewall and monitoring is greater than the 
damage an attacker could cause to the database, then another solution for limiting 
the risk associated with the SQL injection should be considered. For a moment, let’s 
assume that this is the case. Therefore we must consider other risk limitation strategies. 
Let’s also assume that some programming resources are available. These programming 
assets aren’t trained how to prevent SQL injection. However, they do have the knowl-
edge to change the error-handling routine so that it does not reveal any information 
when an error occurs. In this instance, the SQL injection vulnerability still exists, but 
we have limited the information an attacker can gather from the SQL injection vul-
nerability by eliminating the associated information leakage vulnerability.

Risk assumption, risk transference, risk avoidance, and risk limitation are all 
valid strategies for mitigating risk. All have their strong points and weak points to 
recommend them. Typically, most risk mitigation plans will utilize more than one 
of these strategies. It may be possible to avoid some low risks by adopting additional 
controls and safeguards. It may also be possible to limit high and moderate risks, 
changing them to low risks by changing the likelihood of occurrence, the magni-
tude of impact, or both. Some risks may be transferable to others using managed 
services or the services of other departments within an organization. And it may 
also be necessary to assume some risks, simply because there is no cost-effective 
method of eliminating, limiting, or transferring the risk without discontinuing a 
product or service. Let’s look at how some of these risk mitigation strategies can be 
applied to our test case.

7.3  Protection Strategies
Protection strategies are long-term initiatives that an organization may use to 
increase its long-term security posture. They are not the same as a risk mitigation 
plan, yet they are often created or at least updated at the same time because they 
require the same types of thinking. Both focus on providing increased security 
protections and mitigating risk. The primary difference is that a risk mitigation 
plan is tactical in nature: that is, what can be done to reduce the effectiveness of 
current threats, where a protection strategy is strategic in nature; that is, how can 
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we increase the overall security posture of an organization within the software 
development life cycle.

In a risk mitigation plan, the focus is on how to eliminate or reduce a specific threat. 
First, a question is posed that describes what we want to accomplish. Then an action 
plan is developed to answer that question. Take a look at the following examples.

Question: How can we prevent an attacker from exploiting the SQL injection 
vulnerability?

Action Plan: Implement strong input validation against a white-list.
Question: How do we prevent an attacker from exploiting the Reflective XSS 

vulnerability?
Action Plan: Implement strong output validation against a white-list.

The protection strategy works much the same way, except that the questions are 
strategic in nature. For example:

Question: How can we ensure that the custom applications our organization devel-
ops are more secure?

Action Plan: Implement security risk management practices throughout the soft-
ware development life cycle.

Question: Are security issues incorporated into our organization’s business strategy? 
What can we do to improve the way security issues are integrated into 
our organization’s business strategy?

Action Plan: Make sure that information security becomes part of the requirements 
analysis for avll new projects. Implement a training and awareness pro-
gram designed to highlight how information security can integrate with 
business strategies.

The types of protection strategies adopted will depend upon the specific organi-
zation and its business needs. Business needs should drive all protection strategies. 
Some further examples of protection strategies include the following:

Update individual training plans and communicate to all personnel.NN
Periodically update training; conduct refresher courses.NN
Ensure compliance by requiring sign-off after completing training.NN
Provide additional technical training for all personnel.NN
Increase education and awareness of security issues as part of initial planning NN
and decision making.
Background checks should be required for specific classes of employees, par-NN
ticularly those with access to sensitive information and those who have finan-
cial responsibilities.
Establish positions with specific responsibilities and authority for setting NN
security strategy.
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Review and update existing security policies.NN
Document procedures for creating, updating, and communicating secu-NN
rity policies.
Implement annual security reviews.NN
Create business associate agreement with security requirements and have the NN
agreement signed by appropriate managed service providers.
Update current disaster recovery and contingency plans.NN
Communicate plans to employees.NN
Conduct training on disaster recovery and contingency plans.NN
Technical staff should receive periodic training in security best practices.NN
Position(s) responsible for information security should be clearly defined.NN

7.4  Mitigating Risks in the Test Case
Recall from the previous chapter that we identified seven distinct risks, one high 
risk, four moderate risks, and two low risks. The high risk was:

A developer programs a backdoor into an application allowing access to the NN
application and its data.

The moderate risks included:

Sensitive information can be disclosed to unauthorized individuals by read-NN
ing the error log files.
An inside employee who had obtained the authentication credentials of NN
another employee could view sensitive information in the application.
An incorrect calculation could result from data contamination caused by a NN
failure of the mainframe service.
Unauthorized attempts to gain access to certain plans are not detected.NN

And low risks identified were:

The retirement plan administrator could erroneously enter a buffer overflow NN
causing the application to crash.
A programmer could inadvertently allow injection flaws or information leak-NN
age that would reveal information to an unauthorized user.

Typically, when considering risk mitigation strategies, high risks are mitigated 
first, because of their potential for greater impact upon the organization, and also 
because oftentimes some of the additional safeguards and controls considered for 
the high risk items will also affect the likelihood of occurrence or magnitude of 
impact for some of the lower risk items. For example, requiring peer reviews could 
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reduce the likelihood of occurrence and the magnitude of impact for the backdoor 
programmed into our test case. Code and peer reviews would also make it much 
more likely that injection flaws and information leakage flaws would be caught 
before such code was implemented.

The detection of backdoors is not easy, especially in an application that may 
have hundreds of thousands, or even millions of lines of code. There are some code 
scanning software packages that can detect some forms of backdoors. But even 
the best of these software packages will not detect each and every instance of a 
backdoor. The best methods of detecting backdoors are code and peer reviews con-
ducted as each module of code is written, along with code source control software 
and configuration management processes designed to compare versions of code.

For the test case, the organization did require the use of code source control 
software, but it was not monitored closely. As a direct result, a backdoor was pro-
grammed into the application in question and remained undetected for some time 
until it was uncovered during the testing for a bug that affected the calculations 
within the application. As a direct result of this incident (and others like it), code 
and peer reviews were instituted for all new code, and the source code control 
software was monitored. This will change the likelihood of occurrence from high 
to medium because the controls are now more effective. It will also change the 
likelihood of impact from critical to moderate because the types of backdoors that 
can now be programmed will be less devastating than previously. Therefore, the 
risk level is limited to moderate. As a direct result of these changes, the likelihood 
of occurrence for the risk associated with injection flaws or information leakage is 
also reduced from high to low.

The moderate risk associated with the error log files may also be limited. It 
was not possible to change the settings on the error log file to restrict its access. 
However, a process was developed that moved the error log files to a secure location 
at the end of each day. In this manner, the likelihood of occurrence was reduced 
from medium to low because the controls became more effective in preventing the 
user from viewing sensitive data that may have been in the log file. The overall risk 
level was reduced to low because our risk matrix associates a low risk when a threat 
action has a low likelihood of occurrence and a moderate level of impact.

It was decided to accept the risk associated with an inside employee gaining the 
log-in credentials of another employee for a number of reasons. First, employees 
were required to change their passwords every 30 days, so that the risk would only 
exist for a 30-day window at best. Second, only PCs within the retirement plan 
administration department would have the access to the application; it wouldn’t be 
available from a PC elsewhere in the company, even with stolen log-in credentials. 
Finally, the open floor plan of the retirement plan administration department made 
it unlikely that a strange individual could sit down at a PC in the department with-
out being challenged by someone, at least during regular business hours.

The data contamination that could occur when the mainframe service suffered 
an error can be eliminated. By passing an error message to the application from the 
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mainframe service whenever anything went wrong with the mainframe service, the 
application would know when potential data contamination occurred. The appli-
cation was programmed to attempt to request a fresh set of data from the main-
frame service when this occurred. If three or more errors of the mainframe service 
occurred in a row, the application would inform the user that the mainframe service 
was unavailable, and to report the situation to the help desk for resolution. In this 
instance, the likelihood that the data would be corrupt was completely eliminated, 
thus eliminating the risk altogether.

The risk associated with unauthorized attempts to gain access to certain retire-
ment plans was caused by the authentication service. The authentication service 
required three pieces of information, user ID, password, and a plan ID. If the user 
ID and password were valid, but the plan ID was not valid (i.e., the user was not 
authorized to see the information for the plan ID provided) then the authentication 
service would not return an error. The user would not be allowed to continue, but 
no error would be provided to the user, nor would an entry be made in an error or 
access log. In this case, the risk was transferred to the management of the retire-
ment plan administration area. When the application was informed that the user 
ID and password were not authorized for the plan ID provided, an e-mail was gen-
erated by the application and sent to a management mailbox in the retirement plan 
administration area. The e-mail provided the details of the user who was attempt-
ing to access unauthorized information, which plan that user was attempting to 
view, and the date and time of the attempt. It then became the responsibility of the 
retirement plan administration management staff to investigate the unauthorized 
access attempt and take any appropriate action.

Finally, the risk associated with buffer overflows was eliminated. Although this 
buffer overflow problem had little impact upon the organization, future plans called 
for the application to be made available to customer service representatives so that 
they could initiate their own calculations (rather than require the retirement plan 
administrator). This would have changed both the likelihood of occurrence and the 
magnitude of impact for this risk. Therefore, the risk was eliminated by enforcing 
strict input validation rules on all input fields.

7.5  Conclusion
Our detective story has changed from one of crime detection to that of crime pre-
vention. Risk management is the process of managing the day-to-day uncertainties 
of any operation by assessing and mitigating risks. Up until this chapter, the focus 
was on the process of risk assessment, or the detection of those uncertainties that 
may affect the day-to-day operations of any organization. In this chapter, our focus 
switched to the second part of risk management, that of risk mitigation: strategies 
for reducing or eliminating risk. A number of different strategies were discussed 
for mitigating risk including: risk acceptance, risk transference, risk avoidance, 
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and risk limitation. All of these are valid strategies for reducing or eliminating the 
risk associated with software development. Any given risk mitigation process will 
involve the employment of at least one, if not several of these strategies.

7.6  Risk Mitigation Checklists
The following checklist may be helpful in determining a risk mitigation strategy. 
Each risk should be considered separately when determining a risk mitigation strat-
egy, beginning with the highest level of risk first.

Risk Mitigation Strategies��
Risk Acceptance.��  No action is taken to mitigate risks. Risk assumption 
may be considered when:

The organization is self-insured.��
The level of risk is relatively low, particularly the magnitude of impact ��
associated with the risk.
The cost of additional safeguards or controls to reduce or eliminate the ��
risk any further is greater than the cost caused by the threat action.
The organization is forced to accept the risk due to a political or man-��
agerial decision.
The organization would be forced to discontinue a product or service ��
in order to eliminate or reduce the risk.

Risk Transference.��  The responsibility for the impact associated with the 
risk is transferred to another organization or entity. The impact associated 
with the risk is typically transferred through written agreements with:

Insurance agencies��
Managed services��
Other departments, individuals, or agencies within an organization��

Risk transference should only be considered when:��
The cost of the risk transference (i.e., the cost of insurance, man-��
aged services, or departmental chargeback) is less than the cost of the 
impact associated with a threat action.
The transference of risk does not create additional risk. (For example: ��
using managed services often may expose data and systems to other orga-
nizations. In the case of a shared data center, controls must be in place 
to ensure that employees from various organizations only have access to 
their own data and systems stored within the shared data center.)

Risk Avoidance.��  Risks are avoided by:
Dropping products or services associated with the risk.��
Eliminating the risk either by completely eliminating the vulner-��
ability, or by implementing additional safeguards which reduce the 
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likelihood of occurrence of the threat action, reduce the magnitude of 
impact of the threat action or both to zero.

Risk avoidance should be considered when:��
The associated risk could result in the bodily injury or death of an ��
individual or individual(s).

Risk Limitation.��  The likelihood of occurrence for a threat action, or the 
magnitude of impact for a threat action are reduced through the adop-
tion of additional controls and safeguards. This reduces the level of risk 
to a point where the residual risk may be accepted. Risk limitation may 
be considered when:

The cost of the additional safeguards and controls are not greater ��
than the cost of the impact associated with a threat action.
Any remaining residual risk will be acceptable to the organization.��

7.7  Risk Mitigation Reporting Template
Whatever risk mitigation strategy is selected, it is important to document the deci-
sions that were associated in selecting the strategy. This will provide evidence that 
due diligence was performed. Typically a documentation of risk mitigation strate-
gies will include the following.

7.7.1  Risk Mitigation Documentation

[Documenting risk mitigation efforts describe how risk mitigation activities will 
be carried out and the decisions associated with risk mitigation. Through risk miti-
gation, the organization will prioritize, evaluate, and implement appropriate risk-
reducing controls recommended from the risk assessment process. An example of 
risk mitigation documentation is found below.]

 The elimination of all risk is usually impractical or close to impossible. There-
fore, it is the responsibility of the organization’s senior management and functional 
and business managers to use the least-cost approach and implement the most 
appropriate controls to decrease mission risk to an acceptable level, with minimal 
adverse impact on the organization’s resources and mission.

7.7.2  Risk Mitigation Options

Risk mitigation is a systematic methodology used by the organization’s senior 
management to reduce mission risk. The organization will achieve risk mitigation 
through any of the following risk mitigation options:
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Risk AssumptionNN . Accepting potential risk and continue operating IT system(s) 
or implementing controls to lower the risk to an acceptable level.
Risk AvoidanceNN . Avoiding the risk by eliminating the risk cause or consequence 
(e.g., forgo certain functions of a system or shut down the system when risks 
are identified).
Risk LimitationNN . Limiting the risk by implementing controls that minimize 
the adverse impact of a threat’s exercising a vulnerability (e.g., use of support-
ing, preventive, or detective controls).
Risk TransferenceNN . Transferring the risk by using other options to compensate 
for the loss, such as purchasing insurance.

The organization’s goals and mission shall be considered in selecting any of 
these risk mitigation options. Because it may not be practical to address all identi-
fied risks, the organization shall give priority to the threat and vulnerability pairs 
that have the potential to cause significant mission impact or harm. Because the 
organization has a unique environment and objectives, the option used to mitigate 
the risk and the methods used to implement controls may vary. The organization 
will use the “best of breed” approach by selectively using appropriate technologies 
from among various security products, along with the appropriate risk mitigation 
option and nontechnical administrative measures.

7.7.3  Risk Mitigation Strategy

As a general guideline, the organization will provide implementation of control 
actions at appropriate points in the SDLC using the following guidelines:

When a vulnerability (or flaw/weakness) exists. The organization will imple-NN
ment appropriate assurance techniques to reduce the likelihood of the vulner-
ability being exercised.
When a vulnerability can be exercised. The organization will apply layered NN
protections, architectural designs, and administrative controls as appropriate, 
to minimize the risk of, or prevent, the vulnerability being exercised.
When the attacker’s cost is less than the potential gain. An attacker repre-NN
sents someone or something intentionally attempting to violate the security 
of an asset. The organization will apply appropriate protections to decrease an 
attacker’s motivation by increasing the attacker’s cost. For example, by apply-
ing system controls to limit what a system user can access and accomplish, 
the organization could significantly reduce a potential attacker’s gain.
When a potential loss would be too great. The organization will apply appro-NN
priate design principles, architectural designs, and technical and nontechni-
cal protections to limit the extent of the attack, thereby reducing the potential 
for loss.
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7.7.4  Control Implementation Approach
When control actions must be taken, the organization will address the greatest risks 
and strive for sufficient risk mitigation at the lowest cost, with minimal impact on 
other mission capabilities. The organization will use the following risk mitigation 
methodology when implementing controls:

Step 1: Prioritize actions. Based on the risk levels presented in the risk assess-NN
ment report, the implementation actions will be prioritized. In allocating 
resources, top priority will be given to risk items with unacceptably high risk 
rankings. These vulnerability–threat pairs will require immediate corrective 
action to protect the organization’s interests and mission.
Step 2: Evaluate recommended control options. The organization will ana-NN
lyze the feasibility (e.g., compatibility, user acceptance) and effectiveness (e.g., 
degree of protection and level of risk mitigation) of the recommended con-
trol options. The organization will then adopt the most appropriate control 
option for minimizing risk.
Step 3: Conduct cost-benefit analysis. The organization will conduct a cost-NN
benefit analysis to aid management in decision making and to identify cost-
effective controls.
Step 4: Select controls. On the basis of the results of the cost-benefit analy-NN
sis, management shall determine the most cost-effective control(s) for reduc-
ing risk to the organization’s mission. The controls selected should combine 
technical, operational, and management control elements to ensure adequate 
security for the system and the organization.
Step 5: Assign responsibility. Appropriate persons who have the appropriate NN
expertise and skillsets to implement the selected control will be identified, 
and responsibility will be assigned.
Step 6: Develop an action plan. At a minimum, the plan shall contain:NN

	 Risks (vulnerability–threat pairs) and associated risk levels−−
	 Recommended controls−−
	 Prioritized action list−−
	 Selected planned controls based upon the results of the cost- −−
	 benefit analysis
	 Required resources for implementing the selected controls−−
	 Lists of responsible teams and staff−−
	 Start date for implementation−−
	 Target completion date for implementation−−
	 Maintenance requirements−−

Step 7: Implement selected controls. Depending upon individual situations, NN
the implemented controls may only reduce the risk, instead of eliminating it. 
These reduced risks shall be documented for auditing purposes.
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Chapter 8

Risk Assessment 
and Risk Mitigation 
Activities in the SDLC

Software development is a constant balancing act among functional requirements, 
business drivers, deadlines, limited resources, risk, and flexibility. This balancing 
act is governed by the Software Development Life Cycle (SDLC) methodology 
selected for the software development effort. Unfortunately, many of the SDLC 
methodologies in use today do not recognize security as a functional requirement 
that must be a part of any development effort. The following major SDLCs do not 
have a concrete notion of security:

WaterfallNN
Incremental BuildNN
SpiralNN
Rational Unified Process (RUP)NN
Extreme Programming (XP)NN

Within these SDLC methodologies, security is treated as just one more non-
functional requirement. And experience has taught that nonfunctional require-
ments are often the first thing to go in the face of budget cuts, scarce resources, and 
tighter schedules. Eliminating security controls from a software development effort 
will increase the risks associated with that software development project.
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Regardless of the SDLC methodology an organization selects, there are a num-
ber of common steps or phases that can be identified. And within each of these 
steps, there are risk assessment or risk mitigation activities that can be conducted. 
The following sections describe risk management activities that are appropriate for 
the SDLC phases of:

Requirements gathering and analysisNN
DesignNN
DevelopmentNN
TestNN
Implementation/maintenanceNN

Figure 8.1 is a graphical representation of risk management activities and how they 
fit into the phases of the SDLC.

There are several general rules that can be applied to any step in the risk man-
agement process. First and foremost, make sure that all risk management activities 
follow the quality assurance principles, rules, and guidelines of the organization. 
Quality assurance should be the foundation for any process within an organiza-
tion. Quality does not happen by accident. Rather it comes from following stan-
dards and processes which ensure that all documentation and deliverables follow a 
well-defined process that allows for oversight. This oversight must come from mul-
tiple levels within an organization, and at multiple points within a life cycle. Sec-
ond, all information, activities, requirements, and decisions should be thoroughly 
documented. The history of why decisions were made, and what information was 
available when those decisions were made is essential in understanding the risks 
that may be associated with later phases of a development effort. Finally, all docu-
mentation and deliverables should fall under configuration and change manage-
ment processes. Too often it becomes impossible to understand the circumstances 
under which a document or piece of code changed without change management 
and version control. When this happens, risks may occur because information 
essential to understanding the history of decisions made may be altered or lost.

8.1  Requirements Gathering and Analysis
There are several elements of the risk analysis effort that may be accomplished dur-
ing the requirements gathering phase of the SDLC. First, this is a good point to 
begin the identification of assets. During the requirements phase, the information 
required for the software begins to be identified. As these information elements are 
identified, they may also be classified to determine if the information is sensitive 
or critical to the mission of the organization. Assets other than sensitive or criti-
cal information such as services, databases, other applications, accounts, business 
rules, functions, formulas, and people may be identified. Items that are important 
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to business managers will be uncovered during this phase, as will the consequences 
of failing to protect assets. A review of legislative or other regulatory requirements 
that might lead to the identification of assets will often occur during this phase. 
Additionally, a review of organizational standards and policies undertaken to 
understand requirements may also reveal assets such as passwords, authentication 
processes, and encryption methods and keys.

In addition, threats may also begin to be identified during this phase. Abuse 
cases are a form of use case that can be used to identify threats. Whereas use cases 
document expected behavior, normal inputs, and functional requirements, abuse 
cases can be used to document unexpected behavior by malicious agents, unex-
pected inputs, and missing security requirements. Abuse cases are a form of threat 
modeling discussed in Chapter 4 of this book.

8.2  Design
During the design phase, there are a number of additional risk assessment as well 
as some risk mitigation activities that may take place. First, during the design phase 
additional asset identification activities may take place as asset libraries from ear-
lier development efforts are reviewed for possible reuse in the current development 
effort. In addition, as the architecture of the software is designed, additional assets 
may be identified by looking at data flows, authentication processes, transmission 
protocols, and other services that may be required by the design.

During the design phase, vulnerabilities are considered for the first time. 
Although no code has been written at this point and therefore no vulnerability 
testing will have been completed, common vulnerabilities from OWASP, SANS, 
NIST, and other sources can and should be considered. When the design of the 
architecture is complete, then lists of common vulnerabilities can be consulted and 
considered. A control analysis can be conducted using a list of current and planned 
controls for the system to end up with a list of vulnerabilities that could affect the 
software once it enters production.

At the end of the design phase, a risk analysis should be completed utilizing the 
assets, threats, and vulnerabilities that have been discovered up to this point. This 
risk analysis should then form the basis for risk mitigation decisions that will affect 
the remaining phases of the software development life cycle. For example, if vulner-
abilities such as injection flaws and buffer overflows are found to represent a signifi-
cantly high risk, a risk mitigation strategy employed might be to attempt to avoid 
or limit the risk by ensuring that all input fields in the application require strong 
input validation code, and furthermore, that each and every input field within the 
application will be thoroughly tested to ensure that the input validation code is in 
place and functioning correctly. By identifying such risks at this point in the soft-
ware development effort, risk mitigation efforts will generally be cheaper than if 
these risks were discovered after the application had entered production.
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Test cases for all risks uncovered by the risk assessment should also be devel-
oped. These test cases should be written in order to test each and every threat 
action, with the goals of:

Understanding the likelihood of occurrence and magnitude of impact a NN
threat action may have
Testing to ensure that any risk mitigation strategies selected will be effectiveNN

For example, injection flaws represent a risk and the risk mitigation strategy is to 
limit this risk by application of input validation; then the test plan should call for 
testing all input for potential risk injection vulnerabilities, and if such a vulnerabil-
ity is uncovered during the test phase, then conducting further testing in order to 
see how far the injection vulnerability can be exploited.

This risk assessment and the associated risk mitigation strategies employed must 
be thoroughly documented and placed under change management.

8.3  Development
During the development phase, coding actually begins. It is at this point that addi-
tional vulnerabilities may be uncovered by using processes such as the following:

Peer, buddy, and code reviewsNN  that search for code (or the absence of code) 
which might allow a vulnerability to exist within an application. Code 
reviews often find and remove common vulnerabilities such as buffer over-
flows, improper error-handling routines, and lack of improper field validation 
rules. Code reviews help find and fix defects earlier, which helps eliminate 
costly repairs later in the development cycle. These reviews do not need to 
be costly in terms of schedule and often make for one of the best mentoring 
techniques. Remember: code reviews are not meant to be a competition and 
that cooperation and communication are keys to success.
Pair programmingNN  where two authors develop code together at the same 
workstation can also reduce the probability that vulnerabilities will be intro-
duced into software.
Unit testingNN  can also be used to detect vulnerabilities. Common vulnerabili-
ties such as buffer overflows, injection flaws, and information leakage can all 
be easily detected through testing.
Static code scanning toolsNN  look for vulnerabilities and inconsistencies within 
the style of the code. These scanners will point out potential vulnerabilities 
within an application.

In addition to vulnerability detection, risk mitigation strategies selected during 
the design phase also begin to take effect. Decisions such as the enforcement of 
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certain coding standards including ensuring that all input fields in the application 
require strong input validation code, and furthermore, that each and every input 
field within the application will be thoroughly tested to ensure that the input vali-
dation code is in place and functioning correctly will be made. Risks uncovered in 
the design phase may have resulted in risk mitigation decisions to make changes to 
the design of the architecture, data flows, or services and functions that will begin 
to be coded in this phase.

8.4  Test
During the testing phase, a number of different tools can be brought into play in 
order to further detect vulnerabilities associated with the software development 
effort. Dynamic code scanning tools can attempt to find vulnerabilities while the 
code is actually executing. Also Web application scanning tools can be utilized 
during this phase by “crawling” the Web pages associated with the application, 
investigating each Web page, input field, and link and finding vulnerabilities while 
attempting to “break” the application. Finally, vulnerability scanning tools can be 
utilized to look for vulnerabilities within the organization’s network which may be 
open to known vulnerabilities that may affect the application. All of these tools can 
and should be used within test environments in an attempt to find as many vul-
nerabilities associated with the software development as possible. All testing using 
network vulnerability scanners, even on limited test environments, needs to be 
coordinated, because many vulnerability scanners are intrusive by nature and may 
eat up bandwidth, shut down running services, or potentially damage systems.

In addition to testing for vulnerabilities utilizing dynamic code scanning tools, 
Web application scanning tools, and network vulnerability scanners, application 
testing in this phase can and should be conducted that focuses on vulnerabilities 
and threats which were discovered in earlier phases of the SDLC. For example, 
ensuring that all input fields have data validation routines behind them could be 
one way of testing that buffer overflow and injection type attacks have been miti-
gated. Likewise, trying to break an application and view the information supplied 
to the user by the error-handling routine(s) of an application can also be utilized in 
order to check for possible information leakage threats.

During the test phase, after all testing for vulnerabilities has been completed, 
but before the decision on migrating the application to production has taken place, 
another risk assessment should be conducted. This risk assessment should consider 
the assets, threats, and vulnerabilities identified since the original risk assessment 
was conducted, and should also consider the residual risk remaining after any risk 
mitigation efforts were conducted. In addition, risk mitigation recommendations 
should be made for any new threat-action statements identified since the origi-
nal risk analysis. The risk analysis and any mitigation recommendations should be 
made available to the individual(s) who will make the decision on implementing 
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the application in production. Providing this information to the implementation 
decision maker(s) will ensure that the decision is made with the full knowledge of 
any remaining residual risk.

8.5  Production and Maintenance
During the production phase, testing should still continue to uncover potential 
threats and vulnerabilities associated with the production of the application. If 
the application is a Web-based application, it should be scanned utilizing Web-
based application scanning tools to ensure that there are no unknown vulner-
abilities with the production configuration of the application or the environment 
in which it now functions. Additionally, periodic vulnerability scanning should 
be conducted on the network environment to ensure that no network-based vul-
nerabilities that could affect an application creep in. For example, network vul-
nerability tools can often identify critical patches that should be applied to Web 
servers, database servers, or operating systems. If these patches are not tested and 
applied in a timely manner, they could affect the overall level of risk associated 
with applications that are deployed on those systems.

In addition, periodic risk assessments should be conducted during the produc-
tion and maintenance phases of any software development effort. They should be 
conducted at least every other year, or when any significant changes are made to 
the application, the services upon which it relies, or the environment in which it 
operates. This process should be defined in a risk management plan that is continu-
ally reviewed (at least annually) and updated as necessary. As we learned in the 
previous chapter, the third element of risk management is continual assessment 
and improvement. Threats and vulnerabilities continue to become more sophis-
ticated, and therefore organizations must continually improve in the assessment, 
mitigation, and management of risks in order to provide a more secure computing 
environment.

8.6  Risk Management Activities within the Test Case
Throughout the course of this book, we utilized a test case to illustrate some of the 
principles associated with assessing and mitigating risks during a software develop-
ment life cycle. This test case was based upon the real-life experiences of the author 
with a project which was very similar to that utilized in the test case. Each chapter 
looked at a different step in the risk assessment, risk mitigation, or risk management 
process. The story began with the selection of a risk assessment methodology. From 
there we looked at identifying assets, threats, and vulnerabilities, and then utiliz-
ing these items to assess some of the risks associated with the test case development 
effort. We then examined strategies to mitigate these risks.
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In this chapter, the focus is not on how the risk assessment and risk mitigation 
efforts should be conducted, but rather when they were conducted in the actual test 
case. We look at each of the assets, threats, and vulnerabilities associated with the test 
case and discuss the circumstances under which they were uncovered. We also look 
closely at the risk mitigation strategies selected, and discuss their relative effectiveness 
as well as the decision-making process involved.

8.6.1  Test Case Assets

The assets for the test case were as follows:

PII utilized by the application to calculate retirement benefitsNN
The proprietary business rules used within the application to calculate retire-NN
ment benefits
The Web portal used by external customers to access and view the results of a NN
retirement benefit calculation
The application of IRS business rules as they apply to the calculation of retire-NN
ment benefits
The passwords utilized by internal employees to access the PII used by the NN
application
Corporate reputationNN
The collective knowledge of the only business analysts within the organiza-NN
tion who understand the complexity of the calculations involved

From the beginning it was obvious that the PII required for the application was 
already an asset to the organization, due to the sensitive nature of much of the data 
that was required in order to calculate the retirement benefits. The PII was identi-
fied during the requirements phase as an asset, as was corporate reputation, as the 
organization had always placed a high value upon its reputation as an industry 
leader in this field.

However, many of the other assets were not recognized as assets until later 
phases of development. Until the system architecture was fully designed, it was 
not easy to recognize that the application of IRS business rules and the proprietary 
business rules should be an asset. These were uncovered as assets towards the end 
of the design phase as the architecture of the application became more apparent. 
It was also at this time when the design of the authentication service came under 
discussion that passwords were recognized as potential assets for the application. 
The authentication service that was in use by the organization at the time was able 
to not only authenticate user IDs but also to authorize specific user IDs to specific 
plan IDs. This was necessary to ensure that only the retirement plan administrator 
for a given plan, and her assistants and manager would have access to the informa-
tion within that plan. This was necessary to ensure that retirement plan administra-
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tors and their assistants could not have access to plans they did not administrate, 
particularly the organization’s own retirement plan which held salary information 
for every employee within the organization who was a participant in the plan.

The Web portal was not a part of the original design of the application. In a later 
phase of the project, the additional requirement to provide a method for customers 
to see the results of a retirement calculation more quickly was added. It was only 
during this phase of the development effort that the Web portal was selected as a 
solution to this problem and at that point, it became an asset.

Finally, it wasn’t until the development phase that the body of knowledge held 
by the handful of business analysts was really appreciated as the asset it represented. 
The business rules behind the calculations were incredibly complex, and by this 
time, there were only three business analysts in the entire organization who truly 
understood how all of the calculations worked, especially in conjunction with the 
IRS rules. When one of those business analysts retired during the middle of the 
development effort, which left two individuals who understood the business rules, 
then it became very apparent that their knowledge needed to be thoroughly docu-
mented in case something happened to them.

8.6.2  Test Case Threats

The threats from the test case included the following:

Shoulder surfing could allow nonauthorized personnel to observe the authen-NN
tication process.
Impersonation could allow users with stolen identity credentials (i.e., a stolen NN
user ID and password) to view information they are not authorized to see.
Errors and omissions in updating the IRS limitation file could result in the NN
application applying incorrect business rules to the calculation. Likewise, 
errors and omissions in the entries made by the retirement plan administra-
tor, such as the plan formula, fiscal year end date, or amount to be contrib-
uted could all result in an incorrect calculation.
Inadvertent acts or carelessness could result in programming errors that do NN
not apply the complex business rules properly, resulting in incorrect calcula-
tions or incorrect error handling or other potential vulnerabilities that could 
allow an attacker to gain access.
Data contamination. The error log designed for this application placed all NN
of the details associated with the error into an error log including sensitive 
information that the log administrator was not authorized to see.
Corruption by system failures. If the mainframe service that gathers the PII NN
required for the calculation is interrupted due to a mainframe system failure, 
the data placed in the DB2 tables could be garbled or corrupted. Or likewise 
the call to the DB2 table to pull the PII into the application could be cor-
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rupted by system failures such as the gateway to the mainframe, resulting in 
data that is garbled or corrupted.
Failures and intrusions not properly logged. It is possible for the authentica-NN
tion service to determine that the user has not properly supplied log-in cre-
dentials, or is not authorized to view a specific pension plan. If these types of 
intrusions are not properly logged (i.e., the user is simply denied access to the 
information and no log entry is made) then no audit trail will exist that a user 
was attempting to view unauthorized information.
Environmental and natural threats. The application will run on a Web server NN
located in the main data center for the company. This data center is also the 
home of the mainframe computer where all of the data files are stored. There-
fore natural and environmental threats such as fire, flood, power fluctuations, 
tornadoes, and the like all could affect the operation of the application or its 
associated information.
Malicious code. Viruses, worms, or other malicious programs could attempt NN
to alter or destroy the IRS limitations data file, or interrupt calls through the 
gateway between the Web-based application and the mainframe service or 
the mainframe DB2 database.
Eavesdropping. Keystroke loggers could capture user IDs and passwords sup-NN
plied to the authentication service. Network sniffers could detect, intercept, 
and corrupt or replace packets sent between the application and the gateway 
to the mainframe.
Intrusion. Backdoors to the application could be programmed by the devel-NN
opment staff.
Takeover of authorized sessions. If an authorized retirement plan admin-NN
istrator left a workstation unattended and unlocked then it would be pos-
sible for an unauthorized individual to gain access to the information in the 
application.

Most of the threats of the test case were uncovered using threat modeling tech-
niques during the design phase of the development effort. However, there were a 
couple of threats that weren’t uncovered until much later in the development effort. 
The data contamination threat was not uncovered until the acceptance testing 
phase, when the development team was trying to debug an error in the application 
and noticed that the error log file contained sensitive information including Social 
Security numbers and salary information. Neither piece of information was obvious 
at first, because the Social Security numbers appeared simply as a nine digit number 
(i.e., 123456789 not 123-45-6789) and the salary information also appeared just as 
a number 67459.25 or something similar, all jumbled together amidst a jumble of 
other information. But eventually, the development team realized that some of the 
information within the log file represented confidential information.

Likewise the corruption by system errors was not recognized as a threat until 
user testing. Test results during a two-day period were not bringing back con-
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sistent results for the PII retrieved by the mainframe service. Tracking back the 
problem revealed that the test environment from the mainframe during those two 
days was experiencing some stability problems from a batch testing patch that had 
just been installed and was in the process of being tested before it was passed on to 
production.

The failures and intrusions not properly logged threat was not detected as a 
potential threat until after the first phase of development had been rolled into pro-
duction. It was only uncovered when a new retirement plan administrator repeat-
edly attempted to gain access to a specific plan ID and kept getting blocked by the 
authentication service. Because the administrator was new, this individual did not 
know who to report the problem to and so kept trying over the course of two weeks. 
Eventually, it was determined that when this individual was assigned a new case-
load, the proper individuals were not notified, so she was not properly authorized 
for the plan as she should have been. However, this revealed the threat that an indi-
vidual could make repeated attempts to access information she was not authorized 
to view, and no log was being kept of the attempts.

Finally, the backdoor to the application was discovered during phase 3 of the 
development effort. The backdoor had been placed by members of the development 
staff after the initial test phase when it was discovered that some testers were only 
partially completing a calculation effort, and then leaving the application running 
all night long. This prevented some of the cleanup efforts of logging test data, and 
locked some rows in the test database. The backdoor allowed them to shut off the 
access of the users who were leaving the application running. A different method 
was found to handle the situation without requiring a backdoor, and the backdoor 
was removed.

8.6.3  Test Case Vulnerabilities

Vulnerabilities for the test case included the following:

Buffer overflowsNN
Injection flawsNN
Information leakage and error handlingNN
Broken authentication and session managementNN
Lack of a policy requiring code and peer reviewsNN
Lack of a policy that requires the classification of dataNN

Of these vulnerabilities, only buffer overflows, lack of a policy requiring code 
and peer reviews, and lack of a policy requiring the classification of data were con-
sidered during the initial risk assessment conducted during the design phase. Both 
code and peer reviews and data classification policies for the organization were 
under consideration at the time of the development effort, and the development 
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team had experienced buffer overflows on a recent project. However, the injec-
tion flaws and information leakage were not uncovered until the test phase, when 
they were discovered at the same time by one of the testers who knew about SQL 
injection. This tester noticed some of the information that was being passed back 
to him from the error-handling routine of the application was actually revealing 
information about the database tables, and that by utilizing a SQL query in an 
input field, he could find out more information including some of the information 
stored within those tables. The remaining vulnerability was not discovered until 
the production phase of the application development effort, at the same time the 
failures and intrusions not properly logged threat was uncovered.

8.6.4  Test Case Risks and Mitigation Efforts

Risks associated with the threat case included the following:

The retirement plan administrator could erroneously enter a buffer overflow NN
causing the application to crash.
Sensitive information could be disclosed to unauthorized individuals by read-NN
ing the error log files.
An inside employee who had obtained the authentication credentials of NN
another employee could view sensitive information in the application.
A programmer could inadvertently allow injection flaws or information leak-NN
age that would reveal information to an unauthorized user.
An incorrect calculation could result from data contamination caused by a NN
failure of the mainframe service.
Unauthorized attempts to gain access to certain plans are not detected.NN
A developer programs a backdoor into an application allowing access to the NN
application and its data.

Of the risks listed here, only the first and third ones were uncovered prior to 
the development phase. The other risks were not discovered until much later in the 
development effort, near the end of the testing phase. And at least two risks were 
not uncovered until after the first two phases of the development effort had been 
put into production. The reason for this is that at the time of the development 
effort, the author and the development team did not fully understand how to pro-
gram applications securely, and although program reviews were conducted, appli-
cation risk assessments were not required by the organization. If they had been, it 
is probable that many of the risks not uncovered until the production phase would 
have been detected earlier.

Still, when the risks were discovered, or at least the vulnerabilities and threats, 
risk mitigation efforts were conducted. Because code and peer reviews were already 
under consideration, when the backdoor was discovered in this application (and in 
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others at the time) the code and peer reviews were established and helped discover 
a great many flaws in a great many applications. A static code analysis tool was 
purchased to assist in this effort, and proved to be very effective. It was not too 
expensive, and use of the tool did not increase development timelines by a sig-
nificant amount. It also resulted in some of the fixes for injection flaws and buffer 
overflows.

It is difficult to say if the mitigation efforts associated with moving the log 
files were effective or not. It is unlikely that anyone knew where the error log files 
were kept. However, it was also impossible at that time to tell if anyone had copied 
or otherwise had accessed the error log files. Likewise, it is impossible to detect 
how often credentials of employees were stolen or discovered through other means 
(some individuals did write down passwords and hide them somewhere within their 
desks), and many individuals did work during the weekends and at night when they 
could have logged in at any workstation in the company and would not have been 
noticed. However, because passwords were reset every 30 days, the risk associated 
with this possibility was acceptable to the organization.

Once the possible data contamination error was discovered during testing, the 
fix of returning an error code solved the problem, and no further data contamination 
errors were uncovered. The same can be said of the information leakage problem and 
some of the SQL injection flaws that were uncovered in testing. The code put in place 
as a result eliminated these errors from the application.

The final risk dealt with the authentication service. The risk, as you may recall, 
resulted when the authentication service was provided with a valid user ID and 
password, but an invalid plan ID. In this particular instance, the employee was 
attempting to access information to a plan that she was not authorized to see. The 
risk was the result of a clerical error made on a new employee. The employee was 
authorized to access information for the plan ID in question, but had never been 
granted the proper access rights. Therefore, the application simply stopped at the 
authentication point, and would go no further. The true underlying risk was the  
fact that an employee could attempt to access information for a plan that they 
were not authorized to see, and could make multiple attempts at such access, with-
out anyone realizing that the employee was attempting to make an unauthorized 
attempt. However, as a direct result, the authentication service itself was changed to 
log all unauthorized requests. Further automation would provide the details of who 
attempted to access unauthorized information, when the attempt occurred, and an 
e-mail containing the information was sent to that employee’s supervisor as well as 
human resources for appropriate action.

In short, the mitigation efforts proved successful in transferring, eliminating, or 
limiting the risk associated with the threat actions. However, because the organiza-
tion did not at that time practice application risk assessments, many of the risks 
associated with the development effort were not detected before they rolled out in 
production. Luckily, none of the risks uncovered after production ended up affect-
ing the organization in any significant manner. However, if the application had 
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been placed on the Internet to allow customers to calculate their own retirement 
plan benefits as had originally been planned, then going to production with these 
types of vulnerabilities could have resulted in a significant risk to the organization. 
In addition, some of the vulnerabilities and threats were only discovered due to 
anomalies or problems with other systems (the mainframe patch) or administra-
tive services (the clerical error). It is lucky that they were uncovered before any real 
impact occurred. Had a thorough risk analysis been conducted, it is more likely 
that they would have been discovered much earlier in the development process.

8.7  Conclusion
Risk assessment and risk mitigation efforts are conducted throughout the various 
phases of the software development life cycle. When these activities are conducted 
in earnest, in their proper order within the SDLC, risks may be discovered much 
earlier in the life cycle, allowing risk mitigation efforts to be applied much earlier, 
and at much less cost to an organization.

8.8  Risk Assessment and Risk 
Mitigation Activity Checklist

Requirements Gathering and Analysis Activities��
Identification of Assets��

Information elements and classification of information��
Identification of additional requirements such as:��

Services��
Databases��
Software��
Accounts��
Business rules��
Functions��
Formulas��
People��

Interviews of business managers to understand what is important to ��
business managers about the software development effort and the 
potential consequences of not protecting those assets

Review of regulatory or legislative requirements��
Review of organizational standards and policies��

Identification of threats through:��
Development of abuse cases��
Threat modeling��
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Design Phase Activities��
Further identification of assets through:��

A review of asset libraries used in earlier design efforts��
A review of the application architecture including:��

Data flows��
Authentication processes��
Transmission protocols��
Other services identified��

An identification of vulnerabilities through a review of typical vul-��
nerabilities which plague similar software projects found at:

OWASP Top 10 (http://www.owasp.org/index.php/OWASP_ ��
Top_Ten_Project)
National Vulnerability Database (NIST) (http://nvd.nist.gov/��
nvd.cfm)
Common Vulnerabilities and Exposures (http://cve.mitre.org/��
index.html)
SANS Top 20 (http://www.sans.org/top20/)��
U.S. Computer Emergency Readiness Team (US CERT) (http://��
www.us-cert.gov/cas/alldocs.html)

Conducting a risk assessment utilizing:��
Assets determined at this point��
Threats determined at this point��
Common lists of vulnerabilities��

Conducting risk mitigation efforts that will affect the remaining ��
SDLC life cycles
Developing test plans that:��

Test all threat-action statements��
Test all risk mitigation strategies��
Document risk assessment and risk mitigation efforts��

Development Phase Activities��
Identification of further vulnerabilities through:��

Peer, buddy, and code reviews��
Pair programming techniques��
Unit testing��
Static code analysis tools��

Enforcing risk mitigation strategies which were decided during the design ��
phase. Such mitigation strategies could call for:

Enforcement of coding standards��
Additional unit testing��
Design changes including:��

System architecture��
Data flows��
Services and functions��
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Test Phase Activities��
Conduct dynamic source code scanning for vulnerabilities��
Conduct Web application scanning for vulnerabilities��
Conduct network vulnerability scanning��
Test threat-action statements discovered during the initial risk assessment��
Test risk mitigation strategies implemented as a result of the initial risk ��
assessment
Conduct a risk assessment utilizing assets, threats, and vulnerabilities dis-��
covered since original risk assessment

Consider residual risk of items that have been mitigated��
Recommend additional risk mitigation strategies for new risks��
Provide risk assessment report and risk mitigation recommendations to ��
decision makers for application implementation decisions

Production and Maintenance Phase Activities��
Periodic testing��

Web application scanning��
Network vulnerability scanning��

Development of a risk management plan identifying:��
Periodic assessment of risk��
Risk mitigation strategies��
Continuous evaluation and improvement��
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Chapter 9

Maintaining a Security 
Risk Assessment and Risk 
Management Process

Picture the following scene. A set of faint footsteps lead up to a darkened door. 
There is a sense of tension in the air, a sense that something is about to happen. A 
gloved hand reaches out to the door and tries to turn the knob and discovers that 
it is securely locked. A hooded figure swivels his head, this way and that, and there 
is a pause to listen. A gloved hand with a crowbar reaches for the door and swiftly 
jams one end into the crack between the door and the door jamb. Hesitantly, the 
hand with the crowbar waits and pauses for breath, then with a mighty shove, 
wrenches hard on the lever. There is the sound of cracking as the wood around the 
jamb gives way, and the door swings inward. Another pause for breath, listening 
for some sign that whoever might be in the area might have heard the sound of the 
door being opened. However, there is no noise above the heartbeat of the individual 
at the door. With great hesitancy the door is pushed open and a step inside is taken. 
Another pause is taken to listen. There is no noise. A hand switches on a flashlight 
and dimly illuminates the room.

The sight that is revealed brings a slight sigh from the person at the door as 
the crowbar finds its way silently into a backpack. The camera backs out to reveal 
a room loaded with choice goodies: TVs and stereos, expensive artwork, and col-
lectable items. Furniture of exquisite taste fills the room. Lamps and other ceramic 
items speak of the great wealth of the owner. Opulence fills the room. The thief 
quickly makes his way into the bedroom. A jewelry box sits in plain sight on the 
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vanity. The thief opens the lid and shines his flashlight down on the jewels inside 
only to discover: costume jewelry? Where’s the good stuff? The thief pauses. He 
notices that one picture in the room is slightly ajar. He moves quickly to the pic-
ture and pulls it off the wall to reveal a hardened safe! The thief takes one look at 
the safe and knows his crowbar will be of little use against it. The house has been 
thoroughly protected and by the looks of it, by some very professional people. That 
fact is instantly brought to the attention of the thief, as the flashing lights of police 
cars can be seen outside the house.

The scene switches to a later time period. The house is swarming with police, 
and cameras flash, taking photographs of the damaged door. The detectives are 
talking with the homeowner. “Can you please confirm for us that nothing has 
been taken? How long have you had that alarm system installed?” The homeowner, 
pleased to find only minor damage to his home and the thief in custody, answers 
that he doesn’t know if anything is missing but would be glad to check and make 
sure, and that they installed the alarm system some time ago.

We seldom see such scenes as the one just described in our favorite television 
crime shows or read them in mystery novels. They spoil the story. The crime is pre-
vented with minimal intrusion. There is no story to impart to an eager viewer or 
reader. However, this is what the homeowner really wants: his valuables have been 
protected, and the intrusion has been relegated to a rather minor event in his life. 
This is what the process of risk management is all about.

9.1  Definitions
The process of risk management is managing the day-to-day uncertainties that arise 
during the operations of any organization. Risk management is comprised of three 
distinct pieces as shown in Figure 9.1. The first is risk assessment, which is the pro-
cess of identifying and classifying the risks associated with the operations of an orga-
nization. Risk assessment methodologies and the steps required to conduct a risk 
assessment for a software development project were covered in Chapters 2 through 
6 of this book. The second part of a risk management process is that of risk mitiga-
tion. Risk mitigation is the process of selecting a strategy for dealing with the risks 
uncovered during the risk assessment process. Finally, the last part of any risk man-
agement process is the continual evaluation and improvement of risk management 
activities and strategies. There is some degree of uncertainty associated with any 
project, therefore it is necessary to practice a continual evaluation and improvement 
practice to ensure that risk does not creep back in, and so that the process of finding 
and mitigating risks becomes easier over time, taking less time and fewer resources.

This chapter is all about the entire risk management process which includes risk 
assessment and risk mitigation as well as continual evaluation and improvement. 
The inputs and outputs associated with risk management are shown in Figure 9.2.
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9.2  Risk Management Plans
Risk management plans provide the means for organizations to accomplish their 
missions by:

Securing IT systems that store, process, or transmit data that are critical to NN
mission success
Enabling management to make well-informed risk management decisions to NN
justify the expenditures on safeguards or controls that are part of the organi-
zation’s budget
Assisting management in self-regulating the organization’s IT systems on the NN
basis of the results of annual risk assessments

In short, a risk management plan will spell out the conditions under which risk 
assessment, risk mitigation, and continual evaluation and improvement efforts will 
be carried out.

Some common elements of a risk management plan include:

Risk Management

Risk Assessment

Risk Mitigation
Continuous

Evaluation and
Improvement

FIGURE 9.1  Risk management process

Step 10: Risk
Management 

Risk Management Plan
Action Plans

Risk Management Policy

Risk Assessment Results
Risk Mitigation Strategies

FIGURE 9.2  Risk management inputs and outputs
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A purpose statement:NN  A purpose statement summarizes the purpose of the plan 
and the overall goals to be accomplished by the plan. As with an executive 
summary, it should briefly describe the goals of the plan and how those goals 
will be accomplished.
A list of objectives:NN  A list of objectives ties the scope of the risk management 
plan to specific business goals, objectives, or purposes. A risk management 
plan should always be tied to a business need.
A list of references:NN  The list of references includes other documents that may 
be pertinent to the risk management plan or a phase of the risk management 
process. Such documents could include, but are not limited to:

Specific risk management methodologies.−−
Policies, procedures, standards, and guidelines of the organization. These −−
documents may:

Specify the requirements of performing risk management activities.NN
Provide requirements that must be met when mitigating risks.NN

Form the basis of a control analysis in helping to determine the −−
likelihood of occurrence for a threat action or the magnitude of 
impact for a threat action.
Provide the specifications required for any additional safeguards −−
or controls that are selected as part of a risk mitigation effort.
Agreements with managed services organizations or other inter-−−
nal departments that spell out the responsibilities of each party.
Insurance documents.−−

Legal basis:NN  The legal basis section of a risk management plan often spells out 
the legal or regulatory requirements of developing, conducting, or maintaining 
risk management activities. For example, HIPAA, GLB, SOX, and the PCI 
DSS all require risk management activities of some kind. Other regulatory 
organizations, particularly federal government organizations such as the Gen-
eral Accounting Office (GAO), Centers for Medicare and Medicaid Services 
(CMS), the Department of Defense (DoD), and others may require that orga-
nizations which do business with them meet the requirements spelled out in 
various regulatory procedure documents.
Definitions:NN  The terms found in a risk management plan may not always be 
understood by those required to read such a plan. Terms such as asset, risk, 
vulnerability, and threat should be defined, as should any terms that may 
be specific to the organization conducting the risk management activities. 
Most organizations have their own acronyms which are often used, and they 
should be described in this section.
Risk management overview:NN  The risk management methodology used by the 
organization, how the methodology fits into each phase of the System Devel-
opment Life Cycle (SDLC), and how the risk management process is tied to 
the process of system authorization must be described. In addition the results 
of the most recent risk assessment along with the risk mitigation actions and 
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their status should be listed. Often the risks and their mitigation actions are 
described in a table much like that shown in Table 9.1.
Risk management strategy:NN  This section of the risk management plan encom-
passes the processes of risk assessment, risk mitigation, and continuing 
evaluation and assessment. It is an overview of the risk assessment process, 
which includes the identification and evaluation of risks and risk impacts, 
and recommendation of risk-reducing measures. It is also an overview of risk 
mitigation, including how risks are prioritized, as well as how appropriate 
risk-reducing measures are to be prioritized and implemented. Finally, it is 
an overview of the continual evaluation process and keys for implementing a 
successful risk management program.
Risk management in the SDLC:NN  This section describes how risk management 
activities are introduced into the SDLC from investigation of initial require-
ments through analysis, design, implementation, and maintenance.
Key roles:NN  There are many individuals and roles that are involved in a risk 
management process. This section of the risk management plan identifies 
each of those roles and outlines the responsibilities of those roles in regard to 
the risk management process.
Risk assessment:NN  Risk assessment is the first process in risk management. This 
section of the risk management plan describes the risk assessment methodol-
ogy selected along with a justification for why that methodology was selected. 
In addition, this section of the document spells out the following:

The scope of the assessment effort−−
Key success factors required for a successful assessment−−
Who will be involved in the assessment effort−−
The processes used to identify assets−−
The processes used to identify threats−−
The processes used to identify vulnerabilities−−
The processes used to identify threat–vulnerability pairs and to develop −−
threat-action statements
The process used in performing control analyses−−
The processes used to develop risk evaluation criteria:−−

TABLE 9.1  Risk Mitigation Status
Risk Assessment Risk Management

Vulnerability Risk 
Level

Recommended
Safeguard

Residual Risk Status of 
Safeguard

Updated 
Risk
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Likelihood of occurrence scaleNN
Magnitude of impact scaleNN

Top-down support−−

Risk mitigation:NN  This part of the risk management plan describes how risk 
mitigation activities will be carried out. Through risk mitigation, the orga-
nization will prioritize, evaluate, and implement appropriate risk-reducing 
controls recommended from the risk assessment process.
Continual evaluation and assessment:NN  This section of the risk management 
plan describes the ongoing activities that the organization will undertake to 
ensure that risks are managed. It may spell out such activities as when risk 
assessment and risk mitigation activities will be undertaken on a timeline, or 
within phases of the SDLC. It also describes plans for continuous improve-
ment in all of the processes associated with risk management activities.

9.3  Supporting Risk Management Practices
Sometimes it is difficult within an organization to get the support required to 
practice and sustain risk management activities. There are a number of different 
approaches to take in obtaining this support including: top-down support from 
senior management; support from the organization’s policies and procedures; sup-
port from legislative, regulatory, and compliance requirements; support from cer-
tification and accreditation requirements; and support from change management 
requirements. Each of these methods is detailed below.

9.3.1  Top-Down Support
Senior management, under the standard of due care and ultimate responsibility 
for the organization’s mission accomplishment, must ensure that the necessary 
resources are effectively applied to develop the capabilities needed to accomplish 
the mission. They must also assess and incorporate results of risk assessment activi-
ties into the decision-making process. An effective risk management program that 
assesses and mitigates IT-related mission risks requires the support and involvement 
of senior management. Without that support, any risk management effort is bound 
to fail. But how do you get the support of senior management, especially when 
many individuals within an organization view information security as an addi-
tional cost? Many articles have been written on that subject, and books could be 
written on that subject alone. However, the basic principles involved are the same as 
the rationale for conducting risk management activities in the first place!

Firstly, risk management provides insight into how limited resources may best 
be applied. Let’s return to an example from Chapter 7 to illustrate this process. 
Imagine a small government organization responsible for collecting fees from the 
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public for various permits that are required. Currently, the organization must have 
offices open throughout a regional area in order to allow the public to come in, 
request a permit, and pay for that permit. This requires that the organization keep 
open multiple offices throughout their geographical area in order to make it conve-
nient for the public to pay for their permits. Many of these offices must be open a 
reasonable number of hours per week and staffed appropriately. To save money, the 
organization decides to develop a custom Web application so that the public can 
request a permit, pay for it, then print the permit online without the need to have 
so many offices opened and staffed.

However, the organization does not realize the risks associated with collecting 
credit card payments electronically, because it has never conducted e-commerce 
before. A malicious individual breaches the application and steals credit card num-
bers. As a result of this breach, the PCI requires that the organization apply specific 
and very expensive controls to the system if it wishes to have the ability to continue 
to take credit card payments for its permits. The organization may or may not have 
the funds to install these controls. And it may be just as expensive, or even more so, 
for the organization to reopen the regional offices that were closed when the Web 
application was implemented. Had a risk analysis been conducted during the devel-
opment of the Web application, perhaps the vulnerabilities that allowed the threat 
action to occur could have been discovered and eliminated, or limited at a fraction 
of the cost that is now facing the organization. At least the organization could have 
been made aware of the possibility that a malicious individual could steal credit 
card information, and the relative impact such an event would have produced upon 
the organization.

Secondly, although risk mitigation efforts may represent a cost to an organiza-
tion, that cost should be looked at as very similar to the cost of insurance. Most 
organizations do not hesitate to spend money on property and casualty insurance 
for their physical assets. They don’t even hesitate to spend money insuring their 
human assets through life and health insurance programs. But they often hesitate 
to spend money to protect information assets by spending money on additional 
controls and safeguards. It must be made clear to management that the additional 
funds spent for code reviews, code analysis, intrusion detection and prevention 
software and hardware, firewalls, and other similar controls and safeguards repre-
sent a form of insurance for information systems and the data within those systems. 
The case for this can best be made through a risk assessment that provides evidence 
of the level of risk associated with a particular system, and a cost-benefit analysis 
that can provide a level of assurance that the cost associated with the additional 
controls is less than the cost associated with a threat action damaging an asset.

Finally, it is important to involve other stakeholders in the risk management 
process. System and information owners are responsible for ensuring that proper 
controls are in place to protect the systems they own. They have a stake in what 
may happen should the confidentiality, integrity, and availability of their systems or 
information should be jeopardized. Risks associated with their systems can affect 
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the ability of their departments to function, and could definitely affect the bot-
tom line of their departments, as well as department morale. The organization’s 
managers responsible for business operations and IT procurement process must 
also take an active role in the risk management process. These managers are the 
individuals with the authority and responsibility for making the trade-off decisions 
essential to mission accomplishment. Their involvement in the risk management 
process enables the achievement of proper security for the IT systems, which, if 
managed properly, will provide mission effectiveness with a minimal expenditure 
of resources.

9.3.2  Support from Policies and Procedures

Oftentimes, support for a risk management program can come from within an 
organization’s standards, guidelines, policies, and procedures. These documents 
may require management to make sound decisions based upon due diligence and 
make trade-off decisions that are essential to mission accomplishment. If the risks 
associated with these types of decisions have not been identified or understood, 
then the soundness of the decision may come into question. In our example of the 
government organization discussed earlier in this chapter, it is apparent that not all 
of the risks were fully identified or understood when the organization decided to 
close down regional offices and provide the services those offices provided through 
means of a Web-based application.

In addition, an organization’s policies and procedures may often spell out the 
requirement to assess risks on a periodic basis, either explicitly or implicitly. For 
example, an organization may have a standard or guideline that spells out how 
project management activities are to be applied to any project undertaken by the 
organization. Project management activities often require the assessment of risks 
associated with a project. Although the sorts of risks assessed as a part of project 
management activities are often those associated with accomplishing the require-
ments of the project within the time, scope, and resources assigned to the project, 
they could also be extended to include application security risk assessment activities 
as well.

To illustrate this premise, consider the following. A project is currently under-
way for a government organization to develop a new application governing the 
payment of medical claims made for a healthcare program such as Medicare or 
Medicaid. The project management team must consider all of the risks associated 
with the management of this project, including risks to the implementation sched-
ule of the payment system, risks to the budget set aside to pay for the project, 
risks associated with the resources assigned to the project, and risks associated with 
the implementation of the project. However, if there are information security risks 
associated with implementation of the project, they must also be considered by the 
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project management team. In this example, because the application is a healthcare 
application, application security risks associated with HIPAA must be considered.

 Policies and procedures within an organization may also spell out other types 
of risk management and risk assessment activities that must take place on a periodic 
basis. For example, policy may require that organizational information security 
risks be assessed on an annual basis. Additionally, organizational policies and pro-
cedures may specifically spell out the requirements for the following:

Software development life cyclesNN
Data classification guidelinesNN
Destruction of equipment containing sensitive or confidential informationNN
Data backupNN
Disaster recoveryNN
Business continuityNN
Personnel securityNN
Identification and authentication processesNN
Proper use of computing resourcesNN
Workstation securityNN
Application securityNN
FirewallsNN
Intrusion detection and preventionNN
Configuration of serversNN

The requirements entailed in any of these types of policies, procedures, stan-
dards, and guidelines may either implicitly or explicitly require that the risks associ-
ated with these topics are understood and that some measure of risk prevention be 
applied in order to be in compliance with a policy or procedure. Take, for example, 
a policy which requires that notifications be made to a number of different depart-
ments within an organization whenever an employee is to be terminated. The pur-
pose of this policy is so that the employee may be physically escorted out of the 
building, and that the employee’s access to company assets is terminated so that the 
employee is not able to damage those assets. Such a policy may imply that there is 
a risk associated with not notifying the proper individuals in a timely manner to 
remove access.

9.3.3  Legislative, Regulatory, or Compliance Support
Finally, many risk management activities may be implicitly or explicitly implied by 
legislative or regulatory organizations, regardless of whether the organization actu-
ally has a policy or procedure that requires such a process. For example, HIPAA 
requires that organizations conduct periodic assessments of risk and have risk man-
agement programs in place. If an organization is subject to the requirements of the 
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HIPAA legislation, then it is required to do these things regardless of whether the 
organization actually develops a policy or procedure to do so.

9.3.4  Certification and Accreditation Support

Information is an asset requiring security commensurate with its value, criticality, 
and sensitivity. An organization is entrusted with information and is accountable 
for its protection. Measures must be taken to protect information from unauthor-
ized modification, destruction, or disclosure, whether accidental or intentional, and 
to ensure its confidentiality, integrity, and availability. To accomplish this, it is 
necessary for organizations to understand the risks and other factors that could 
adversely affect their mission. Moreover, an organization must understand the cur-
rent status of their security programs and the security controls planned or in place 
to protect their information and information systems so they can make informed 
judgments and investments that appropriately mitigate risk to an acceptable level. 
The ultimate objective is to conduct the day-to-day operations of the organization 
and to accomplish the organization’s stated missions with security that is commen-
surate with risk, including the magnitude of harm resulting from the unauthorized 
access, use, disclosure, disruption, modification, or destruction of information.

Security accreditation is the official management decision given by an organiza-
tion to authorize operation of an information system and to explicitly accept the 
risk to organization operations, organization assets, or individuals based on the 
implementation of an agreed-upon set of security controls. By accrediting an infor-
mation system, an organization accepts responsibility for the security of the system 
and is fully accountable for any adverse impacts to the organization if a breach 
of security occurs. Thus, responsibility and accountability are core principles that 
characterize security accreditation.

The information and supporting evidence needed for security accreditation is 
developed during a detailed security review of an information system, typically 
referred to as security certification. Security certification is a comprehensive assess-
ment of the management, operational, and technical security controls in an infor-
mation system, made in support of security accreditation, to determine the extent to 
which the controls are implemented correctly, operating as intended, and producing 
the desired outcome with respect to meeting the security requirements for the sys-
tem. The results of a security certification are used to reassess the risks and update 
the system security documentation, thus providing the factual basis for rendering 
a security accreditation decision. Completing a security accreditation ensures that 
an information system will be operated with appropriate management review, that 
there is ongoing monitoring of security controls, and that reaccreditation occurs 
periodically in accordance with state or organization policy and whenever there is a 
significant change to the system or its operational environment.
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Typical requirements of a security certification and accreditation process include 
the following:

Purpose: The purpose of a certification and accreditation program is to provide 
guidelines governing the security certification and accreditation of informa-
tion systems supporting an organization. The guidelines are developed to 
help achieve more secure information systems within an organization by: 

Enabling more consistent, comparable, and repeatable assessments of secu-NN
rity controls in the organization’s information systems
Promoting a better understanding of business-related mission risks result-NN
ing from the operation of information systems
Creating complete, reliable, and trustworthy information for authorizing NN
officials to facilitate more informed security accreditation decisions

Scope: For the purpose of meeting certification and accreditation requirements, 
security is defined as the ability to protect the integrity, confidentiality, and 
availability of information processed, stored, and transmitted by an orga-
nization. Security also involves the ability to protect information technol-
ogy assets from unauthorized use or modification and from accidental or 
intentional damage or destruction. In general, information technology assets 
covered by certification and accreditation processes include those that pro-
cess, store, transmit, or monitor digital information. Information technology 
assets also include the security of information technology facilities and off-
site data storage; computing, telecommunications, and applications-related 
services purchased from other entities; and Internet-related applications and 
connectivity. Minimum guidelines must be established and be met by orga-
nizations in certification and accreditation of their information systems.

Compliance: Certification and accreditation affect system owners, data owners, 
program managers, security officers, system architects, system administra-
tors, and network administrators who are responsible for planning, approv-
ing, developing, establishing, maintaining, or terminating information 
systems. All employees, interns, volunteers, and customers that use, develop, 
implement, or maintain information technology systems are responsible for 
understanding and complying with certification and accreditation guide-
lines. This includes using, building, configuring, and maintaining systems 
in accordance with these guidelines. There is an element of risk in operating 
any Information Technology (IT) system. However, by planning for security, 
ensuring that proper individuals are assigned security responsibility for those 
systems, reviewing the security controls in place in all IT systems, and autho-
rizing systems prior to operations and periodically thereafter, we can mitigate 
those risks to an acceptable level. Therefore it is important that all organiza-
tions understand the risks and other factors that could adversely affect their 
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missions. Moreover, organizations must understand the current status of their 
security programs and the security controls planned or in place to protect 
their information and information systems so they can make informed judg-
ments and investments that appropriately mitigate risk to an acceptable level. 
Outsourced processing and storage facilities, such as service bureaus, ven-
dors, partnerships, and alliances, must be monitored and reviewed to ensure 
compliance with certification and accreditation guidelines.

Responsibilities: The following describes the roles and responsibilities of key par-
ticipants involved in an organization’s security certification and accreditation 
process. The security certification and accreditation process is flexible, allow-
ing organizations to effectively accomplish the intent of the specific tasks 
within their respective organizational structures to best manage the risks to 
organization operations, organization assets, or individuals.
Chief Information Officer (CIO): The CIO should work closely with autho-

rizing officials and their designated representatives to ensure that an 
organizationwide security program is effectively implemented, that the 
certifications and accreditations required across the organization are 
accomplished in a timely and cost-effective manner, and that there is 
centralized reporting of all security-related activities. To achieve a high 
degree of cost effectiveness with regard to security, the CIO should 
encourage the maximum reuse and sharing of security-related informa-
tion including: threat and vulnerability assessments, risk assessments, 
results from common security control assessments, and any other general 
information that may be of assistance to information system owners and 
their supporting security staffs. In addition to the above duties, the CIO 
and authorizing officials should determine the appropriate allocation of 
resources dedicated to the protection of the organization’s information 
systems based on organizational priorities.

Authorizing Official: The authorizing official is a senior management offi-
cial with the authority to formally assume responsibility for operating an 
information system at an acceptable level of risk to organization opera-
tions, organization assets, or individuals. Through security accreditation, 
the authorizing official assumes responsibility and is accountable for the 
risks associated with operating an information system. The authorizing 
official should have the authority to oversee the budget and business oper-
ations of the information system within the organization and is often 
called upon to approve system security requirements, security plans, and 
memoranda of agreement or memoranda of understanding. In addition to 
authorizing operation of an information system, the authorizing official 
can also issue an interim authorization to operate the information system 
under specific terms and conditions, or deny authorization to operate the 
information system (or if the system is already operational, halt opera-
tions) if unacceptable security risks exist.
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Chief Information Security Officer (CISO): The CISO is the individual 
responsible for ensuring the appropriate operational security posture is 
maintained for an information system or program. The CISO also serves 
as the principal advisor to the authorizing official or information system 
owner on all matters (technical and otherwise) involving the security of 
the information system. The CISO typically has the detailed knowledge 
and expertise required to manage the security aspects of the information 
system. This responsibility may also include, but is not limited to, physical 
security, personnel security, incident handling, and security training and 
awareness. The CISO may be called upon to assist in the development of 
the system security policy and to ensure compliance with that policy on 
a routine basis. In close coordination with the information system owner, 
the CISO often plays an active role in developing and updating the sys-
tem security plan as well as in managing and controlling changes to the 
system and assessing the security impact of those changes.

Information System Owner: The information system owner is that individ-
ual responsible for the overall procurement, development, integration, 
modification, or operation and maintenance of an information system. 
The information system owner is responsible for the development and 
maintenance of the security plan and ensures the system is deployed and 
operated according to the agreed-upon security requirements. The infor-
mation system owner is also responsible for deciding who has access to 
the information system (and with what types of privileges or access rights) 
and ensures that system users and support personnel receive the requisite 
security training (e.g., instruction in rules of behavior). The information 
system owner informs the organization of the need to conduct a secu-
rity certification and accreditation of the information system, ensures 
that appropriate resources are available for the effort, and provides the 
necessary system-related documentation to the certification agent. The 
information system owner receives the security assessment results from 
the certification agent. After taking appropriate steps to reduce or elimi-
nate vulnerabilities, the information system owner assembles the security 
accreditation package and submits the package to the authorizing official 
for adjudication.

Information Custodian: The information custodian is the individual opera-
tional authority for specified information and responsibility for establish-
ing the controls for its generation, collection, processing, dissemination, 
and disposal. The information custodian is responsible for establishing the 
rules for appropriate use and protection of the subject information (e.g., 
rules of behavior) and retains that responsibility even when the informa-
tion is shared with other organizations. The custodian of the information 
stored within, processed by, or transmitted by an information system may 
or may not be the same as the information system owner. Also, a single 
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information system may utilize information from multiple information 
custodians. Information custodians should provide input to information 
system owners regarding the security requirements and security controls 
for the information systems where the information resides.

Certification Agent: The certification agent is an individual, group, or orga-
nization responsible for conducting a security certification, or com-
prehensive assessment of the management, operational, and technical 
security controls in an information system to determine the extent to 
which the controls are implemented correctly, operating as intended, 
and producing the desired outcome with respect to meeting the security 
requirements for the system. The certification agent also provides recom-
mended corrective actions to reduce or eliminate vulnerabilities in the 
information system. Prior to initiating the security assessment activities 
that are a part of the certification process, the certification agent pro-
vides an independent assessment of the system security plan to ensure 
the plan provides a set of security controls for the information system 
that is adequate to meet all applicable security requirements. To pre-
serve the impartial and unbiased nature of the security certification, the 
certification agent should be in a position that is independent from the 
persons directly responsible for the development of the information sys-
tem and the day-to-day operation of the system. The certification agent 
should also be independent of those individuals responsible for correct-
ing security deficiencies identified during the security certification. The 
independence of the certification agent is an important factor in assess-
ing the credibility of the security assessment results and ensuring the 
authorizing official receives the most objective information possible in 
order to make an informed, risk-based, accreditation decision. When 
the potential impact on organization operations, organization assets, 
or individuals is low, a self-assessment activity may be reasonable and 
appropriate and not require an independent certification agent. When 
the potential organization-level impact is moderate or high, certification 
agent independence is needed and justified.

User Representatives: Users are found at all levels of an organization. Users are 
responsible for the identification of mission/operational requirements and for 
complying with the security requirements and security controls described in 
the system security plan. User representatives are individuals that represent 
the operational interests of the user community and serve as liaisons for that 
community throughout the system development life cycle of the information 
system. The user representatives assist in the security certification and accred-
itation process, when needed, to ensure mission requirements are satisfied 
while meeting the security requirements and employing the security controls 
defined in the security plan.
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9.3.4.1  Certification and Accreditation Definitions

Selected terms used in certification and accreditation efforts are defined below:

Accreditation:NN  The official management decision given by an organization to 
authorize operation of an information system and to explicitly accept the risk 
to organization operations (including mission, functions, image, or reputa-
tion), organization assets, or individuals, based on the implementation of an 
agreed-upon set of security controls.
Accreditation Package:NN  The evidence provided to the authorizing official to be 
used in the security accreditation decision process. Evidence includes, but is 
not limited to: the system security plan, the assessment results from the secu-
rity certification, and the plan of action and milestones.
Authorization Official:NN  Official with the authority to formally assume respon-
sibility for operating an information system at an acceptable level of risk to 
organization operations (including mission, functions, image, or reputation), 
organization assets, or individuals.
Availability:NN  Ensuring timely and reliable access to and use of information.
Certification:NN  A comprehensive assessment of the management, operational, 
and technical security controls in an information system, made in support 
of security accreditation, to determine the extent to which the controls are 
implemented correctly, operating as intended, and producing the desired out-
come with respect to meeting the security requirements for the system.
Certification Agent:NN  The individual, group, or organization responsible for 
conducting a security certification. This agent should be independent of 
the information system owner’s chain of management in order to provide 
an unbiased opinion. Organizations may act as certification agents for other 
organizations, provided that they have the required level of expertise neces-
sary to review the security controls in place.
Confidentiality:NN  Preserving authorized restrictions on information access 
and disclosure, including means for protecting personal privacy and propri-
etary information.
Countermeasures:NN  Actions, devices, procedures, techniques, or other measures 
that reduce the vulnerability of an information system. Synonymous with 
security controls and safeguards.
Integrity:NN  Guarding against improper information modification or destruc-
tion, including ensuring information nonrepudiation and authenticity.
Management Controls:NN  The security controls (i.e., safeguards or countermea-
sures) for an information system that focus on the management of risk and 
the management of information system security.
Operational Controls:NN  The security controls (i.e., safeguards or countermea-
sures) for an information system that primarily are implemented and exe-
cuted by people (as opposed to systems).
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Risk:NN  The level of impact on organization operations (including mission, func-
tions, image, or reputation), organization assets, or individuals resulting from 
the operation of an information system given the potential impact of a threat 
and the likelihood of that threat occurring.
Safeguards:NN  Protective measures prescribed to meet the security requirements 
(i.e., confidentiality, integrity, and availability) specified for an information 
system. Safeguards may include security features, management constraints, 
personnel security, and security of physical structures, areas, and devices.
Security Controls:NN  Protective measures used to meet the security requirements 
specified for IT resources.
Security Incidents:NN  Adverse events that possess a threat to the shared state IT 
infrastructure in respect to confidentiality, integrity, or availability.
Security Plan:NN  Formal document that provides an overview of the security 
requirements for the information system and describes the security controls 
in place or planned for meeting those requirements.
System Owner:NN  The individual responsible for establishing the rules for appro-
priate use and protection of the data/information within a system. The sys-
tem owner retains that responsibility even when the data or information is 
shared with other organizations.
Technical Controls:NN  The security controls (i.e., safeguards or countermeasures) 
for an information system that are primarily implemented and executed by 
the information system through mechanisms contained in the hardware, 
software, or firmware components of the system.
Threat:NN  Any circumstance or event with the potential to adversely affect 
organization operations (including mission, functions, image, or reputa-
tion), organization assets, or individuals through an information system via 
unauthorized access, destruction, disclosure, modification of information, or 
denial of service.
Vulnerability:NN  Weakness in an information system, system security proce-
dures, internal controls, or implementation that could be exploited or trig-
gered by a threat source.

9.3.4.2  Certification and Accreditation Guidelines

The security certification and accreditation process consists of a number of dis-
tinct tasks. The security certification and accreditation activities can be applied to 
an information system at appropriate phases in the system development life cycle. 
Additionally, the activities can be tailored to apply a level of effort and rigor that 
is most suitable for the information system undergoing security certification and 
accreditation. The following guidelines may be used by organizations in their certi-
fication and accreditation efforts.
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Information System Description: Organizations shall confirm that the informa-
tion system has been fully described and documented in a system security 
plan or equivalent document.

Typical system descriptions include the following:

The name of the information systemNN
The status of the information system with respect to the system development NN
life cycle
The name and location of the organization or organization responsible for the NN
information system, contact information for the information system owner 
or other individuals knowledgeable about the information system
Contact information for the individual(s) responsible for the security of the NN
information system
The purpose, functions, and capabilities of the information systemNN
The types of information processed, stored, and transmitted by the informa-NN
tion system
The functional requirements of the information systemNN
The applicable laws, directives, policies, regulations, or standards affecting NN
the security of the information and the information system
The individuals who use and support the information system (including their NN
organizational affiliations, access rights, and privileges, if applicable)
The architecture of the information systemNN
Hardware and firmware devices (including wireless)NN
System and applications software (including mobile code)NN
Hardware, software, and system interfaces (internal and external)NN
Information flows (i.e., inputs and outputs)NN
The network topologyNN
Network connection rules for communicating with external information NN
systems
Interconnected information systemsNN
Encryption techniques used for information processing, transmission, and NN
storage
Public key infrastructures, certificate authorities, and certificate practice NN
statements
The physical environment in which the information system operatesNN
Web protocols and distributed, collaborative computing environments (pro-NN
cesses, and applications)

Threat Identification: Organizations shall confirm that potential threats that could 
exploit information system flaws or weaknesses have been identified and docu-
mented in a system security plan, risk assessment, or equivalent document.

A number of potential threats can cause harm to information systems. It is 
important to consider all potential threats that may affect the confidentiality, 
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integrity, or availability of the system or the data processed, stored, or transmitted 
by the system. Threats of nature (i.e., flood, tornado, blizzard, fire, etc.), human 
(events enabled by or caused by humans), or environmental (power failures, pollu-
tion, chemical spills, water leaks, etc.) should be considered. However, only those 
threats that are relevant to the security of the system need to be listed.

Initial Risk Determination: Organizations shall confirm that the risk to organi-
zation operations, organization assets, or individuals has been determined 
and documented in a system security plan, risk assessment, or equivalent 
document.

Many different risk assessment methodologies have been developed and are 
available for use by organizations. The methodology selected is not important pro-
vided that the following major factors of risk management are considered:

Threats to, and vulnerabilities within, the information systemNN
The potential impact and magnitude of harm to operations, assets or indi-NN
viduals resulting from the unauthorized access, use, disclosure, disruption, 
modification, or destruction of the information system or the data stored, 
transmitted, or processed by the system
An assessment of the effectiveness of current or proposed security controlsNN
Vulnerabilities resulting from the absence of security controls, or the ineffec-NN
tiveness of such controls (i.e., controls not configured correctly, not operating 
correctly, or achieving desired results)

Notification, Planning, and Resources: Organizations shall inform the CISO, 
authorizing official, certification agent, user representatives, and other inter-
ested organization officials that the information system requires security 
certification and accreditation support. Furthermore, organizations shall 
determine the level of effort and resources required and prepare a plan of 
execution.

This is one of the key steps in the certification and accreditation process. The 
notification can serve as an early warning to help potential participants prepare for 
the upcoming tasks necessary to plan, organize, and conduct the certification and 
accreditation effort. The level of effort required for certification and accreditation 
depends upon: the size and complexity of the system, the controls employed to 
protect the system, and the methods that will be used to measure the effectiveness 
of those controls.

System Security Documentation Analysis: Organizations shall analyze the system 
security plan, risk management plan, risk assessment, or similar documenta-
tion to determine if vulnerabilities in the information system and the result-
ing risk to operations, assets, or individuals are actually what the plan would 
produce, if implemented. If not previously documented formally, organiza-
tions shall formally document this analysis in a system security plan, risk 
management plan, or similar document.
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A system security plan provides an overview of the information system security 
requirements and describes the security controls in place or planned for meeting 
those requirements. An independent review of system security documentation by 
the certification agent, authorizing official, and CISO, determines if security plan-
ning is complete and consistent with the requirements documentation for the infor-
mation system. If the independent review reveals flaws with the planned system 
security controls, then the plans should be revised to bring them into compliance 
before it is approved.

Security Assessment and Recommendations: Organizations shall assess the manage-
ment, operational, and technical security controls in the information system.

This security assessment shall determine the extent to which the security con-
trols are implemented correctly, operating as intended, and producing the desired 
outcome with respect to meeting the security requirements for the system. The 
results of the security assessment, including recommendations for correcting any 
deficiencies in security controls, shall be documented in an assessment report.

The assessment report shall provide the information system owner with an 
assessment of the security controls in the system, and shall also provide specific 
recommendations on how to correct deficiencies in those controls. This provides 
an opportunity for the system owner to act on those recommendations and correct 
deficiencies before the accreditation package is finalized.

Plan of Action and Milestones: Organizations shall prepare a plan of action and 
milestones based on the results of the security assessment.

This document shall describe actions taken or planned by the information sys-
tem owner to correct deficiencies found in the security controls and address any 
remaining vulnerabilities in the information system; in doing so, it shall identify 
the following:

All tasks requiring completion along with a priority for those tasksNN
The resources required to accomplish the tasksNN
Scheduled completion dates for all milestonesNN

Accreditation Package: Organizations shall assemble an accreditation package 
and submit it to the authorizing official.

The accreditation package shall contain the following:

The security assessment and recommendations reportNN
The plan of action and milestones reportNN
An updated system security plan, risk management plan, or similar documentNN

Certification agent input to this final accreditation package provides an unbi-
ased and independent view of the extent to which the security controls in the infor-
mation system are implemented correctly, operating as intended, and producing the 
desired outcome with respect to meeting the system security requirements.
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Accreditation Decision Letter: Organizations shall determine if the risk to orga-
nization operations, organization assets, or individuals is acceptable and pre-
pare a final security accreditation decision letter.

Authorizing officials shall determine if the final risk in operating the system is 
acceptable. Security considerations should be balanced against mission and opera-
tional needs. The authorizing official shall render an accreditation decision after 
reviewing all relevant information and consulting with key officials. The authoriz-
ing official may make one of three decisions.

If the risk is acceptable, an authorization to operate shall be issued, and NN
the system shall be accredited without any restrictions or limitations on 
operations.
If the risk is unacceptable, but there is an important mission-related need to NN
place the system into operation, an interim authorization to operate shall be 
issued. Specific terms and conditions, including corrective actions to be taken 
and a timeframe for the completion of those actions shall be issued. The sys-
tem is not accredited during the period of interim authorization.
If the risk is unacceptable, then the system is not authorized for operation and NN
therefore is not accredited.

The authorizing official prepares a final security accreditation decision letter. 
The letter includes the accreditation decision, the rationale for the decision, the 
terms and conditions for information system operation, and required corrective 
actions, if appropriate. The accreditation decision letter indicates to the information 
system owner whether the system is:

Authorized to operateNN
Authorized to operate on an interim basis under strict terms and conditionsNN
Not authorized to operateNN

Supporting rationale provides the information system owner with the justi-
fication for the authorizing official’s decision. The terms and conditions for the 
authorization shall provide a description of any limitations or restrictions placed on 
the operation of the information system that must be adhered to by the informa-
tion system owner. The security accreditation decision letter is included in the final 
accreditation package. The contents of the accreditation package shall be protected 
appropriately in accordance with organization policy.

Documentation of System Changes: Organizations shall use configuration and 
change management practices to document proposed or actual changes to 
the information system (including hardware, software, firmware, and sur-
rounding environment).

It is important to record any relevant information about the specific pro-
posed or actual changes to the hardware, firmware, or software such as version 
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or release numbers, descriptions of new or modified features or capabilities, and 
security implementation guidance. It is also important to record any changes to 
the information system environment such as modifications to the physical plant. 
The information system owner and CISO should use this information in assessing 
the potential security impact of the proposed or actual changes to the information 
system. Significant changes to the information system should not be undertaken 
prior to assessing the security impact of such changes.

Security Control Monitoring: Organizations shall conduct continuous monitor-
ing to determine the extent to which selected controls are implemented cor-
rectly, operating as intended, and producing the desired outcome with respect 
to meeting the security requirements for the system.

Continuous monitoring of security controls can be accomplished in a variety 
of ways including:

Security reviewsNN
Self-assessmentsNN
Security testing and evaluationNN
AuditsNN

The methods and procedures employed to assess the security controls during 
the monitoring process are at the discretion of the information system owner. How-
ever, the monitoring process shall be documented and available for review by the 
authorizing official or CISO upon request. If the results of a security assessment 
indicate that selected controls are less than effective in their application and are 
affecting the security of the information system, corrective actions should be initi-
ated and the plan of action and milestones updated.

Status Reporting and Documentation: Organizations shall update system secu-
rity plans, risk management plans, action plans, and milestones based upon 
documented changes to the information system (including hardware, soft-
ware, firmware, and surrounding environment) and the results of the security 
control monitoring process.

The system security plan, risk management plan, or similar document should 
contain the most up-to-date information about the information system. Changes 
to the information system should be reflected in the plan. The frequency of plan 
updates is at the discretion of the information system owner. The updates should 
occur at appropriate intervals to capture significant changes to the information 
system, but not so frequently as to generate unnecessary paperwork.

The plan of action and milestones should:

Report progress made on the current outstanding items listed in the plan.NN
Address vulnerabilities in the information system discovered during the secu-NN
rity impact analysis or security control monitoring.
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Describe how the information system owner intends to address those vulnerabil-NN
ities (i.e., reduce, eliminate, transfer or accept the identified vulnerabilities).

The frequency of the plan of action and milestones updates is at the discretion 
of the information system owner. The updates should occur at appropriate intervals 
to capture significant changes to the information system, but not so frequently as 
to generate unnecessary paperwork.

9.3.5	 Support from Change Management
Any organization’s customers and employees expect to hold the organization to 
the highest standards for the confidentiality, integrity, and availability of data. As 
stewards of customer and employee information, organizations are accountable for 
exercising change management processes for IT systems and applications. Change 
management represents both a risk mitigation strategy, as well as a protection strat-
egy for any organization. Without strict change management practices in place, the 
assessment of risk becomes an exercise in futility at best. Any risks that were miti-
gated in one version of a software program may have not been mitigated in a newer 
version of the software without configuration management controls. Likewise, old 
vulnerabilities may creep back into software if change management is not practiced 
by an organization.

Although it is acknowledged there may be additional costs associated with a 
stringent change management process to satisfy these expectations, there is also the 
justification for such activities to meet the accountability and assurance expecta-
tions of the organization’s customers, employees, and business programs. This is, in 
effect, a form of risk management to protect the data of the organization.

Responsibility for following the change management processes is shared and 
extends to all personnel involved with the development, implementation, opera-
tions, use, or maintenance of information systems. Each person must satisfy the 
requirements of change management as they relate to the portion of each informa-
tion system under his control.

9.4  Continuous Evaluation and Improvement
Risk assessment and risk mitigation represent only two of the processes associ-
ated with risk management. The final process associated with risk management is 
continuous evaluation and improvement. Part of this continuous evaluation and 
improvement process are the action plans contained in the risk management plan 
that describe continual risk assessment practices, as well as schedules for adopting 
new controls in order to mitigate risks. Another part of this is support for continual 
improvement in the form of policies and procedures calling for improvement. An 
example of such a policy is contained in Section 9.7 of this chapter.
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Yet another part of this process lies in documenting the state of security controls 
that provide protection for a specific system. This is accomplished by the develop-
ment of a System Security Plan (SSP). An SSP provides management with a current 
snapshot of the security controls associated with any given system. The system may 
then be evaluated based upon the controls currently implemented and documented 
to determine whether the system will be granted authorization to process informa-
tion (i.e., accreditation). It also serves as a reference document for testing, evalu-
ation, and audits by oversight bodies. The results of a recent risk assessment are 
required for the development of any SSP.

An SSP template has been included in Section 9.9 of this chapter as an example 
of the types of information that may be found in an SSP. The steps involved in 
creating an SSP are outlined in Figure 9.3. A more detailed description of the steps 
involved in developing an SSP follows.

9.4.1  System Security Plan Scope
All SSP development efforts will have a specific scope in mind. It is important to 
understand this scope at the outset of the project, as it will affect some of the steps 
required in developing an SSP.

During this phase, it is important to help the development team to understand 
why documenting the state of system security is important. Some of the reasons 
include the following:

Business managers are typically unaware of all of the controls and safeguards NN
in place in a system and how they relate to risk. An SSP will document all of 
the controls and safeguards in use and how effective they are at reducing and 
eliminating risks.
Oversight organizations and auditors will want to review all of the controls NN
and safeguards currently in place. A well-written SSP can save these organi-
zations and auditors time by helping to focus their efforts, thus reducing the 
impact they need to make during an audit or review.
Business managers are often unaware of the issues and the costs required to NN
properly protect information system assets. SSPs clearly outline the controls 
and safeguards that are necessary to protect those assets.
Typically only senior management personnel understand which aspects of the NN
organization’s mission are the most critical.

The goal for any SSP should be a clear understanding of the resources and 
controls currently in place providing protection to the organization’s information 
system assets. This goal is best achieved through the documentation of those safe-
guards and controls so that decisions may be made wisely, and with the organiza-
tion’s mission in mind.
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9.4.2  Identifying Key Infrastructure

Regardless of the scope of the SSP development, at this point it is necessary to 
identify all systems and the key elements of their IT infrastructure. Typically, this 
is done during the risk assessment process. However, some of the standard elements 
of this process include identification of the following:

System nameNN
Record system type (i.e., VSAM, DB2, RDBMS, SQL server, etc.)NN
System owner/contact infoNN
Business owner/contact infoNN
System maintainer/contact infoNN
System purpose and descriptionNN
System users (i.e., description of who uses the system)NN
System environmentNN
System interconnections or information sharingNN
Personnel security controlsNN
Physical and environmental security controlsNN
Production input/output controlsNN
Data integrity/validation controlsNN
Identification and authentication controlsNN
System security level (based on information sensitivity and system criticality)NN

It is necessary to obtain this information for each system and subsystem and 
major piece of key infrastructure or system involved. System and network diagrams 
should all be gathered during this phase of the SSP development.

9.4.3  Identification of Key Personnel

Every organization has key personnel who need to be a part of the SSP development 
process. It is essential to identify who those personnel are at the start of the project. 
The key is to determine if there is already a risk management program in place. If 
so, then it is simply a process of identifying the key personnel who are a part of 
that program and including them in interviews. If not, then it will be necessary to 
identify them through other means. At a minimum the following personnel should 
be considered for interviews:

System ownersNN
Business ownersNN
System maintainersNN
Information security personnelNN
Physical security personnelNN
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Human resources personnelNN

End users of key systemsNN

Supervisors of end usersNN

System administratorsNN

Development staffNN

Database administratorsNN

Some of these individuals will be identified in the risk management plan. Others 
must be identified by other means including asking questions to development team 
members, by observation during on-site walkthroughs, through a review of organi-
zational charts, and by answers to interview questions with other individuals.

9.4.4  Determining System Boundaries

The next step is to define what constitutes a system. This means determining the 
system boundaries and interfaces with other systems. This requires an analysis of 
both technical system boundaries and organizational responsibilities. Construct-
ing physical and logical boundaries around a set of processes, communications, 
storage, and related resources identifies a system. The set of elements within these 
boundaries constitutes a single system requiring a security plan. Each component 
of the system must:

Be under the same direct management control (i.e., one system owner even NN

though an application may cross several business lines)
Have the same general business function(s) or business objective(s)NN

Have essentially the same operating characteristics and security needsNN

All components of a system do not need to be physically connected.

A group of stand-alone personal computers (PCs) in an officeNN

A group of PCs placed in employees’ homes under defined telecommuting NN

program rules
A group of portable PCs provided to employees who require mobile comput-NN

ing capability for their jobs
A system with multiple identical configurations that are installed in locations NN

with the same environmental and physical safeguards

An organization may have systems that differ only in the responsible organiza-
tion or the physical environment in which they are located. In such instances, it is 
appropriate to use plans that are identical except for those areas of difference.
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9.4.5  Physical Inspections and Walkthroughs
Physical inspections and walkthroughs are an important part of the SSP process. At 
a minimum, a walkthrough of the following areas should be conducted:

Building and area perimetersNN
Data centers/computer rooms/server roomsNN
Power supply centersNN
Centralized printing/publishing centersNN
Wiring closetsNN
Areas where sensitive data is received and processedNN
Environmental controlsNN
Mail roomsNN
Facsimile stations/areasNN
Staircases, elevators, and emergency exitsNN

9.4.6  Interview Key Personnel
The amount of interviews necessary to develop the SSP will depend upon how thor-
oughly the organization filled out the system identification template, and how thor-
ough the organization’s most recent risk assessment was. If there are any sections of 
the system identification template that are incomplete or raise questions, then the 
individuals identified in step three should be interviewed about the systems they 
own, support, or use. Where possible, interviews should be scheduled in advance.

Questions asked during the interview process should be limited to obtaining 
clarification of the following items:

Information about the key infrastructure and system boundariesNN
Information about the risk analysisNN
Information necessary to complete any of the sections within the SSP templateNN

Any clarification that is necessary after the walkthroughs and review of the system 
identification template and risk assessment should be handled in this step.

9.4.7  Incidental Documentation
There are several pieces of incidental documentation required for an SSP. These 
pieces of documentation include:

Equipment (i.e., hardware) listsNN
Software listsNN
Glossary of termsNN
AcronymsNN
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The equipment list should include all of the hardware used within the bound-
aries of the system in question. A simple inventory should suffice. The software 
list should include all of the operating system software, as well as any specialized 
application software in use within the system boundaries. The glossary of terms and 
acronym list should spell out any terms used by the organization that are unique to 
the organization or the organization’s line of business.

9.4.8  Prepare Documentation

The SSP is prepared based upon the template found in Section 9.9 of this chapter. 
The sections include:

Section 1: System IdentificationNN

Section 2: Management ControlsNN

Section 3: Operational ControlsNN

Section 4: Technical ControlsNN

Section 5: Appendices and AttachmentsNN

As each of the sections is completed, it should undergo a quality assurance check 
by an employee who did not write it, and then it should be forwarded as a draft 
to management for review. The purpose of this review is not to wordsmith the 
document, but rather to ensure that all of the technical details of each section are 
correct. An SSP is a large document, and it is easier to ensure that it is technically 
correct, by allowing the management to review each section separately.

9.4.9  Discuss SSP with Management

It is important to share any observations made during the development of the SSP 
with management as they are discovered and not wait until the written report is 
completed. Discuss observations with management immediately whenever breaches 
of security are in process, or when fraudulent activities are discovered. It is impor-
tant to remember that the purpose of the SSP development is to document the cur-
rent state of security and all of the controls and safeguards currently in place.

Draft copies of the SSP should be shared with management. Once management 
has had ample opportunity to review the draft, then a meeting with key informa-
tion security, business managers, and system maintainers should be scheduled to 
review the SSP in detail. It should be clear to the client that the review will include 
all sections of the SSP.
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9.4.10  Finalize Documentation

Once a face-to-face meeting has been held with management to discuss the SSP, 
then the document may be finalized. Make sure all of management’s concerns dur-
ing the discussion have been addressed in the document.

9.5  Risk Management Policy
Risk management is an important activity that can help identify the day-to-day 
operational uncertainties associated with any organization or project. Organiza-
tions that do not have a specific policy or standard which requires periodic risk 
management activities should consider developing such a policy or standard. A 
template for such a risk management policy has been included in Section 9.7 of 
this chapter.

9.6  Conclusions
We all want to feel secure when we walk into our homes or places of business. We 
don’t want to find ourselves suddenly swept up in a crime or detective story, at least 
not as the subject of such a story! The same can be said for the information systems 
and the data that they contain; we want to make sure that they aren’t the subject of 
a crime story. Yet all too often, we find that the information systems we rely upon 
have become the subject of a crime story. During the month of January 2008 alone, 
PrivacyRights.org reported that more than 1,000,000 records had been breached.

According to the National Cyber Security Partnership’s Task Force on improv-
ing security across the software development lifecycle, “Security is a serious problem 
and if present trends continue, could be much worse in the future.” This task force, 
consisting of subgroups in education, software processes, patching, and incentives, 
has made numerous recommendations for both the short and the long term. Yet in 
the meantime, organizations continue to entrust their precious information assets 
in software developed with the same vulnerabilities over and over again.

However, through the simple practice of assessing information assurance risks 
within the SDLC, assets, as well as common threats, vulnerabilities, and risks can 
be identified. Once the risks are known, then steps can be taken to mitigate them 
through the strategies of acceptance, transference, avoidance, or limitation. And 
where it isn’t feasible to transfer, avoid, or limit risks within the software develop-
ment process, then at least the risks are known, and security controls at other levels 
of the infrastructure such as perimeters, networks, policies and procedures, defense 
in depth, intrusion detection and prevention, as well as others may be able to miti-
gate the risks that could not be eliminated within the software itself. Unknown 
risks can’t be transferred, avoided, or limited: they can only be accepted. That’s 
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why it’s imperative we attempt to detect and analyze risks within each phase of the 
SDLC, starting with the requirements phase.

Just as it is cheaper to fix design flaws during software development the earlier 
those design flaws are recognized, the cheaper it becomes to make software more 
secure the earlier we recognize the risks associated with the development effort. 
Risk management activities must begin in the requirements phase and continue 
through the remaining phases of any software development effort until the software 
is retired from service. Even then, there may be risks associated with retiring the 
software from service that must be taken into consideration. If these risks remain 
unknown, then they cannot be transferred, avoided, or limited in any way.

It is hoped that this book has provided a foundation for security risk assessment 
and security risk management during software development by looking at current 
trends and problems that have plagued application development for a decade or 
more. It was the intent of the author to provide those individuals associated with 
software development efforts a step-by-step guide into understanding how some of 
the common threats and vulnerabilities associated with software development can 
be identified and prevented, through the process of risk assessment and risk miti-
gation. It is also the hope of the author that now that you have been informed of 
how to identify and mitigate risks associated with software development, that the 
resulting software produced by your team is more secure.

9.7  Risk Management Plan Template
A template of a typical risk management plan and the information it contains follows. 
The information listed with brackets ([ ]) is intended to indicate the type of informa-
tion found in each section of the template. 

9.7.1  Purpose

Risk represents a source of danger or threat, a possibility of incurring loss or misfor-
tune. Risk management is the process of identifying risk, assessing risk, and taking 
steps to mitigate risks to the extent possible. This plan provides an effective risk 
management program, containing both the definitions and the practical guidance 
necessary for assessing and mitigating risks identified. The ultimate goal is achiev-
ing best practices in managing IT-related mission risks.

9.7.2  Objective

Performing risk management will allow the organization to accomplish its mis-
sions by:
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Securing the IT systems that store, process, or transmit data that are critical NN

to mission success
Enabling management to make well-informed risk management decisions to NN

justify the expenditures that are part of the organization’s budget
Assisting management in self-regulating the department’s IT systems on the NN

basis of the results of annual risk assessments

9.7.3  References

[This section of the risk management plan can spell out any relevant guidance used 
in conducting risk assessment or risk mitigation efforts such as concepts presented 
in National Institute of Standards and Technology (NIST) Special Publication 
(SP) 800-30, Risk Management Guide for Information Technology Systems, or 
other publications.]

9.7.4  Legal Basis

[This section of the risk management plan spells out any legislative or regulatory 
requirements for conducting risk assessments and risk mitigation efforts including: 
HIPAA, SOX, GLB, SB 1386, among others, which may form the basis for the 
organization’s policy or strategy for risk management.]

9.7.5  Definitions

This section of the risk management plan may contain definitions for terms used 
throughout the plan such as assets, threats, vulnerabilities, risks, and threat actions. 
Examples of some of these definitions include:

An NN asset is something of value to an organization or enterprise. It can be a person 
or person(s), information, a system, hardware, or even a building or facility.
RiskNN  is the possibility of suffering harm or loss. It is the potential for realizing 
unwanted negative consequences of an event. It refers to a situation in which 
a person could do something undesirable or a natural occurrence could cause 
an undesirable outcome, resulting in a negative impact or consequence.
A NN threat refers to something that is a source of danger to an asset.
A NN vulnerability refers to a weakness in security systems, administrative controls, 
physical layout, internal controls, and so forth that could be exploited by a threat 
to gain unauthorized access to information or disrupt critical processing.
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9.7.6  Risk Management Overview

[This section describes the risk management methodology used by the organiza-
tion, how it fits into each phase of the System Development Life Cycle (SDLC), and 
how the risk management process is tied to the process of system authorization.]

[In addition, this section contains the results of the risk analysis including: the 
identification of critical assets, the risks associated with those assets, and an analysis 
of those risks. Also, the mitigation strategies selected to deal with those risks, and 
the planned implementation of those strategies is included.]

9.7.7  Importance of Risk Management

[This section of the risk management plan encompasses the processes of risk assess-
ment, risk mitigation, and continuing evaluation and assessment. It is an overview 
of the risk assessment process, which includes identification and evaluation of risks 
and risk impacts, and recommendation of risk-reducing measures. It is also an over-
view of risk mitigation, which refers to prioritizing, implementing, and maintain-
ing the appropriate risk-reducing measures recommended from the risk assessment 
process. Finally, it is an overview of the continual evaluation process and keys for 
implementing a successful risk management program.]

9.7.8  Integration of Risk Management into the  
	 System Development Life Cycle (SDLC)

[This section describes how risk management activities are introduced into the 
SDLC from investigation of initial requirements through analysis, design, imple-
mentation, and maintenance. Minimizing negative impact and the need for a 
sound basis in decision making are the fundamental reasons risk management is 
implemented for an organization’s IT systems. Effective risk management must be 
totally integrated into the SDLC. Risk management must be an iterative process 
that can be performed during each major phase of the SDLC.]

9.7.9  Key Roles

[Risk management is primarily a management responsibility. This section describes 
the key roles of the personnel who should support and participate in the risk man-
agement process. Some examples are given below.]

Senior ManagementNN . Senior management, under the standard of due care and 
ultimate responsibility for the department’s mission accomplishment, must 
ensure that the necessary resources are effectively applied to develop the capa-
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bilities needed to accomplish the mission. They must also assess and incorpo-
rate results of the risk assessment activity into the decision-making process. 
An effective risk management program that assesses and mitigates IT-related 
mission risks requires the support and involvement of senior management.
Chief Information Officer (CIO)NN . The CIO is responsible for the department’s 
IT planning, budgeting, and performance including its information security 
components. Decisions made in these areas should be based on an effective 
risk management program.
System and Information Owners.NN  System and information owners are respon-
sible for ensuring that proper controls are in place to address integrity, confi-
dentiality, and availability of the IT systems and data they own.
Business and Functional Managers.NN  The organization’s managers responsible 
for business operations and IT procurement process must take an active role 
in the risk management process. These managers are the individuals with the 
authority and responsibility for making the trade-off decisions essential to 
mission accomplishment. Their involvement in the risk management process 
enables the achievement of proper security for the IT systems, which, if man-
aged properly, will provide mission effectiveness with a minimal expenditure 
of resources.
Security Officer.NN  The organization’s computer security officer is responsible for 
the organization’s security programs, including risk management. Therefore, 
the organization’s security officer will play a leading role in introducing an 
appropriate structured methodology to help identify, evaluate, and minimize 
risks to the IT systems that support the organization’s mission. The security 
officer will also act as a major consultant in support of senior management to 
ensure that this activity takes place on an ongoing basis.
IT Security Practitioners.NN  IT security practitioners (e.g., network, system, 
application, and database administrators; computer specialists; security ana-
lysts; security consultants) are responsible for proper implementation of secu-
rity requirements in the organization’s IT systems. The existing IT system 
environment is dynamic (e.g., changes continually occur, such as expansion 
in network connectivity, changes to the existing infrastructure and organiza-
tional policies, introduction of new technologies). As changes to the organiza-
tion’s IT systems occur, IT security practitioners must support or use the risk 
management process to identify and assess new potential risks and imple-
ment new security controls as needed to safeguard all of the department’s IT 
systems.
Security Awareness TrainersNN  (Security/Subject Matter Professionals). All orga-
nization personnel are the users of the IT systems. Use of the IT systems 
and data according to the organization’s policies, guidelines, and rules of 
behavior is critical to mitigating risk and protecting the organization’s IT 
resources. To minimize risk to the IT systems, it is essential that system and 
application users be provided with security awareness training. Therefore, 
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the organization’s IT security trainers or security/subject matter profession-
als must understand the risk management process so that they can develop 
appropriate training materials and incorporate risk assessment into training 
programs to educate the end users.

9.7.10  Risk Assessment
[Risk assessment is the first process in the risk management methodology. This 
section of the risk management plan will describe the risk assessment methodology 
selected along with a justification for why that methodology was selected. In addi-
tion, this section of the document will spell out the following:

The scope of the assessment effortNN
Key success factors required for a successful assessmentNN
Who will be involved in the assessment effortNN
The processes used to identify assetsNN
The processes used to identify threatsNN
The processes used to identify vulnerabilitiesNN
The processes used to identify threat–vulnerability pairs and to develop threat NN
action statements
The process used in performing control analysesNN
The processes used to risk evaluation criteria:NN

Likelihood of occurrence scale−−
Magnitude of impact scale−−
Risk matrices−−

An example of the types of items that might be found in this section of a risk man-
agement plan appears below.]

9.7.11  Preparing to Assess Risks
The initial focus of the [Insert Method Name] method is preparing for the evalua-
tion. The following are key success factors in preparation:

Getting senior management sponsorshipNN . Successful risk analysis requires the 
time of people in the organization. If senior management does not support 
the process, staff support for the risk analysis will dissipate quickly.
Selecting the analysis participants.NN  The analysis participants will be respon-
sible for managing the process and analyzing information. The members of 
this team need to have sufficient skills and training to lead the risk analysis 
and to know when to augment their knowledge and skills by including addi-
tional people.
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Setting the appropriate scopeNN . The risk assessment should include important 
operational areas but the scope cannot get too big. The analysis participants 
must work with the organization’s senior management to select which opera-
tional areas will be examined as a part of the risk assessment.
Selecting participantsNN . Staff members will contribute their knowledge about 
the organization. They should be assigned based on their knowledge and 
skills, not solely based on who is available. In general, participants should 
be familiar with the types of information-related assets in the organization, 
able to commit to the time required, and familiar with the ways in which 
information assets are used.

9.7.12  Phase 1: Build Asset-Based Threat Profiles
Participants from the organization contribute their unique perspectives about what 
is important to the department (assets) and how well those assets are currently 
being protected. The following activities are undertaken to elicit knowledge from 
participants during this phase:

Identify assets and relative prioritiesNN . An asset is something of value to the orga-
nization. It can be information, systems, software, hardware, and people. The 
first step is to brainstorm a list of assets from the participants.
Identify areas of concernNN . The participants will then express concerns about 
how the most important assets are threatened. Scenarios, using prompts 
based on known sources and outcomes of threat, will be developed. This 
information will form the basis for constructing threat profiles.
Identify security requirements for the most important assetsNN . At this point, par-
ticipants discuss what qualities are important about the assets that they have 
identified. Next, security requirements, in the form of confidentiality, integ-
rity, and availability will be identified for each important asset. Finally, each 
security requirement for each asset will be ranked, relative to each other.
Capture knowledge of current security practices and organizational vulnerabili-NN
ties. During this activity, the organization’s current security practices will be 
evaluated against a catalog of known good security practices. In addition, the 
participants will discuss the current security practices and how they relate to 
organizational vulnerabilities.

9.7.13  Phase 2: Identify Infrastructure Vulnerabilities
This is the “technological view” of the risk assessment. During this phase, the par-
ticipants will examine key components of the IT infrastructure. Once these key 
components have been identified, vulnerability tools will be used to scan the com-
ponents for technological weaknesses. The results of the scans will then be reviewed 
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and the results summarized. The ultimate goal of this phase is to identify techno-
logical weaknesses in the organization’s infrastructure.

Once the scans are complete, the participants will review the reports generated, 
interpret the results, and create a preliminary summary of the technology vulner-
abilities for each key component.

9.7.14  Phase 3: Develop Security Strategy and Plans

During phase three, the participants will identify and analyze risks to the organiza-
tion’s critical assets. This phase includes the following activities:

Identifying the impact of threats to critical assetsNN . During this step, a narra-
tive description of the potential impact of threats to the organization’s criti-
cal assets is developed. There are four possible threat outcomes: disclosure, 
modification, loss/destruction, and interruption. However, the impact will be 
broader, describing the effect of the threat on the organization’s mission and 
business objectives.
Creating risk evaluation criteriaNN . During this activity, the organization’s toler-
ance for risk is defined by creating evaluation criteria. The criteria developed 
will act as a measure against in which the department will evaluate the types 
of impact described during the previous step. This will help the organization 
explicitly prioritize risks.
Evaluating the impact of threats to assetsNN . In this step, the evaluation criteria 
are compared to the impact descriptions. The impact on the organization for 
each threat to a critical asset can then be estimated. The ultimate result is 
that the organization can then establish priorities to guide its risk mitigation 
activities.

Once the impacts of threats to the organization’s critical assets have been ana-
lyzed, a protection strategy, mitigation plans for the risks to the critical assets, 
and an action list of near-term actions may be developed. Finally, the participants 
will present the proposed protection strategy, mitigation plans, and action list to 
senior management. Senior management will then review and revise the strategy 
as necessary and then decide how the organization will build on the results of the 
evaluation.

9.7.15  Risk Mitigation

[This part of the risk management plan describes how risk mitigation activities 
will be carried out. Through risk mitigation, the organization will prioritize, evalu-
ate, and implement appropriate risk-reducing controls recommended from the risk 
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assessment process. An example of the types of information that may be found in 
this section of a risk management plan is found below.]

 The elimination of all risk is usually impractical or close to impossible. There-
fore, it is the responsibility of the organization’s senior management and functional 
and business managers to use the least-cost approach and implement the most 
appropriate controls to decrease mission risk to an acceptable level, with minimal 
adverse impact on the organization’s resources and mission.

9.7.16  Risk Mitigation Options

Risk mitigation is a systematic methodology used by the organization’s senior 
management to reduce mission risk. The organization will achieve risk mitigation 
through any of the following risk mitigation options:

Risk AssumptionNN . Accepting potential risk and continue operating IT system(s) 
or implementing controls to lower the risk to an acceptable level.
Risk Avoidance.NN  Avoiding the risk by eliminating the risk cause or conse-
quence (e.g., forgo certain functions of a system or shut down the system 
when risks are identified).
Risk LimitationNN . Limiting the risk by implementing controls that minimize 
the adverse impact of a threat’s exercising a vulnerability (e.g., use of support-
ing, preventive, or detective controls).
Risk TransferenceNN . Transferring the risk by using other options to compensate 
for the loss, such as purchasing insurance.

The organization’s goals and mission shall be considered in selecting any of 
these risk mitigation options. Because it may not be practical to address all identi-
fied risks, the organization shall give priority to the threat and vulnerability pairs 
that have the potential to cause significant mission impact or harm. Because the 
organization has a unique environment and objectives, the option used to mitigate 
the risk and the methods used to implement controls may vary. The organization 
will use the “best of breed” approach by selectively using appropriate technologies 
from among various security products, along with the appropriate risk mitigation 
option and nontechnical administrative measures.

9.7.17  Risk Mitigation Strategy

As a general guideline, the organization will provide implementation of control 
actions at appropriate points in the SDLC using the following guidelines:
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When a vulnerability (or flaw/weakness) exists. The organization will imple-NN
ment appropriate assurance techniques to reduce the likelihood of the vulner-
ability being exercised.
When a vulnerability can be exercised. The organization will apply layered NN
protections, architectural designs, and administrative controls as appropriate, 
to minimize the risk of, or prevent, the vulnerability being exercised.
When the attacker’s cost is less than the potential gain. An attacker repre-NN
sents someone or something intentionally attempting to violate the security 
of an asset. The organization will apply appropriate protections to decrease an 
attacker’s motivation by increasing the attacker’s cost. For example, by apply-
ing system controls to limit what a system user can access and accomplish, 
the organization could significantly reduce a potential attacker’s gain.
When a potential loss would be too great. The organization will apply appro-NN
priate design principles, architectural designs, and technical and nontechni-
cal protections to limit the extent of the attack, thereby reducing the potential 
for loss.

9.7.18  Control Implementation Approach

When control actions must be taken, the organization will address the greatest risks 
and strive for sufficient risk mitigation at the lowest cost, with minimal impact on 
other mission capabilities. The organization will use the following risk mitigation 
methodology when implementing controls.

Step 1: 	Prioritize actions. Based on the risk levels presented in the risk assess-
ment report, the implementation actions will be prioritized. In allocating 
resources, top priority will be given to risk items with unacceptably high 
risk rankings. These vulnerability–threat pairs will require immediate 
corrective action to protect the organization’s interests and mission.

Step 2:	Evaluate recommended control options. The organization will analyze 
the feasibility (e.g., compatibility, user acceptance) and effectiveness (e.g., 
degree of protection and level of risk mitigation) of the recommended 
control options. The organization will then adopt the most appropriate 
control option for minimizing risk.

Step 3:	Conduct cost-benefit analysis. The organization will conduct a cost-
benefit analysis to aid management in decision making and to identify 
cost-effective controls.

Step 4:	Select controls. On the basis of the results of the cost-benefit analysis, 
management shall determine the most cost-effective control(s) for reduc-
ing risk to the organization’s mission. The controls selected should com-
bine technical, operational, and management control elements to ensure 
adequate security for the system and the organization.
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Step 5:	Assign responsibility. Appropriate persons who have the appropriate 
expertise and skillsets to implement the selected control will be identi-
fied, and responsibility will be assigned.

Step 6: Develop an action plan. At a minimum, the plan shall contain:

Risks (vulnerability–threat pairs) and associated risk levelsNN

Recommended controlsNN

Prioritized action listNN

Selected planned controls based upon the results of the cost-benefit analysisNN

Required resources for implementing the selected controlsNN

Lists of responsible teams and staffNN

Start date for implementationNN

Target completion date for implementationNN

Maintenance requirementsNN

Step 7: Implement selected controls. Depending upon individual situations, the 
implemented controls may only reduce the risk, instead of eliminating it. 
These reduced risks shall be documented for auditing purposes.

9.7.19  Evaluation and Assessment

[This section of the risk management plan will describe the ongoing activities that 
the organization will undertake to ensure that risks are managed. It may spell out 
such activities as when risk assessment and risk mitigation activities will be under-
taken on a timeline, or within phases of the SDLC. An example of the types of 
information found in this section of a risk management plan is found below.]

The organization will repeat the risk assessment process annually, because it 
represents best practices as mandated by legislative and regulatory requirements 
and also because it supports the organization’s business objectives and mission. The 
organization will establish a specific schedule for assessing and mitigating mission 
risks. However, this schedule shall be flexible enough to allow changes where war-
ranted, such as major changes to the system and processing environment due to 
changes resulting from legislation and new technologies.

 A successful risk management program in the organization will rely on the 
following:

Senior management’s commitmentNN

Full support and participation of the IT teamNN

The competence of the risk assessment participants in applying the risk assess-NN

ment methodology to a specific site and system, identifying mission risks, and 
providing cost-effective safeguards that meet the needs of the organization
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Awareness (including but not limited to training and education) and coopera-NN

tion of members of the user community, who must follow procedures and com-
ply with the implemented controls to safeguard the organization’s mission
An ongoing evaluation and assessment of organization’s IT-related mission risksNN

During the risk assessment process, the organization identifies risks, analyzes 
risks and sets priorities, and plans for improvement by developing protection strate-
gies and risk mitigation plans. However, the process does not stop there. Between 
evaluations, the organization plans for implementation by developing detailed 
action plans, implements those action plans, monitors the progress of those action 
plans and risk indicators, and controls variations in those action plans and addresses 
significant changes denoted by risk indicators.

9.8  Risk Management Policy Template
The following represents a typical risk management policy. Many of the elements 
of a good risk management policy are also elements of a good risk management 
plan. Therefore, you may see several elements of the risk management plan template 
echoed in the risk management policy template found below.

9.8.1  Purpose

This risk management policy will allow the organization to accomplish its mission 
by securing the IT systems that store, process, or transmit data that are critical to 
mission success, enabling management to make well-informed risk management 
decisions to justify the expenditures that are part of the organization’s budget, and 
assisting management in self-regulating the department’s IT systems on the basis of 
the results of annual risk assessments.

9.8.2  Overview

Risk represents a source of danger or threat, a possibility of incurring loss or mis-
fortune. Risk management is the process of identifying risk, assessing risk, and 
taking steps to reduce risk to an acceptable level. This plan provides an effective 
risk management program, containing both the definitions and the practical guid-
ance necessary for assessing and mitigating risks identified within the organiza-
tion’s Information Technology (IT) systems. The ultimate goal is to achieve best 
practices in managing IT-related mission risks.
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9.8.3  Scope

Responsibility for satisfying risk management policy is shared and extends to all 
personnel and customers using the organization’s computing infrastructure. Each 
person shall satisfy the requirements as they relate to the portion of each informa-
tion system under his or her control.

9.8.4  Statutory Authority

[This section of the policy would spell out which provisions of legislative or regula-
tory authority such as: HIPAA, SOX, GLB, FISMA, and so on apply, if any.]

9.8.5  Compliance

All employees, contractors, interns, consultants, and organization customers are 
responsible for understanding and complying with this policy.

9.8.6  Updates

This policy will be reviewed annually and updated as needed.

9.8.7  Definitions

Asset:NN  Something of value to an organization or enterprise. It can be a person 
or person(s), information, a system, hardware, or even a building or facility.
Actor:NN  Someone or something that may violate the security requirements of 
an asset.
Access:NN  How an actor accesses an asset. Examples include network access, 
physical access, and so on.
Motive:NN  Whether an actor’s intentions are deliberate or accidental.
Outcome:NN  The immediate outcome (disclosure, modification, destruction, 
loss, or interruption) of violating the security requirements of an asset.
Risk:NN  The possibility of suffering harm or loss. It is the potential for realizing 
unwanted negative consequences of an event. It refers to a situation in which 
a person could do something undesirable or a natural occurrence could cause 
an undesirable outcome, resulting in a negative impact or consequence.
Threat:NN  Refers to something that is a source of danger to an asset.
Vulnerability:NN  Refers to a weakness in security systems, administrative con-
trols, physical layout, internal controls, and the like, that could be exploited 
by a threat to gain unauthorized access to information or disrupt critical 
processing.
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System Authorizing Official:NN  Refers to the senior manager responsible for approv-
ing an application system.

9.8.8  Policy Details: Risk Management

Risk management encompasses three processes: risk assessment, risk mitiga-
tion, and evaluation and assessment. The risk assessment section of this policy 
describes the risk assessment process, which includes identification and evalua-
tion of risks and risk impacts, and recommendation of risk-reducing measures. 
The risk mitigation section of this policy describes risk mitigation, which refers 
to prioritizing, implementing, and maintaining the appropriate risk reducing 
measures recommended from the risk assessment process. The continual evalu-
ation process section of this discusses the continual evaluation process and keys 
for implementing a successful risk management program. The system authoriz-
ing official is responsible for determining whether the remaining risk is at an 
acceptable level or whether additional security controls should be implemented 
to further reduce or eliminate the residual risk before authorizing the IT system 
for operation.

Risk management is the process that allows the organization’s management 
to balance the operational and economic costs of protective measures and achieve 
gains in mission capability by protecting the IT systems and data that supports the 
organization’s mission(s).

9.8.9  Integration of Risk Management into the  
	 System Development Life Cycle (SDLC)

The SDLC is the overall process of developing information systems through a 
multi-step process from investigation of initial requirements through analysis, 
design, implementation, and maintenance. Minimizing negative impact and the 
need for sound basis in decision making are the fundamental reasons this risk man-
agement process is being implemented for the organization’s IT systems. Effective 
risk management must be totally integrated into the SDLC. An IT system’s SDLC 
has five phases: initiation, development or acquisition, implementation, operation 
or maintenance, and disposal. Some of the organization’s IT systems occupy several 
of these phases at the same time. However, the risk management methodology used 
will be the same regardless of the SDLC phase for which the assessment is being 
conducted. Risk management is an iterative process that can be performed during 
each major phase of the SDLC.
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9.8.10  Key Roles
Risk management is primarily a management responsibility. This section describes 
the key roles of the personnel who should support and participate in the risk man-
agement process.

Senior Management.NN  Senior management, under the standard of due care and 
ultimate responsibility for the organization’s mission accomplishment, must 
ensure that the necessary resources are effectively applied to develop the capa-
bilities needed to accomplish the mission. They must also assess and incorpo-
rate results of the risk assessment activity into the decision-making process. 
An effective risk management program that assesses and mitigates IT-related 
mission risks requires the support and involvement of senior management.
Chief Information Officer (CIO).NN  The CIO is responsible for the organization’s 
IT planning, budgeting, and performance including information security 
components. Decisions made in these areas should be based on an effective 
risk management program.
System and Information Owners.NN  The organization’s system and informa-
tion owners are responsible for ensuring that proper controls are in place to 
address integrity, confidentiality, and availability of the IT systems and data 
they own.
Business and Functional Managers.NN  The organization’s managers responsible 
for business operations and the IT procurement process must take an active 
role in the risk management process. These managers are the individuals with 
the authority and responsibility for making the trade-off decisions essential to 
mission accomplishment. Their involvement in the risk management process 
enables the achievement of proper security for the IT systems, which, if man-
aged properly, will provide mission effectiveness with a minimal expenditure 
of resources.
Chief Information Security Officer (CISO).NN  The organization’s CISO is respon-
sible for the organization’s security programs, including risk management. 
Therefore, the organization’s CISO will play a leading role in introducing an 
appropriate structured methodology to help identify, evaluate, and minimize 
risks to the IT systems that support the organization’s mission. The CISO 
will also act as a major consultant in support of senior management to ensure 
that this activity takes place on an ongoing basis.
IT Security Practitioners.NN  IT security practitioners (e.g., network, system, 
application, and database administrators; computer specialists; security ana-
lysts; security consultants) are responsible for proper implementation of secu-
rity requirements in the organization’s IT systems. The existing IT system 
environment is dynamic (e.g., changes continually occur, such as expansion 
in network connectivity, changes to the existing infrastructure and organi-
zational policies, and introduction of new technologies). As changes to the 
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organization’s IT systems occur, IT security practitioners must support or use 
the risk management process to identify and assess new potential risks and 
implement new security controls as needed to safeguard all of the organiza-
tion’s IT systems.
Security/Subject Matter Professionals.NN  All of the organization’s personnel and 
customers are users of the IT systems. Use of the IT systems and data accord-
ing to the organization’s policies, procedures, guidelines, and standards is 
critical to mitigating risk and protecting the organization’s IT resources. To 
minimize risk to the IT systems, it is essential that system and application 
users be provided with security awareness training. Therefore security/subject 
matter professionals must understand the risk management process so that 
they can develop appropriate training materials and incorporate risk assess-
ment into training programs to educate the end users.

9.8.11  Risk Assessment

Risk assessment is the first process in the risk management methodology. The 
[ORGANIZATIONAL NAME] will use the risk assessment process to determine 
the extent of the potential threats and the risks associated with its assets.

Regardless of the methodology used in actually performing the risk assessment, 
a number of key factors are required for success. They include:

Getting senior management sponsorshipNN . Successful evaluation requires the 
time of people in the department. If senior management does not support the 
process, staff support for the evaluation will dissipate quickly.
Setting the appropriate scopeNN . The evaluation should include important opera-
tional areas but the scope cannot get too big. Areas of the organization that 
are critical to achieving its mission should be selected.
Selecting participants.NN  Staff members from multiple organizational levels will 
contribute their knowledge about the organization. They shall be assigned 
based on their knowledge and skills, not solely based on who is available. 
In general, participants should be familiar with the types of information-
related assets within the organization, able to commit to the time required, 
and familiar with the ways in which information assets are used.

Once the key factors for success have been obtained, then information about 
the organization’s assets and how well those assets are protected may be obtained. 
Regardless of the methodology utilized, the following are critical steps in identify-
ing potential threats:

Identify assets and relative priorities.NN  An asset is something of value to the 
organization. It can be information, systems, software, hardware, and people. 
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Once the assets have been identified, a relative priority should be assigned to 
each of them.
Identify security requirements for the most important assets.NN  Security require-
ments, in the form of confidentiality, integrity, and availability are identified 
for each important asset.
Capture knowledge of current security practices and organizational vulnerabili-NN
ties. The organization’s current security practices are compared against a cata-
log of industry standard security practices.

Vulnerability tools will be used to scan the asset components for technological 
weaknesses. The results of the scans are reviewed and the results summarized. The 
ultimate goal is to identify technological weaknesses in the organization’s comput-
ing infrastructure.

Risks to the critical assets can now be identified by:

Identifying the impact of threats to critical assetsNN . A narrative description of the 
potential impact of threats to critical assets is developed. There are four pos-
sible threat outcomes: disclosure, modification, loss/destruction, and inter-
ruption. However, the impact will be broader, describing the effect of the 
threat on the organization’s mission and business objectives.
Creating risk evaluation criteriaNN . The organization’s tolerance for risk shall 
be defined by creating evaluation criteria. The criteria developed will act as 
a measure against which the organization will evaluate the types of impact 
described. For each area of impact developed, evaluation criteria are defined 
as high, medium, and low impact.
Evaluating the impact of threats to critical assetsNN . In this step, the evaluation 
criteria are compared to the impact descriptions. The impact on the organi-
zation for each threat to a critical asset can then be estimated. The ultimate 
result is that the organization can then establish priorities to guide its risk 
mitigation activities.

Once the impacts of threats to critical assets have been analyzed, a protec-
tion strategy, mitigation plans for the risks to the critical assets, and an action list 
of near-term actions may be developed. Finally, the proposed protection strategy, 
mitigation plans, and action list will be presented to senior management. Senior 
management will then review and revise the strategy as necessary and then decide 
how the organization will build on the results of the evaluation.

9.8.12  Risk Mitigation

Through risk mitigation the organization will prioritize, evaluate, and implement 
appropriate risk-reducing controls recommended from the risk assessment process.



278  n  Security Software Development

 The elimination of all risk is usually impractical or close to impossible. There-
fore, it is the responsibility of senior management and functional and business 
managers to use the least-cost approach and implement the most appropriate con-
trols to decrease mission risk to an acceptable level, with minimal adverse impact 
on organizational resources and mission.

9.8.13  Risk Mitigation Options

Risk mitigation is a systematic methodology used by senior management to reduce 
mission risk. The organization will achieve risk mitigation through any of the fol-
lowing risk mitigation options:

Risk Assumption.NN  Accepting potential risk and continue operating IT system(s) 
or implementing controls to lower the risk to an acceptable level.
Risk Avoidance.NN  Avoiding the risk by eliminating the risk cause or conse-
quence (e.g., forgo certain functions of a system or shut down the system 
when risks are identified).
Risk Limitation.NN  Limiting the risk by implementing controls that minimize 
the adverse impact of a threat’s exercising a vulnerability (e.g., use of support-
ing, preventive, or detective controls).
Risk Planning.NN  Managing risk by developing a risk mitigation plan that priori-
tizes, implements, and maintains controls.
Research and Acknowledgment.NN  Lowering the risk of loss by acknowledging the 
vulnerability or flaw and researching controls to correct the vulnerability.
Risk Transference.NN  Transferring the risk by using other options to compensate 
for the loss, such as purchasing insurance.

The organization’s goals and mission shall be considered in selecting any of 
these risk mitigation options. Because it may not be practical to address all identi-
fied risks, the organization shall give priority to the threat and vulnerability pairs 
that have the potential to cause significant mission impact or harm. Because the 
organization has a unique environment and objectives, the option used to mitigate 
the risk and the methods used to implement controls may vary. The organization 
will use the “best of breed” approach by selectively using appropriate technologies 
from among the various vendor security products, along with the appropriate risk 
mitigation option and nontechnical administrative measures.

9.8.14  Risk Mitigation Strategy

As a general guideline, the organization will provide implementation of control 
actions at appropriate points in the SDLC using the following guidelines:
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When a vulnerability (or flaw/weakness) existsNN . The organization will imple-
ment appropriate assurance techniques to reduce the likelihood of the vulner-
ability being exercised.
When a vulnerability can be exercisedNN . The organization will apply layered pro-
tections, architectural designs, and administrative controls as appropriate, to 
minimize the risk of, or prevent, the vulnerability being exercised.
When the attacker’s cost is less than the potential gainNN . An attacker represents 
someone or something intentionally attempting to violate the security of 
an asset. The organization will apply appropriate protections to decrease an 
attacker’s motivation by increasing the attacker’s cost. For example, by apply-
ing system controls to limit what a system user can access and accomplish, 
the organization could significantly reduce a potential attacker’s gain.
When a potential loss would be too greatNN . The organization will apply appropri-
ate design principles, architectural designs, and technical and nontechnical 
protections to limit the extent of the attack, thereby reducing the potential 
for loss.

9.8.15  Control Implementation Approach

When control actions must be taken, the organization will address the greatest risks 
and strive for sufficient risk mitigation at the lowest cost, with minimal impact on 
other mission capabilities. The organization will use the following risk mitigation 
methodology when implementing controls.

Step 1:	 Prioritize actions. Based on the risk levels presented in the risk assess-
ment report, the implementation actions will be prioritized. In allocat-
ing resources, top priority will be given to risk items with unacceptably 
high risk rankings. These vulnerability–threat pairs will require imme-
diate corrective action to protect organizational interests and mission.

Step 2:	Evaluate recommended control options. The organization will analyze 
the feasibility (e.g., compatibility, user acceptance) and effectiveness (e.g., 
degree of protection and level of risk mitigation) of the recommended 
control options. The organization will then adopt the most appropriate 
control option for minimizing risk.

Step 3:	Conduct cost-benefit analysis. The organization will conduct a cost-
benefit analysis to aid management in decision-making and to identify 
cost-effective controls.

Step 4:	Select controls. On the basis of the results of the cost-benefit analysis, 
management shall determine the most cost-effective control(s) for reduc-
ing risk to the organization’s mission. The controls selected should com-
bine technical, operational, and management control elements to ensure 
adequate security for the system and the organization.
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Step 5:	Assign responsibility. Persons who have the appropriate expertise and 
skillsets to implement the selected control will be identified, and respon-
sibility will be assigned.

Step 6: 	Develop an action plan. At a minimum, the plan shall contain:

Risks (vulnerability–threat pairs) and associated risk levelsNN

Recommended controlsNN

Prioritized action listNN

Selected planned controls based upon the results of the cost-benefit analysisNN

Required resources for implementing the selected controlsNN

Lists of responsible teams and staffNN

Start date for implementationNN

Target completion date for implementationNN

Maintenance requirementsNN

Step 7: Implement selected controls. Depending upon individual situations, the 
implemented controls may only reduce the risk, instead of eliminating it. 
These reduced risks shall be documented for auditing purposes.

9.8.16  Evaluation and Assessment

The organization will repeat the risk assessment process every other year, because it 
represents best practices and also because it supports organizational business objec-
tives and mission. The organization will establish a specific schedule for assessing 
and mitigating mission risks. However, this schedule shall be flexible enough to 
allow changes where warranted, such as major changes to the IT system and process-
ing environment due to changes resulting from legislation and new technologies.

 A successful risk management program in the organization will rely on the 
following:

Senior management’s commitmentNN

Full support and participation of the members assigned to the risk assessment NN

team
The competence of the risk assessment team in applying the risk assessment NN

methodology to a specific site and system, identifying mission risks, and pro-
viding cost-effective safeguards that meet organizational needs
Awareness (including but not limited to training and education) and coopera-NN

tion of members of the user community, who must follow procedures and com-
ply with the implemented controls to safeguard the organization’s mission
An ongoing evaluation and assessment of the organization’s IT-related mis-NN

sion risks
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During the risk assessment process, the organization identifies risks, analyzes 
risks and sets priorities, and plans for improvement by developing protection strate-
gies and risk mitigation plans. However, the process does not stop there. Between 
evaluations the organization plans for implementation by developing detailed action 
plans, implements those action plans, monitors the progress of those action plans 
and risk indicators, and controls variations in those action plans and addresses sig-
nificant changes denoted by risk indicators.

9.9  System Security Plan Template
Executive Summary

[A summary of each of the first four (4) sections of the SSP. Do not restate method-
ology; only provide a summary of facts about the system being documented.]

DATE: (of plan or modification)
METHODOLOGY DATE/VERSION: (used to write the SSP)

9.9.1  Section 1: System Identification

System Name/Title
Official System Name	
System Acronym
System of Records (SOR)

9.9.1.1  Responsible Organization

[In this section, list the organizational component responsible for the system. If 
another organization performs the function, identify the business partner or other 
organization, and describe the relationship. Be specific about the organization and 
do not abbreviate. Include all physical locations and addresses.]

Name of OrganizationNN
AddressNN
City, State, ZipNN
Contract Number, Contractor contact information (if applicable)NN

9.9.1.2  Information Contact(s)

Name (System Owner/Manager)NN
TitleNN
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Name of Organization	NN

Address	NN

Mail-stop	NN

City, State, Zip	NN

E-mail address	NN

Phone number	NN

Name (Business Owner/Manager)	NN

Title	NN

Name of Organization	NN

Address	NN

Mail-stop	NN

City, State, Zip	NN

E-mail address	NN

Phone number	NN

Name (System Maintainer/Manager)	NN

Title	NN

Name of Organization	NN

Address	NN

Mail-stop	NN

City, State, Zip	NN

E-mail address	NN

Phone number	NN

Name (SSP Author)	NN

Title	NN

Name of Organization	NN

Address	NN

Mail-stop	NN

City, State, Zip	NN

E-mail address	NN

Phone number	NN

9.9.1.3  Assignment of Security Responsibility

[This section may include up to four (4) different security contacts: two (2) differ-
ent security contacts and two (2) different emergency contacts. Each emergency 
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contact should know how to contact the primary contact or his or her supervisor 
but does not have to be a technical person.]

Name 	NN
Title	NN
Name of Organization	NN
Address	NN
Mail-stop	NN
City, State, Zip	NN
E-mail address	NN
Phone number	NN
Emergency Contact Information (name, phone and e-mail only)	NN

9.9.1.4  System Operational Status

[Document the operational status of the system: new, operational, or undergoing a 
major modification.]

9.9.1.5  General Description/Purpose

[This section of the SSP must contain a brief (one to three paragraphs) descrip-
tion of the function and purpose of the system and the organizational business 
processes supported, including functions and processing of data. Include major 
inputs/outputs, users, and major business functions performed. Include all applica-
tions supported, including functions and information processed.]

9.9.1.6  System Environment and Special Considerations

[Provide a (one to three paragraphs) general technical description of the system. 
Discuss any environmental factors that raise special security concerns (e.g., Inter-
net connectivity, dial-up access) and document the physical location of the system. 
Provide a network diagram or schematics to help identify, define, and clarify the 
system boundaries for the system. Provide a description of the system and subap-
plications and other software intradependencies.]

NOTE: This section must provide stand-alone information regarding the 
operational environment within the scope of the SSP. Do not provide references 
to other documents without providing all the pertinent information within this 
section.
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9.9.1.7  System Interconnection/Information Sharing

[Describe any system interconnections or information sharing (inputs/outputs) 
outside the scope of this plan. Show how the various components and subnet-
works are connected or interconnected to any other system. Include information 
on the authorization for connections to other systems or the sharing of informa-
tion. Document any written management authorizations with other companies 
in this section.]

9.9.1.8  Applicable Laws or Regulations Affecting the System

[List any specific laws and regulations that are applicable to the information pro-
cessed by the system which establish specific requirements for Confidentiality, 
Integrity, Availability (CIA) auditability and accountability of information in the 
system.]

9.9.1.9  General Description of Information Security Level

[Determine the appropriate information security level for the information stored 
and processed by the system.]

9.9.2  Section 2: Management Controls
[Management controls focus on the management of the computer security system 
and the management of risk for the system. In the subsections below, describe the 
overall management controls that are currently implemented (i.e., in place) for the 
system. Each security control measure must be described in enough detail to deter-
mine if they are adequate.]

9.9.2.1  Risk Assessment (RA) and Risk Management

The risk assessment must describe the methods used to assess the nature and level 
of risk to the system. State and describe the risk assessment methodology used. 
If the risk assessment is contained in a separate document, attach that document 
to the SSP, and provide a summary of that document here with a reference to the 
attachment.

[Complete Table 9.1 for all of the system-specific vulnerabilities (excluding low 
risk levels). The vulnerabilities included in the table should map directly to the RA 
report. That is, Vulnerability 1 (V1) in the RA report should be identified as V1 in 
the table, V2 in the RA report should be identified as V2, and so on.]
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9.9.2.2  Review of Security Controls

[If other types of security evaluations were conducted on the system during the 
past 12 months (e.g., audits), information about who performed the review, when 
the review was performed, the purpose of the review, a summary of general find-
ings, actions taken as a result of the review, and a reference to the location of the 
full report and corrective action plans, include a summary of the most recent self-
assessment in this section.]

9.9.2.3  Rules of Behavior (ROB)

[Provide a definition of each type of user of the system (e.g., user, developer, system 
administrator, database administrator, etc.) and a summary of the rules of behavior 
or “code of conduct” specific to the system for each type of user, including how often 
the system users are required to reacknowledge the rules and how is this process doc-
umented. These ROB (e.g., password construction/maintenance, changing system 
data, searching databases, divulging information, working at home, dial-in access, 
connection to the Internet, assignment and limitation of system privileges) must 
include the consequences of noncompliance and must clearly state the exact behavior 
expected of each person. If the ROB are contained in a separate document, provide a 
summary of that document here with a reference for the responsible component.]

9.9.2.4  Security in the Software  
	 Development Life Cycle (SDLC)

[Identify how security was implemented into each life cycle phase(s).]

9.9.3  Section 3: Operational Controls
[In the subsections below, describe the day-to-day procedures and mechanisms to 
protect operational systems. If this information is contained in a separate document, 
summarize the controls here and provide the document name/title, document control 
number (if applicable), document date, office responsible for maintaining the docu-
ment (not a person’s name), and location of the document (where it is available for 
review). Specify the document reference before providing the document summary.]

9.9.3.1  Personnel Security Controls

[Describe the personnel security controls for the system. It is important to note 
that the information in this section applies to all personnel who use the system, 
including contractor personnel and other external users. Personnel controls include 
individual accountability, least privilege, and separation of duties. All IT-related 
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positions must be evaluated and sensitivity level assigned to the position descrip-
tion. Document if, when, and how personnel screening will be conducted.]

9.9.3.2  Physical and Environmental Protection Controls

[Describe the physical security and environmental protection controls for the system 
or application (e.g., access controls, fire safety factors, failure of supporting utilities, 
water sensors, structural collapse, plumbing, raised floor access, emergency exits). 
List the attributes of the physical protection afforded the area(s) where processing of 
the system or application takes place.]

9.9.3.3  Production, Input/Output Controls

[Describe the controls over the handling, processing, storage, and disposal of input 
and output data, media, and any special production rules.]

9.9.3.4  Incident Response Capability

[Begin this section by describing any automated Intrusion Detection Systems (IDS) 
in place. Then, describe the following: the formal incident response capability and 
the capability to provide users with help when an incident occurs; the formal inci-
dent response capability available; and the procedures for recognizing, handling, 
and reporting incidents. Also document who responds to alerts/advisories and what 
preventative measures are in place (e.g., automated audit logs, penetration testing).]

9.9.3.5  Contingency Planning and Disaster Recovery Planning

[Describe the contingency plan(s) and disaster plan(s). Discuss arrangements and 
safeguards to ensure the alternate processing site will provide an adequate level of 
security, if applicable. Describe any documented backup procedures. Describe cov-
erage of backup procedures and physical location of stored backups. Describe the 
generations of backups kept.]

9.9.3.6  Hardware, Operating System, and  
	 System Software Maintenance Controls

[In the subsections below, describe the security controls used to monitor the instal-
lation and updates to hardware, operating system software, and other system soft-
ware to ensure that the hardware and software functions as expected and that a 
historical record is maintained of system changes.]
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9.9.3.7  Configuration Management (CM)

[Describe the CM procedures for the system including: testing or approving sys-
tem components prior to production, impact analyses to determine the effect of 
proposed changes on existing security controls and change identification, approval, 
and documentation.]

9.9.3.8  Environmental System Software Management

[Describe the controls used to coordinate and control updates to the environmental 
system software and monitor the installation and updates of the software to ensure 
that it functions as expected and that a historical record is maintained of changes 
and policies for handling copyrighted software or shareware.]

9.9.3.9  Application Software Management

[Describe the CM version controls used to coordinate and control updates to 
application software and monitor the installation and updates of the application 
to ensure that the software functions as expected and that a historical record is 
maintained of software changes.]

9.9.3.10  Data Integrity/Validation Controls

[Describe integrity controls for the systems to prevent and detect destruction or 
unauthorized data modification, including controls used to protect the informa-
tion, operating system, application, and other system software (including security 
software) from accidental or malicious destruction or alteration.]

9.9.3.11  Documentation

[List the existing documentation that describes the system: its components, opera-
tions, and use. Include the title, date, and the office responsible for maintaining the 
documentation (e.g., formal SDLC documents).]

9.9.3.12  Security Awareness and Training (SAT)

[Describe the system-specific security training for all users who are involved 
with the management, use, or operation of the system. List the types and fre-
quency of system-specific training established and how the training will be 
conducted.]
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9.9.4  Section 4: Technical Controls
[In the subsections below, describe how the following technical controls have been 
implemented for the system. Discuss the logical controls in place to authorize or 
restrict the activities of users and information technology personnel within the 
system. If this information is contained in a separate document, summarize the 
controls here and provide the document name/title, document control number (if 
applicable), document date, office responsible for maintaining the document (not 
a person’s name), and location of the document (where it is available for review). 
Specify the document reference before providing the document summary.]

9.9.4.1  Identification and Authentication Controls

[Describe user identification and authentication controls for the system, including 
mechanisms that provide the ability to verify users. If the system uses application-
specific passwords, describe in detail the characteristics of the passwords (e.g., min-
imum and maximum length, character set limits/requirements, password aging)].

9.9.4.2  Authorization and Access Controls

[Describe user authorization and access controls for the system. Be sure to include 
any specific system hardware or software features (e.g., Access Control Lists [ACL]) 
used to control access to the system resources by defining which users can access 
which resources. A description must be included indicating how users (in vari-
ous roles) request and are approved for access to the system. Describe any system-
specific warning or notice banners. Provide a screen image of any system-specific 
warning banners or notices of system criticality or data sensitivity.]

9.9.4.3  Remote Users and Dial-Up Controls

[Describe remote users and dial-up access controls for the system. Describe the type 
of remote access (e.g., dial-up, VPN, Internet) permitted and the functions that may 
be authorized for remote use (e.g., e-mail only, data retrieval only, full access).]

9.9.4.4  Wide Area Networks (WAN) Controls

[Describe WAN security controls for the system. If the system is connected to the 
Internet or other wide area network(s), discuss what additional hardware or tech-
nical controls have been installed and implemented to provide protection against 
unauthorized system penetration and other known Internet threats and vulner-
abilities (e.g., VPN, network firewalls).]
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9.9.4.5  Public Access Controls

[Describe the public access controls in place, including the access controls used to 
secure the system and information, if the system provides access to the public. Pri-
vacy statements and warnings must be described here. In addition, provide a screen 
image of any warning banners for systems that allow public access.]

9.9.4.6  Test Scripts/Results

[Describe the test scripts and results that were used to test the effectiveness of the 
security controls. Unavailable test scripts for legacy systems should be noted.]

9.9.4.7  Audit Trails

[Describe the auditing mechanism controls to allow management to conduct an 
independent review of recent activities. Include what is recorded, who reviews the 
audit trail, how often it is reviewed, and what procedures are employed for correc-
tive actions as a result of a finding. Describe when audit trails are employed (e.g., on 
a given cycle, continuously, when an incident occurs, etc.). Describe the audit trail 
archive procedures, including how long they are kept, where they are stored, and on 
what media type they are stored.]

9.9.5  Section 5: Appendices and Attachments 
[The following appendices represent documentation that may be developed and 
maintained as separate documents but must be included with the SSP for evalua-
tion by the CIO or designee before accreditation. Maintaining these documents as 
appendices facilitates configuration management of all the related materials. These 
appendices can be updated without a recertification or reaccreditation if there is no 
change in the security profile.]

Appendix A: Equipment ListNN
Appendix B: Software ListNN
Appendix C: Glossary of TermsNN
Appendix D: AcronymsNN

[Do not attach or include large documents with the SSP including appendices. 
Instead, summarize the document in the appropriate SSP section, and provide the 
document name/title, document control number (if applicable), document date, 
office responsible for maintaining the document (not a person’s name), and location 
of the document (where it is available for review).]
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9.9.6  Secure Product Development Policy Template
9.9.6.1  Purpose

These policy statements outline both senior management’s commitments to and 
expectations of [ORGANIZATION NAME] projects. These commitments also 
reflect [ORGANIZATION NAME] management and business objectives to 
implement and established a mature and structured work environment in compli-
ance with the [ORGANIZATION NAME]’s process improvement requirements.

9.9.6.2  Scope

The policies apply to all product development and maintenance projects for which 
[ORGANIZATION NAME] is the prime contractor or has control over project 
management, processes, and procedures to be followed for the project.

9.9.6.3  Senior Management Commitments

Senior management will support [ORGANIZATION NAME] product develop-
ment and maintenance projects by:

Ensuring adequately trained and qualified project managers are assigned to NN

each project
Ensuring adequate funding and resources are available for the success of NN

the projects
Providing timely decision making and support as necessary to remove barri-NN

ers to the success of the projects

9.9.6.4  Directives and Expectations

In return, senior management expects responsible individuals for each project and 
the organization to comply with the following in each process area:

9.9.6.5  Requirements Development

Actively elicit, identify, and collect stakeholder needs, expectations, con-NN

straints, and interfaces and translate them into customer requirements.
Refine, elaborate, and allocate customer requirements to establish and main-NN

tain product and product component requirements to include interfaces.
Establish operational concepts and associated scenarios in order to establish NN

and maintain a definition of required functionality.
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Analyze requirements to ensure that they are necessary and sufficient and NN
that they balance stakeholder needs and constraints.
Validate requirements to ensure the resulting product will perform as intended NN
in the user’s environment using multiple techniques as appropriate.
Institutionalize, define, and improve the requirements development process NN
for all projects, through appropriate planning, control, staffing, training 
activities, the involvement of upper management and other relevant stake-
holders, and the use of configuration management.

9.9.6.6  Requirements Management

Manage the project’s requirements by maintaining the relationship between NN
the requirements and all of the project components, identifying inconsisten-
cies between the requirements and all of the project components, and taking 
corrective action when needed.
Institutionalize, define, and improve the requirements management process NN
for all projects, through appropriate planning, control, staffing, training 
activities, the involvement of upper management and other relevant stake-
holders, and the use of configuration management.

9.9.6.7  Project Planning

Establish and maintain estimates of project planning parameters. Project NN
planning parameters include all information needed by the project to per-
form the necessary planning, organizing, staffing, directing, coordinating, 
reporting, and budgeting. Estimates should include:

Scope of the project−−
Work product and task attributes (primarily size and complexity)−−
Defined project life cycle−−
Effort and cost−−

Establish and maintain a project plan based on the project requirements and NN
the established estimates as the basis for managing the project. The project 
plan should consider all phases of the project life cycle and ensure that all 
plans affecting the project are consistent with the overall project plan (e.g., 
configuration management plan, quality assurance plan, etc.). The project 
plan should identify:

Budget and schedule (assumptions, constraints, dependencies, etc.)−−
Risks−−
Data management−−
Resources−−
Needed knowledge and skills−−
Stakeholder involvement−−
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Review all plans that affect the project to understand project commitments, NN

reconcile the project plan to reflect available and estimated resources, and 
obtain commitment from relevant stakeholders responsible for performing 
and supporting plan execution.
Institutionalize, define, and improve the project planning process for all proj-NN

ects, through appropriate planning, control, staffing, training activities, the 
involvement of upper management and other relevant stakeholders, and the 
use of configuration management.

9.9.6.8  Project Monitoring and Control

Evaluate the project’s progress against the plan by monitoring project plan-NN

ning parameters, commitments, risks, data management, and stakeholder 
involvement. Conduct periodic progress and milestone reviews.
Manage corrective actions to closure by analyzing issues and taking correc-NN

tive actions.
Institutionalize, define, and improve the requirements management process NN

for all projects, through appropriate planning, control, staffing, training 
activities, the involvement of upper management and other relevant stake-
holders, and the use of configuration management.

9.9.6.9  Supplier Agreement Management

Determine the acquisition type, select suppliers based on established criteria NN

and capability, and establish and maintain formal agreements with suppliers.
Review candidate (Commercial Off-the-Shelf) COTS products to ensure NN

they satisfy the requirements of the supplier agreement, perform activities 
with the supplier as specified in the supplier agreement, ensure that the sup-
plier agreement is satisfied before accepting the product(s), and transition the 
acquired product(s) from the supplier to the project.
Institutionalize, define, and improve the supplier agreement management pro-NN

cess for all projects, through appropriate planning, control, staffing, training 
activities, the involvement of upper management and other relevant stakehold-
ers, and the use of configuration management.

9.9.6.10  Measurement and Analysis

Align measurement objectives and activities with identified information needs NN

and objectives. Specify how measurement data will be obtained, stored, ana-
lyzed, and reported.
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Address identified information needs by collecting measures that are ana-NN
lyzed, interpreted, and reported to all relevant stakeholders.
Provide management with appropriate measures and analysis data to help mon-NN
itor process performance, fulfill contractual obligations, make informed man-
agement and technical decisions, and enable corrective actions to be taken.
Institutionalize, define, and improve the measurement and analysis process NN
for all projects, through appropriate planning, control, staffing, training 
activities, the involvement of upper management and other relevant stake-
holders, and the use of measurement and analysis tools.

9.9.6.11  Process and Product Quality Assurance

Objectively evaluate the processes and work products of all projects, to NN
ensure and record adherence to applicable process descriptions, standards, 
and procedures.
Provide objective insight into noncompliance issues, and ensure those issues NN
are objectively communicated, recorded, tracked, and resolved.
Institutionalize, define, and improve the process and product quality assur-NN
ance process for all projects, through appropriate planning, control, staffing, 
training activities, the involvement of upper management and other relevant 
stakeholders, and the use of configuration management.

9.9.6.12  Configuration Management

Identify any items, components or work-related products in the project that NN
will be placed under configuration management and develop a configuration 
management system for controlling them.
Ensure that changes to configuration items are controlled and tracked.NN
Establish and maintain configuration management integrity using records NN
describing configuration items and performing configuration audits.
Institutionalize, define, and improve the configuration management process NN
for all projects, through appropriate planning, control, staffing, training activ-
ities, the involvement of upper management and other relevant stakeholders, 
and the use of configuration management tools.

9.9.6.13  Technical Solution

Select product component solutions by developing detailed alternative solu-NN
tions and selection criteria, evolving operational concepts and scenarios 
specific to each product component, and selecting the product component 
solutions that best satisfy the criteria established.
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Develop a design for the product or product component; establish and main-NN
tain a technical data package; design product component interfaces in terms of 
established and maintained criteria; and evaluate whether the product compo-
nents should be developed, purchased, or reused based on established criteria.
Implement the designs of the product components, and develop and main-NN
tain end-use documentation.
Institutionalize, define, and improve the technical solution process for all NN
projects, through appropriate planning, control, staffing, training activities, 
the involvement of upper management and other relevant stakeholders, and 
the use of configuration management.

9.9.6.14  Product Integration

Prepare for product integration by determining the product component inte-NN
gration sequence, establishing and maintaining the environment needed to 
support the integration of product components, and establishing and main-
taining procedures and criteria for integration of the product components.
Ensure interface compatibility by reviewing interface descriptions for cover-NN
age and completeness, and managing internal and external interface defini-
tions, designs, and changes.
Assemble product components and deliver the product by confirming readi-NN
ness of product components for integration, assembling product components 
according to the product integration sequence and available procedures, eval-
uating assembled product components for interface compatibility, packaging 
the assembled product, and delivering it to the appropriate customer.
Institutionalize, define, and improve the product integration process for all NN
projects, through appropriate planning, control, staffing, training activities, 
the involvement of upper management and other relevant stakeholders, and 
the use of configuration management.

9.9.6.15  Verification

Select the work products to be verified and the verification methods to be NN
used for each, establish and maintain the environment needed to support 
verification, and establish and maintain verification procedures and criteria 
for the selected work products.
Prepare for and conduct peer reviews for selected work products, identify NN
issues, and analyze peer review data.
Perform verification on the selected work products, analyze the results of all NN
verification activities, and identify corrective action.
Institutionalize, define, and improve the verification process for all proj-NN
ects, through appropriate planning, control, staffing, training activities, the 
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involvement of upper management and other relevant stakeholders, and the 
use of configuration management.

9.9.6.16  Validation

Select the products and product components to be validated and the valida-NN

tion methods that will be used for each, establish and maintain the environ-
ment needed to support validation, and establish and maintain procedures 
and criteria for validation.
Perform validation on the selected products and product components, ana-NN

lyze the results of validation activities, and identify issues.
Institutionalize, define, and improve the validation process for all projects, NN

through appropriate planning, control, staffing, training activities, the involve-
ment of upper management and other relevant stakeholders, and the use of 
configuration management.

9.9.6.17  Organizational Process Focus

Establish and maintain the description of the process needs and objectives of NN

the organization, appraise the processes of the organization periodically and 
as needed to maintain an understanding of their strengths and weaknesses, 
and identify improvements to the organization’s processes and process assets.
Establish, maintain, and implement process action plans to address improve-NN

ments to the organization’s processes and process assets.
Deploy organizational process assets across the organization; and incorpo-NN

rate process-related work products, measures, and improvement information 
derived from planning and performing the process into the organizational 
process assets.
Institutionalize, define, and improve the organization process focus process NN

for all projects, through appropriate planning, control, staffing, training 
activities, the involvement of upper management and other relevant stake-
holders, and the use of configuration management.

9.9.6.18  Organizational Process Definition

Establish and maintain the organization’s set of standard processes, which NN

include: descriptions of the life-cycle models approved for use in the organi-
zation, tailoring criteria and guidelines for the organization’s set of standard 
processes, the organization’s measurement repository, and the organization’s 
process asset library.
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Institutionalize, define, and improve the organizational process definition NN

process for all projects, through appropriate planning, control, staffing, 
training activities, the involvement of upper management and other relevant 
stakeholders, and the use of configuration management.

9.9.6.19  Organizational Training

Establish and maintain the strategic training needs of the organization, deter-NN

mine which training needs will be the responsibility of the organization and 
which will be left to the individual project, establish and maintain an organi-
zational training tactical plan, and establish and maintain training capability 
to address training needs.
Provide training necessary for individuals to perform their roles effectively NN

by delivering the training following the organizational training tactical plan, 
establishing and maintaining records of the organizational training, and 
assessing the effectiveness of the organization’s training program.
Institutionalize, define, and improve the organizational training process for all NN

projects, through appropriate planning, control, staffing, training activities, 
the involvement of upper management and other relevant stakeholders, and 
the use of configuration management.

9.9.6.20  Integrated Project Management

Tailor the organization’s set of standard processes as necessary to establish NN

and maintain the project’s defined process.
Use the organizational process assets and measurement repository to estimate NN

and plan the project’s activities.
Integrate the project plan and the other plans that affect the project to describe NN

the project’s defined process; and manage the project using the project plan, 
the other plans that affect the project, and the project’s defined process.
Contribute work products, measures, and documented experiences to the NN

organizational process assets.
Manage the involvement of the relevant stakeholders in the project; par-NN

ticipate with relevant stakeholders to identify, negotiate, and track critical 
dependencies, and resolve issues with relevant stakeholders.
Institutionalize, define, and improve the integrated project management pro-NN

cess for all projects, through appropriate planning, control, staffing, training 
activities, the involvement of upper management and other relevant stake-
holders, and the use of configuration management.



Maintaining a Security Risk Assessment  n  297

9.9.6.21  Risk Management

Determine risk sources and categories; define the parameters used to analyze NN
and categorize risks, and the parameters used to control the risk management 
effort; and establish and maintain the risk management strategy.
Identify and document risks; and evaluate, categorize, and prioritize each NN
identified risk using the defined risk categories and parameters.
Develop a risk mitigation plan for the most important risks, as defined by the NN
risk management strategy, monitor the status of each risk periodically, and 
implement the risk mitigation plan as appropriate.
Institutionalize, define, and improve the risk management process for all NN
projects, through appropriate planning, control, staffing, training activities, 
the involvement of upper management and other relevant stakeholders, and 
the use of configuration management.

9.9.8.22  Decision Analysis and Resolution

Establish and maintain guidelines to determine which issues are subject to NN
a formal evaluation process, the criteria for evaluating alternatives, and the 
relative ranking of these criteria.
Identify alternative solutions to address issues, select the evaluation methods, NN
evaluate alternative solutions using the established criteria and methods, and 
select solutions form the alternatives based on the evaluation criteria.
Institutionalize, define, and improve the decision analysis and resolution pro-NN
cess for all projects, through appropriate planning, control, staffing, training 
activities, the involvement of upper management and other relevant stake-
holders, and the use of configuration management.
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Sarbanes–Oxley, 51
SAT, see Security awareness and training
SDLC, see Software Development Life Cycle
SDLC, risk assessment and risk mitigation 

activities in, 217–232 
	 abuse cases, 220
	 application testing, 222
	 authentication service, 226
	 backdoor, 227
	 buffer overflows, 227, 229
	 code reviews, 221
	 design, 220–221
	 development, 221–222
	 dynamic code scanning tools, 222
	 error log files, 229
	 invalid plan ID, 229
	 production and maintenance, 223
	 quality assurance, 218
	 requirements gathering and analysis, 

218–220
	 risk assessment and risk mitigation 

activity checklist, 230–232
	 risk discovery, 228
	 risk management activities within test 

case, 223–230
	 	 test case assets, 224–225
	 	 test case risks and mitigation efforts, 

228–230
	 	 test case threats, 225–227
	 	 test case vulnerabilities, 227–228
	 risk mitigation activity checklist, 230–232
	 takeover of authorized sessions, 226
	 test, 222–223
	 threat-action statements, 222
SDL process, see Security Development 

Lifecycle process
SDP, see Site Data Protection
Secondary disasters, 72, 106

Security
	 accreditation, 242
	 awareness and training (SAT), 287
	 certification, 242, 246
	 controls, definition of, 248
	 incidents, definition of, 248
	 plan, definition of, 248
	 responsibility, assignment of, 282
Security Development Lifecycle (SDL) 

process, 75
Security risk, analysis of, 145–199
	 alternative magnitude of impact, 158
	 combined likelihood scale, 151
	 common risk scales and tables, 169–176
	 	 alternate risk assessment reporting 

template, 175
	 	 likelihood of occurrence scales, 169
	 	 magnitude of impact scales, 170
	 	 risk assessment reporting template, 

172–175
	 	 risk matrixes, 170–172
	 control analysis, 152–154
	 determining risk levels, 158–160
	 determining security risks for test case, 

160–168
	 	 control analysis, 164–166
		  human threats, 161
	 	 likelihood of occurrence, 164
	 	 magnitude of impact, 166–168
	 	 risk levels, 168
	 	 technical threats, 161–162
	 	 threat-action statements, 162–164
		  vulnerabilities, 162
	 evaluation criteria examples, 183
	 impact or severity of threat actions, 

154–158
	 	 availability, 156–158
	 	 confidentiality, 155
	 	 integrity, 155
	 insignificant impact, 167
	 likelihood scales, 148
	 logic bomb, 168
	 magnitude of impact scale, 157, 171
	 natural disasters, 154
	 numerical risk matrix, 159
	 operational practices, 185
	 organizational records, 153
	 risk assessment summary, 176–199
	 	 critical assets, 177–178
	 	 current protection strategies, 184–186
	 	 identified assets, 177



Index  n  307

	 	 impact descriptions, 182–184
	 	 OCTAVE risk assessment 

methodology, 177
	 	 overview, 176
	 	 risk analysis, 186
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